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Abstract

Many approaches to reducing the cost, complexity and development time of software applications have been explored within the discipline of Software Engineering. Several language-based techniques, most recently the Object Oriented paradigm, have been developed to facilitate the reuse of code. Even when these techniques employ the notion of components, they do so only in a limited way within the language's environment at development time.

Recently, the study of Software Architecture has emerged to provide language support called an Architecture Definition Language (ADL), for building configurations of components into runable systems.

In this thesis we develop a formal representation of software component architecture concepts where none currently exists. We use this representation to derive a specification for a unique, XML-based ADL. Finally, we specify and develop a prototype engine that uses this ADL for the automated assembly of software applications.
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Chapter 1

Introduction

As software application markets mature, products generally increase in functionality, complexity, size and cost. Choice shrinks as smaller vendors are forced out of the market and it becomes virtually impossible for new vendors to enter. The major surviving wordprocessor, Microsoft Word, is an example of such a product, so complex that most users employ only a small fraction of its capabilities.

For new application concepts, the time and cost investment to bring most to market is very large requiring in the least, many person years of development time.

1.1 The Problem

This state of affairs creates a number of problems for users. They have little choice over the functional content of the products they pay for. They are locked into the vendor’s marketing cycle of bug-prone upgrades. They may be tied into specific operating systems and operating environments.

For the developer there are likewise a number of major problems. Developing a new product from scratch involves a large investment in building generic functionality both in dollars and time. Maintenance of large monolithic systems is similarly costly.
The root of the problem lies with the traditional models of software development - those that use current programming languages and development environments. Even though most languages now support some degree of component modularity encouraging reuse, the macroscopic structure of systems is buried within the programming models, intermixed with support for algorithmic computation. This result in systems that are still costly, complex entities whose structures are difficult to discern at best.

1.2 Motivation

Instead of the traditional time-consuming method of building and distributing large monolithic applications we need a new paradigm that would allow users to assemble applications where and when they need them and containing exactly the functionality that meets their needs and specifications. Such a paradigm would require the following:

- standard components, each with a well-defined interface and behavior offering choice of vendor and low cost,

- a simple means to specify how the components should be associated or connected together,

- dynamic assembly of the standard components guided by the specification, noted in the previous bullet, to create a composite application on the user's computer system that is immediately runnable,

- dynamic upgrading of the composite application by unplugging components and plugging in new versions on demand even while the composite is running.
The benefits from such a component-based architecture include [WRMT95] [NR99] [Aoy98]:

- decreased system development time or rapid time to market,
- increased productivity of development personnel,
- decreased system development cost from low component cost due to amortization of component development costs over many users,
- a wide range of both general purpose and domain-specific components from multiple vendors,
- scalability of systems in terms of size, complexity, transaction rates, number of users, and any other relevant parameters,
- robustness of products.

These benefits are sufficiently important to motivate the development of proper languages, tool sets and development environments to allow the creation of application software by component assembly.

To understand the evolution of component technology, component-based engineering and component software architecture, we examine the primary sources of development of these notions.
1.3 Context: The Major Initiatives Behind Component-Based Computing

Explicit reference to and discussion of software components can be traced back at least as far as a paper by McIlroy [McI76]. His position is stated as:

*My thesis is that the software industry is weakly founded, and that one aspect of this weakness is the absence of a software components sub-industry.*

He then discusses some of the properties he envisions for a component-based industry. It would “offer families of routines” so users could choose ones with only the functionality they need. Components would be seen as “black boxes” and chosen from catalogues. He anticipates abstraction by noting the need for parameterized components. Finally, he notes seven aspects of components that will require explicit specification: precision of data, robustness of performance, generality or parameterization, time-space behavior, interface specification, access method and data structure.

McIlroy focuses a topic that had been under investigation in various forms by many researchers of the period. He offers a statement of direction for most subsequent work on components and software architecture. This subsequent work is found in five broad areas of research: Software Architecture and Software Engineering, Process Algebras and Associated Calculi, Distributed Computing, Component-Based Software Engineering and Active Networks. In the following subsections, each of the areas is briefly reviewed along with its relationship to this thesis.
1.3.1 Software Architecture and Software Engineering

The discipline of software engineering has developed an extensive body of research on components and component architectures under the topic of software architecture. Because of the background importance of this subject, Chapter 2 of this thesis is devoted to a detailed examination of the subject.

1.3.2 Process Algebras and Associated Calculi

At the time McIlroy was writing, early theoretical work was being applied to the composite behavior of concurrent asynchronous processes. The seminal books by Hoare [Hoa85] and Milner [Mil80] extended process algebra to develop variants of a process calculus as means to formally describe the behavior of such systems. Milner in particular talks of agents (components) and their composites under communication. In his book, Milner states his objective as that of developing a calculus of concurrent systems, the analogue of the $\lambda$-calculus for sequential algorithms.

Hoare's work, similar to and in parallel with that of Milner, provides the formal basis for an Architecture Definition Language (ADL) such as Wright [SG96a].

Milner's later work moves significantly towards his goal with the $\pi$-calculus [Mil93] [MPW89]. Others such as Lumpke [Lum00], have extended this work to allow the formal inclusion of name-based parameterization (such as that used with the eXtensible Markup Language (XML)) in addition to parameters in a tuple format as provided by Milner. Lumpke's work deals directly with the notions of components and component architectures.

The contribution of this area of research is primarily in providing means of formal specification of component behavior allowing for formal analysis of correctness of
composite systems. Consideration of specific detail is noted where applicable but not explored in this thesis.

1.3.3 Distributed Computing

The paradigm of distributed computing extends naturally to descriptions based on components and component architectures. The distributed elements of computation each have a natural embodiment as separately compiled code with at least implicit interface, semantics and behavior. While process algebra focuses on behavioral issues, this area focuses more on software development and system operation issues.

When issues related to the distributed structure of systems are examined, discussion moves into the domain of architecture, architectural style and component specification (interfaces) [Cra96] [MDEK95][PD99].

The influence of distributed computing on component architecture has been important even if it is not usually separately addressed within component domains. Its interests will be encompassed in the general review of software architecture in Chapter 2.

1.3.4 Component-Based Software Engineering

The Component-Based Software Engineering (CBSE) initiative seems to have evolved from work with object-based component middleware frameworks, notably CORBA, DCOM and Enterprise JavaBeans. Its goal [Aoy98]

*is composing applications with plug & play software components on frameworks.*
What distinguishes CBSE from the broad area of software component architecture is its focus on the association with existing object component middleware. The resulting interdependency is exemplified by the statement of Brown and Wallnau [BW98] that,

our understanding of what makes a component a component is inextricably linked to our understanding of the architectural constraints imposed on components by a component framework-cum-object model.

In the articles cited in this section, the lack of citations referencing any of the work on the topics of software architecture and ADLs, the central topics of Chapter 2 in this thesis, is another indication of the restricted focus of CBSE. Further, although there is mention of tool requirements to support CBSE [Bro98], there is no reference to existing tools suggesting development in the CBSE area is very early.

Concepts identified as desirable [Bro98], including "static structure of the elements of interest" (configuration), dynamic behavior of elements, multiple views, reuse, completeness and consistency checking (analysis) and interface issues are extensively discussed in the broader domain of software architecture. We will therefore not consider CBSE further in this thesis since our interest is not in the referenced middleware.

1.3.5 Active Networks

The Defense Advanced Research Projects Agency (DARPA) in the United States has sponsored a major area of network research concerned with the creation of a network that is flexible and extensible at runtime with respect to services offered [Age] [MP00].
Network architecture is based on a set of components representing network services that may be dynamically composed to process "smart packets" on active network nodes [Act99]. Architectures are primarily based on the pipe and filter style [AN 98].

Since the concepts contributed to the theory of component architecture are contained within the larger scope of software architecture in general, this field of research is not given further direct consideration in this thesis.

1.4 Goals and Expected Contributions

The primary goal of this thesis is to develop a component assembly model that:

- allows for the specification of a standard well-defined component format,

- provides a simple to use mechanism for specifying component assemblies or compositions,

- provides dynamic or runtime assembly which can be performed on most computers under most operating systems,

- allows for such assembly to proceed in an automated fashion with the composite being automatically run on completion of assembly,

- allows for the dynamic modification of a composite assembly.

A second goal is to implement such a model and demonstrate the successful assembly and execution of test examples.

In achieving these goals, we expect to make the following contributions to the discipline of software engineering and component assembly in particular:
- A formal definition of terms used in the discipline of software engineering for describing software components and component configurations or architectures.

- An XML representation of an ADL that meets all the commonly accepted requirements of an ideal ADL. This representation consists of two major parts:

  **A Component Schema**: An XML-based set of instructions that describe a component sufficiently that an engine may properly select, locate and connect the component to other components.

  **A Composition Schema**: An XML-based set of instructions that describe how a set of components are to be connected or "wired" together.

- an XML schema to model architectural style and a proposal of how the style information may be used by an engine to produce correct component assemblies.

- A technique for the automated assembly of components into persistent composite structures, and their execution. The assembly may be performed on any specified computer running a suitable engine. Components may exist locally or remotely and their composite may be local or distributed.

- A prototype of an engine that demonstrates the feasibility of the above concepts.

We claim that based on a survey of the literature, the application of XML that we demonstrate is unique. The formal representation is also unique and although there are many proposed composition systems we will demonstrate a simple working prototype of a composition engine.
1.5 Organization of This Thesis

As noted, Chapter 2 examines the field of software engineering with respect to components and component architectures in some detail. The notion of architectural models is reviewed followed by a review of the notion of architectural styles. Next, the characteristics of ADLs are reviewed. Then, the use of XML to specify ADLs is examined. Lastly, the important characteristics identified in these sections are summarized.

In Chapter 3 a formal representation of the concepts explored in Chapter 2 is developed. This provides the basis for creating the specification for our use of XML as an ADL. These are given for both components and configurations. Finally, our XML specification is compared to the characteristics summarized in Section 2.6.

In Chapter 4 we outline the development of our engine prototype and its testing, and discuss the results of our work. Section 4.1 reviews the evolution of the design of our engine prototype and details of some of the testing. Section 4.2 presents a discussion of the results of this research.

The final chapter in this thesis evaluates our claims and contributions to the solution of the problem identified in Section 1.1. This is followed by a discussion of some of the open areas of work that are identified in the literature and that this research has uncovered.
Chapter 2

Software Architecture

To understand the context for the central ideas in this thesis, it is necessary to examine the evolution of the discipline of software engineering, particularly with respect to developments in software architecture. This chapter begins with the identification of some of the early concepts related to software architecture discussed in terms of architectural models and styles. It then examines current work done with architectural definition languages that are the key tools with which specific architectures are built and systems are implemented. This chapter concludes with a summary of key concepts related to software architecture and architecture definition languages.

2.1 Background

In the 1990's, the field of software engineering evolved from the study of software design to the study of the structure of software systems [Sha01]: what has become known as software architecture. In particular, the need to find methods for describing the architecture of distributed systems was a strong force motivating this
research [Cat95].

In their seminal article on software architecture, Perry and Wolf [PW92] identify four benefits of an architectural approach to software development as:

- a means of satisfying requirements,
- a basis for design, cost estimation and process management,
- a basis for reuse of elements,
- a basis for dependency and consistency checking among elements.

They define software architecture as being comprised of three parts:

- **Software Elements** consisting of data elements which carry the data of the system, processing elements that transform data and connection elements that provide "glue" for the other elements.

- **Form** consisting of weighted properties and relationships intended to convey constraints among elements in the architecture.

- **Rationale** a means of specifying non functional aspects of the architecture such as economics, performance and reliability.

Shaw and Garlan [SG96b] give the characterization,

*software architecture involves the description of elements from which systems are built, interactions among those elements, patterns that guide their composition, and constraints on those patterns.*
This expression marks a shift in emphasis from algorithms and data structures to the topology of the system being designed and the interactions among components.

Cattaneo [Cat95] defines four viewpoints from which the concept of software architecture may be described:

- **Conceptual**: A view used for requirement definition and high-level design showing the domain-specific elements of a system and their relationships.

- **Execution**: A view that describes elements of the runtime environment including objects, threads, communication mechanisms, system resources and element location and migration.

- **Static**: A construction-time view that shows the relationships, dependencies and constraints of system elements and their organization.

- **Development Environment**: A view that captures system elements from the developer's perspective including the files and libraries used by editors, linkers, compilers, interpreters and integrated development environment (IDE) tools.

This classification demonstrates the variety of differing viewpoints that may be adopted by the various parties involved in developing, implementing and operating software systems. The research described in this thesis concerns issues related to the assembly of components both from a static and dynamic perspective and represents a fusion of static and execution views.
2.2 Architectural Models

From the early days of system design, the structure of software systems has been informally modelled by box and arrow diagrams as a means of capturing interaction mechanisms among system elements at a high level of abstraction [Cat95]. The informal nature of the representation has meant different practitioners have used the same graphical elements to represent different domains of discourse, different concepts within a domain and different levels of abstraction. Even within the domain of a single practice, meaning across system structure diagrams may be inconsistent.

The utility of such informal methods inferred from their widespread usage suggests we would want to model system architectures with some ontology corresponding to boxes and lines, or components and connectors. Since the problems alluded to in the above paragraph arise from the lack of an effective means of modelling semantic content of boxes and particularly lines, a first step to architectural modelling would be some classification of perspectives from which a domain and its associated semantic content may be described. To this end Shaw and Garlan [SG96a] identify five classes of architectural models:

- **Structural**: These models are based on components, connectors and semantic elements that capture configuration, rationale, constraints, style, analyses and requirements.

- **Framework**: Models that emphasize the structure of the whole over the details of the parts and tend to be specific to a problem domain.

- **Dynamic**: Models that capture behavior of systems and system elements in a manner that allows configuration change on the fly.
- **Process**: Models that focus on a constructive or procedural description of a system contained in a process script.

- **Functional**: Views of architecture as functional components that provide layers of service composed upwards.

These classes of models demonstrate the variety of differing approaches to modelling architectures for developing and implementing software systems. However, the most widely adopted models for discussing software architecture are structural variants consisting of computational components and structural connectors [SG96b] [AG94], both represented as first class objects, and a set of possible configurations. As Shaw and Garlan observe about the pipe and filter style of component and connector architecture,

> an important property of this model is that pipes are self-contained entities and can be reasoned about independently of filters.

Recently, a box and line graphical notation has been formally specified with both graphic and text representations in the Unified Modelling Language (UML) [Obj01]. In UML, notions of components, constraints and connections (associations) have explicit definitions. To date, however, UML has not been used in association with existing ADLs.

As noted earlier in this section, the literature uses the concepts of components, connectors and configurations extensively. The following subsections capture the salient points regarding each concept.
2.2.1 Components

The notion of a component as a discrete, named, body of code has existed from the earliest stages of software engineering including code modules, executable binaries and other representable software objects. The role of the component in software architecture today is that of a locus of computation and state. Examples include programs, objects, processes, filters, databases, clients and servers [SG96a].

The common model of a component includes an interface defined by a set of ports of explicit type, and a specification of its function. A port defines a logical point of interaction between the component and its environment [AG94]. Associated with each port should be a specification of what facilities the component provides to or requires of other components. Function should include a description of the component’s behavior in a form to facilitate analysis [LV95] and operation [CR99].

Medvidovic and Taylor [MT00] give the desired characteristics of a model of a component as specifying:

- **Interface**: The set of interaction points (ports) and associated services a component offers to or requires of its environment.

- **Type**: The abstract representation of the encapsulated functionality of the component that is instantiated in a specific architecture.

- **Semantics**: An explicit specification of a component’s behavior.

- **Constraints**: A set of properties or assertions that if violated will result in improper functioning of the component.

- **Evolution**: The ability to accommodate change in a component’s behavior,
functionality or interface over time.

- **Nonfunctional Properties**: Those properties that cannot be directly associated with or derived from a component's behavior.

These are the characteristics of a component we would want to be able to express in any language used to describe architectural composition.

A notion we will classify under components is a technique for handling legacy code. This involves creating a “wrapper” for the code that provides a component interface for it [KnI99].

### 2.2.2 Connectors

Traditionally, architectural representation in the form of box and line diagrams has provided much richer expressive capability for the semantics of boxes than for the semantics of the connections (lines) that often do not carry code and lack the discrimination among the different lines in a diagram to capture semantics of different types of interaction [SG96a].

In current software architecture the notion of the connection between two components is made explicit in the form of a connector. This moves much of the semantics and behavior of interaction, specifically communication and coordination [GMW97], from individual components into generic elements ranging in complexity from simple procedure calls to a range of complex protocols including multicast channels, event handlers, client-server protocols, database-accessing protocols, shared data and blackboards, and event dispatchers (implicit invocation) [AG94] [SG96b] [SG96a]. Connectors describe the relations among components.

Shaw and Garlan give six reasons why connectors deserve first class status [SG96b]:
• **Degree of sophistication**: A connector may implement a complex specification such as a communication protocol.

• **Localization**: The interaction between two or more components may be complex, deserving of its own localized description.

• **Abstraction**: By abstracting out the parameters of an interaction, its applicability may be extended to a class of architectures rather than just a single instance.

• **Distributed implementation**: An interaction may be distributed over several system elements in a distributed (physical) architecture.

• **Independence**: Independence of connectors from components may facilitate dynamic change at runtime. It may also facilitate static change such as the case where a communication protocol changes. In this case, a large variety of components may be unaffected, with changes localized to a small number of generic connectors.

• **Reusability**: Connectors implementing stylistic constraints become reusable within the style.

The common model of a connector includes an interface defined by a set of roles. A role has explicit type and a glue specification describing the interaction between the components that the connector connects. The role describes the expected local behavior of each of the components to which it connects [AG94] [SG96b]. The glue provides any data adaptation needed [MS77] [CWD00] and manages control issues.
In actual implementation, connectors may be refined to a set of local or remote procedure calls.

Medvidovic and Taylor [MT00] give the desired characteristics of a model of a connector as specifying:

- **Interface:** The set of interaction points and services associated with the components it connects. These services are offered by the connector not directly but in the sense of a proxy for those services offered by components to which it is connected. So a client-server connector offers the service provided by a server to a client. It does not itself create the service or modify it but only mediates its delivery.

- **Type:** The abstract representation of the encapsulated communication functionality of the component that is instantiated in a specific architecture.

- **Semantics:** An explicit specification of the communications protocol that specifies the component interaction that the connector mediates.

- **Constraints:** A set of properties or assertions that if violated will result in improper interaction among components the connector is attached to.

- **Evolution:** The ability to accommodate change in a connector's behavior, protocol or interface over time.

- **Nonfunctional Properties:** Those properties that cannot be directly associated with or derived from a connector's behavior.

As with components, these are the characteristics of connectors we would want to be able to express in any language used to describe architectural composition.
Some ADLs like Darwin lack connectors as a basic element. When complex communications protocols require representation this is performed by representing them as components.

2.2.3 Configurations

The final architectural element is configuration. A configuration must address structural composition issues, primarily control issues and data issues since these comprise the semantic content of the connectivity.

Control issues include [SC97]:

- **Topology**: The geometric form the wiring must take to characterize all of the control requirements of the composite entity.

- **Timing**: Dependencies among components in terms of the effects of their processes.

- **Binding**: At what stage are the control relations among components and connectors bound? At composition-time or runtime?

Similarly, data issues are:

- **Topology**: The geometric form the wiring must take to characterize the data flows of the composite entity.

- **Continuity**: Is data stream-oriented, batch-oriented or transaction-oriented? The answer affects the style (and hence configuration) chosen to represent the system.
• **Mode**: Is data passed as a discrete element, requested by implicit invocation, shared as in blackboard systems, or transmitted by some other means?

• **Binding**: At what stage are the data relations among components and connectors bound? At composition time or runtime?

Whereas the architectural elements of components and connectors in Sections 2.2.1 and 2.2.2 are described at the level of type or class, a configuration specifies the relations among instances of types or classes. So a configuration could include instances \( C_1, C_2, \ldots, C_k \) of some component \( C \).

Medvidovic and Taylor [MT00] give the following classification of features of configuration specification:

• qualities of the configuration description:

  – **Compositionality**: The ability to specify hierarchies of components and composites, allowing for specification and development of systems through successive levels of abstraction.

  – **Refinement and Traceability**: Support for the correct, consistent and traceable refinement of an architectural specification into an operational system via a programming language implementation.

  – **Heterogeneity**: The ability to support a heterogeneous mix of system elements measured by topological location, granularity, style, implementation language, operating system support or communications protocol support.

• qualities of the described system:

  – Heterogeneity.
- **Scalability:** The ability to support the development of large-scale systems through means such as hierarchical composition.

- **Evolvability:** Those features that allow systems to be changed or to evolve by the removal, replacement or new addition of system elements in an off-line manner.

- **Dynamism:** Those characteristics that allow for runtime modification or the dynamic adaptivity of a system architecture.

- properties of the described system:
  
  - Dynamism.
  
  - **Constraints:** These are properties or assertions of a global nature that apply to the system as a whole. They may also exist for compositions of components and connectors capturing properties that cannot be expressed for individual elements alone.
  
  - **Nonfunctional Properties:** Those properties that capture development-time and runtime system-level issues.

For robust systems, configuration design must accommodate both anticipated and unanticipated dynamic adaptation. Particular issues of concern are component discovery, version management, interface changes including type, ports and behavior, and individual instance replacement (binding) [Kni99] [MS77].

In a model where algorithmic or computational complexity is hidden inside components and complex communications protocols are hidden inside connectors, the system developer is faced only with structural complexity. However, the issues that we have just listed that affect structural design, especially the successive levels of
abstraction possible, make the system designer’s task potentially more complex and
difficult than that of the designer of individual components.

2.2.4 Non-Functional Properties

There are a large number of system properties that are not captured by the descriptive
properties of the architectural elements. These include [SG96a]:

- timing issues such as time requirements, timing variability, real-time response
  and latency,

- resource issues such as bandwidth, space requirements, space variability, mini-
mum hardware configuration and access to specialized hardware,

- security,

- performance measures such as throughput, robustness, precision and accuracy,
  service capacity, ease of use, reliability and adaptability,

- conformance to interface standards and implementation standards.

Some of these are qualitative rather than quantitative and do not lend themselves
easily to formal specification. How to incorporate them if indeed this is possible, into
an architectural specification is an open problem. However, in Chapter 3 we offer a
formal characterization of architectural concepts capable of capturing much of this
information.
2.3 Architectural Style

Experience has shown that certain software structures or patterns of architecture appear over and over again such as the client-server pattern [BMR+96]. It is therefore useful to consider what constitutes an architectural style, hereafter referred to simply as a style, and to identify common examples.

One definition of an architectural style is a tuple consisting of a set of design elements or components, a set of well-formedness constraints on how they may be used and a set of connectors with semantic definitions particular to the style [MQR95].

Another characterization [SG96b] [GAO94] [Cat95] includes a vocabulary of design elements of components and connectors, a pattern of structural organization determined by a set of constraints and configuration rules, a set of underlying semantic models, and a description of analyses that can be performed on resulting systems.

Shaw and Clement [SC97] offer a classification of style based on control and data issues including:

- the kinds of components and connectors used,
- control and how it is manifest across a configuration,
- data and how it is communicated across a configuration,
- the interaction between control and data,
- the type of analysis (reasoning) supported by the style.

Others have observed that the features of an architectural style are that it
encapsulates important decisions about the architectural elements and emphasizes important constraints on the elements and their relationships [PW92].

It provides a mechanism for categorizing architectures and for defining their common characteristics [NR99].

In addition, styles can capture architectural assumptions, particularly those created by the use of specific middleware platforms. They provide a vocabulary of design elements, namely those components and connectors employed by the style.

Widely cited examples of architectural styles are listed below but not discussed in the context of this thesis. They include [SG96b] [MQR95] [Sha01] [GAO94]:

- Call-and-return systems: main-program and subroutine, OO designs and hierarchical layers.

- Data-centered systems or repositories: databases, hypertext systems and blackboard shells.

- Independent components: communicating or cooperating processes and event systems or implicit invocation.

- Dataflow systems: batch sequential and pipe and filter.

- Virtual machines: interpreters and rule-based systems.

- Distributed computation systems: agents and peer-to-peer systems.

- Process control systems.
Functional programming systems.

Client-server systems.

The representation of components and connectors, common among these styles includes a well-defined interface [AG94]. For a component it consists of a set of ports that define the logical points of interaction between a component and its environment, and a specification that defines the behavior of the component. For a connector it includes a set of roles that define the participants of interaction and a specification of the glue or operations binding the components it connects. In some architectures, connectors like components, may be decomposed into subarchitectures. They also carry semantic description. When such subarchitectures are created, it is important to ensure bindings at the architectural level composite are promoted to the correct subcomponent [Kni99] [Men00].

2.3.1 Style-based refinement

The notion of refinement of styles is important for promoting flexibility in architectural design. In Chapter 3, we offer a formal representation that encompasses the concept. A brief review of the topic as found in discussion on software engineering follows.

Refinement in the classical sense involves the notion of behavioral substitutability [Gar96]. This is also a principal notion in process algebra found in Hoare's Communicating Sequential Processes (CSP) [Hoa85], the formal basis for Wright, and in Milner's π-calculus [MPW89], the formal basis for Picolla [ALSN00]. A second notion of refinement is provided by Moriconi et al [MQR95] as a mapping from one architectural schema to another.
So architectural refinement is the mapping or transformation of one architectural style onto another where we wish to preserve not only current but future behavioral equivalence and substitutability. A problem arises, however if one style includes a criterion the other style forbids (by exclusion in its specification). For example if a style representing an acyclic data flow as in the case of a linear pipe-and-filter architecture is mapped onto a style allowing configurations of cyclic graphs (e.g. feedback loops), adding a feedback connection at a later time could be done in the architecture of one style but not the other.

Moriconi et al. [MQR95] argue that a stronger correctness criterion is needed when determining substitutability, namely a specification of not only the permissible connections but those that are not permissible.

This same issue applies to refinements among substyles where there is an intent to map one substyle onto another substyle of a common parent style.

2.4 Architecture Definition Languages

An architecture definition language is a language for describing a system architecture. ADLs differ from ordinary programming languages in their ability to explicitly represent configuration or structure. An ADL takes as its basic elements, components and connectors and includes a syntax and semantics for expressing configurations of basic elements [NR99] [MT00].

An ADL can facilitate the formal description of the structure of a software system. It can also provide the basis for analyzing composite structures.

Attributes associated with an ideal ADL include [MT00] [Cat95] [NR99] [SG96b]:
- ability to model components in terms of property assertions, and interface including type and specification (function or behavior),

- ability to model connectors whether simple or complex in terms of property assertions, and interface including type and specification (glue or protocol),

- ability to specify configurations including hierarchical composition through topological and other constraints, both statically at composition-time and dynamically at runtime,

- support for dynamic identification and creation of components and connectors,

- ability to specify and compose behavior implying granularity of structure,

- ability to define and refine styles and discriminate views,

- support for refinement of composite elements in terms of more basic elements,

- support for abstraction and encapsulation, both of algorithmic computation and communication, and the parameterization of such,

- support for reusability of independent components and connectors,

- acceptance of heterogeneous elements both in terms of style and implementation (running environment),

- support for analysis.

Of these properties, the first three are most critical. The ADL ACME [GMW97] that was designed to provide an interchange format for architectural development
tools and environments takes as its canonical elements or types, components, connectors and systems or configurations, demonstrating this importance. In ACME, the remaining properties from the above list have other syntactical expression.

2.4.1 Common ADLs

Medvidovic and Taylor [MT00] provide a comparison of the most common ADLs' abilities to model components, connectors and configurations based on the authors' characterizations detailed in Sections 2.2.1, 2.2.2 and 2.2.3. The ADLs they discuss are ACME [GMW97], Aesop [GAO94], Chiron-2 or C2 [WRMT95], Darwin [MDEK95] [Dep97], MetaH, Rapide [LV95], SADL, Unicon, Weave and Wright.

Cattaneo [Cat95] classifies the above ADL characteristics as a set of 15 requirements that he uses to compare Aesop, Darwin, Rapide, UniCon, and Wright. We do not reproduce his classification here.

Other languages and frameworks that support component models or have some of the properties of ADLs include:

- Less common or older ADLs such as Conic [MKS89] and Yasmin [Der97] [Der].

- Languages or language extensions that support the component models DCOM [Mic96] and COM+ [Edd99], CORBA, and Enterprise Java Beans including JWire [PD99], ICARIS [Men00], and Bean Markup Language [CWD00].

- Specifications that are associated with research on networks such as Netscript [dSFY98], Service Location Protocol (SLP) [Gut99] and Distributed feature Composition [JZ98].

- Mobile agents used to model components [Lim96] [BM98].
We will not discuss these languages in this thesis as there are a number of excellent articles describing, analyzing and comparing them in detail [MT00] [NR99] [Sha01] [SG96a] [Cat95] [Men00]. However, the classification schemes we will use in evaluating the ADL developed in this thesis.

2.4.2 Inadequacies of Programming Languages

The question of why an existing programming language is not used as an ADL is discussed briefly in this section. No existing programming language is fully satisfactory as an ADL as each fails to meet the requirements of an ADL in one or more respects. The most common deficiencies or problems are [SG94]:

- **Module Import/Export**: When one module or package is imported into another, the exact names of functions within the imported module must be known and used by the importing module. This causes the problem of having to "look inside" the imported module to discover such names. Furthermore, changes to names within the imported module force modifications in the importing module. The second problem this causes is that the system interconnection structure becomes embedded in the importing module leading to a third problem, that of the intermingling of algorithmic and architectural content within a module.

- **Abstraction**: Programming languages restrict, often severely, the number of interaction mechanisms available to the designer limiting the degree of abstraction possible and the complexity of interaction that can be explicitly represented. The worst case is a language that provides only procedure calls and shared data.
• **Reuse:** Explicit import statements in modules prevent the substitution of alternative implementations and provide no support for reuse of patterns of composition.

• **Configuration:** Because the pattern of import and export statements is distributed across and embedded in programming modules, the overall configuration of the system is not readily apparent. Dynamic reconfiguration is not a capability supplied by these languages.

• **Heterogeneity:** In most cases, modules written in different languages cannot be composed easily if at all. Nor is there language support for different levels of abstraction.

• **Analysis:** Because the overall configuration is not visible, it is not possible to perform any analysis of it to detect such conditions as the possibility of deadlock.

In summary, programming languages were designed primarily for algorithmic expression and have little support for the structural expression necessary to capture the higher level requirements and abstractions as well as the non-functional characteristics of software architectures.

### 2.5 XML as an ADL Metalanguage

There have been few attempts to use XML as an ADL. Rather, XML has been used as an Interface Definition Language (IDL) in the manner that middleware platforms
like CORBA and DCM employ. In this section we review research that uses XML in any way related to components and software architecture.

Mckee and Marshall [MM99] describe the use of XML Document Type Definition (DTD) schemas for specifying the structure of the metadata specification of a component (i.e. its interface, semantics, constraints and other properties). Such schemas are hierarchical and can be composed in the sense that any element in the schema may itself be a DTD for some subset of the metadata associated with the component. Constraints in the form of policies, preconditions and postconditions are easily defined as XML elements or hierarchical structures of XML elements.

The first level in Mckee and Marshall’s component DTD consists of four elements which we list without discussion, <specification>, <commerce>, <environment> and <usage>. These they decompose several levels further to capture all characteristics needed for the complete specification of a component.

Mennie also uses an XML DTD to capture the metadata specification of a service component in his ICARIS component framework [Men00]. The first level in his hierarchy consists of eight elements, <name>, <service provider>, <version>, <priority>, <dependencies>, <composable methods>, <info> and <functionality>. Some of the elements decompose another level.

Issues similar to those relating to components such as discovery, version management, change management, location and storage exist for DTDs used in the above contexts.

Chen et al. [CHDG99] model dynamic workflow applications as plug and play multi-agent systems. They use XML not as an IDL for components but as the language of communication among agents. Thus if agents are taken as components,
communication constitutes the interaction mediated by connectors. This in a sense, uses XML to describe connectors as opposed to the above examples that use XML to describe components.

Pruitt et al. [PSSC98] discuss the merits of XML as an ADL metalanguage and hint at work in developing schemas but offer no examples.

In summary, very limited use of XML has been made in providing the functionality of an IDL to support JAVA components. No examples or descriptions of XML used as a full ADL metalanguage have been found. In particular, none have used XML to describe configurations explicitly.

### 2.6 Summary

In this section we summarize the important characteristics from the research, of component architectures and ADLs. There is an extensive literature on the subject and this summary is intended to capture those features that are central to the discipline that are identified in the articles surveyed in the earlier part of this chapter. We shall summarize the information under the headings architectural domain, architectural style and ADLs. This summary will be used in the evaluation of the results of our own research described in Chapter 3.

#### 2.6.1 Architectural Domain

As seen in Sections 2.1 and 2.2, there are a number of perspectives from which to discuss and represent architectural issues. These we will refer to as an architectural domain of discourse or architectural domain. The architectural domain for computer
software captures most of the conceptual content of the ADLs referenced in Section 2.4 when the execution and static viewpoints of Cattaneo are combined in a model of the structural and dynamic properties identified by Shaw and Garlan.

The basic elements of this domain are:

- **Components.** A component is a locus of algorithmic computation having the following properties:
  - Interface. A set of logical interaction points called ports, between the component and connectors. At each port a component either requires or provides a service.
  - Type. The component’s named abstract representation.
  - Semantics. A specification of the component’s functionality and behavior.
  - Constraints. A set of assertions about the component that must be satisfied for correct operation.
  - Evolvability. The ability to support change over time.
  - Nonfunctional Properties. A set of assertions about the component that may be used to guide its selection for composition.

- **Connectors.** A connector is a locus of interaction among components and other connectors and has the following properties:
  - Interface. A set of logical interaction points called roles, between the connector and components and other connectors. Each role is a proxy for a service that the connector is either receiving from or providing to an attached component.
- **Type.** The connector's named abstract representation.

- **Semantics.** A specification of the connector's protocol of interaction otherwise known as glue.

- **Constraints.** A set of assertions about the connector that must be satisfied for correct operation.

- **Evolvability.** The ability to support change over time.

- **Nonfunctional Properties.** A set of assertions about the connector that may be used to guide its selection for composition.

- **Configurations.** A configuration specifies the relations among (instances of) components and connectors and has the following properties:

  - **Topology.** The graph of components and connectors whose edges explicitly represent the paths of flow of control and data. Composition is hierarchical (recursive).

  - **Timing.** A set of control assertions about the temporal dependencies among components and connectors.

  - **Data representation.** A set of assertions about the representation of data that would affect the choice of style and elements for composition.

  - **Binding.** A specification for each interaction as to whether the binding is to be static and/or dynamic.

  - **Nonfunctional Properties.** Support for a number of properties of the resulting system including analysis for correctness and completeness, correct refinement into an implementation, heterogeneity, scalability, and static
and dynamic adaptation (evolution), security, responsiveness and performance, resource requirements, and conformance to standards.

2.6.2 Architectural Style

An architectural style is a pattern of composition of elements in the domain. As such, it specifies the global constraints on component and connector semantics, and configuration, above and beyond any constraints these elements assert as part of their basic specification. These constraints introduced by the semantics of the style are assertions of the following nature:

- **Topology.** Restrictions on the permitted topologies.

- **Timing.** Any timing dependencies or restrictions on flow of control or data.

- **Data representation.** Any restrictions on data representation or data flow.

- **Nonfunctional Properties.** Any other global properties the style designer wishes to impose.

Particular attention must be made to the correctness and completeness of the process of refinement between different styles and when configurations are composed within a style.

2.6.3 Architecture Definition Language

We take as a summary of desirable characteristics, the list developed in Section 2.4. These characteristics include:
• the ability to model or specify the components, connectors and configurations described in Section 2.6.1,

• the ability to support varying degrees of granularity by hierarchical or recursive composition of structures,

• the ability to specify the composition of and compose architectural elements into composite structures both statically and dynamically,

• the ability to change or adapt composite structures both statically and dynamically,

• the ability to define and refine styles,

• support for reusability of architectural elements,

• support for analysis of configurations including correctness within a style and completeness.

With a few exceptions noted in Section 3.1 these characteristics are neither formally defined nor expressed in any detail in the literature. The resulting generality allows us to accommodate a wide range of architectural expression.
Chapter 3

An XML Architecture Definition

Metalanguage

A major contribution of this thesis lies with the specification of the XML schemas described in Section 3.2. Before we consider XML, however, we offer another contribution, that of a formal characterization of software architecture concepts. We do so:

- to provide a precise vocabulary of terms for discussing our approach where such is lacking in the literature,

- as a means of providing a representation for as many as possible of the the concepts and issues presented in a wide array of literature sources,

- to guide the development of our ADL and the specification of the functionality of the engine,

- to provide a means for comparing different ADLs including our own.
Then we introduce the XML specification showing how it derives from the formal concepts. We follow with a discussion of a schema interpretation and execution engine prototype. We finish this chapter with a comparison of our XML ADL characterization with the characteristics summarized in Section 2.6.

### 3.1 Formal Representation

The literature on software engineering is generally void of precise representations of the concepts and terms it uses. Shaw and Garlan [SG96b] show how to model the pipe and filter style of architecture using the Z specification language. Certain ADLs such as Wright [SG96b], Darwin [MDEK95] and Piccola [ALSN00] [Lum00] use variants of process algebra to model component interaction [AG94]. Anlauf et al. describe how to model component behavior using Montages-based abstract state machines [AKPS00]. However, terms relating to software architecture such as "architecture" and "architectural style" have escaped explicit definition although Moriconi et al. [MQR95] discuss these concepts in terms of logical theories. The architectural elements consisting of components and connectors have a wide variety of characterization and no formal definition which captures it all.

The review of software architecture research in Chapter 2 reveals that much of the information that directs architectural specification is semantic in nature. As such, it is outside the scope of expression and manipulation by traditional computer languages and language-based tools such as parsers and compilers. In this section we provide definitions and show how they may be used in architectural specification and analysis and particularly how they can capture semantic content. We will use these definitions for deriving our ADL in Section 3.2 and for discussing future extensions to our model
in Section 5.3.

Architecture is a concept relevant to a domain of discourse that informally consists of configurations of components and connectors, both of which are elements in the domain. Element membership in the set of components or the set of connectors is determined by the element's semantic content in a manner that is outside the scope of this thesis. For example, if the domain of discourse is computer software, components are sorting algorithms and databases rather than dogs and cats, and connectors are message passing facilities and database query protocols. We do not describe any methodology for, given an object, deciding what domain it belongs to. We assume an a priori knowledge of domain membership.

We use a naive notion of a primitive or atomic component such as a sorting algorithm as one that for our purposes has no internal structure. We also have the notion of a composite component such as an address book that is a configuration of a simple graphical-user-interface component, a simple database component and a sorting component connected via a set of message interactions and database SQL interactions. The address-book composite may in turn be a component in some larger application.

Typically, we then talk of more complex structures based on configurations of both atomic and composite components arranged in a hierarchical fashion. In such discussions, we often treat composite components as primitive. So we may describe a personal assistant application as being composed of an address book, a scheduler, a note pad and a calculator, treating each as an atomic component in the description.

The degree of abstraction represented in this formalism raises it above the level of computer hardware or software components and indeed to allow domains that do not
involves computers at all. We provide precise definitions of these architectural terms after introducing some notational conventions.

3.1.1 Notational Conventions

Discussion of Software Architecture occurs on two levels in the literature. One level is the level of implementation referred to as "concrete architecture" or "architectural instance". The other is a level of abstraction that is the level of models and styles. Where the distinction becomes critical is with the specification of domain elements. The first level corresponds to the idea of an instance in programming languages. The second level corresponds to the idea of a class or type. The difference will be made explicit when we discuss the topology of architectural configurations or structures in Section 3.1.2.

We will adopt the following conventions:

- Architectural domains and the sets of elements comprising them are represented by the uppercase calligraphic type style letters $\mathcal{A}, \mathcal{C}, \mathcal{N}, \mathcal{G}$.

- Architectural styles and the sets of constraints comprising them are represented by the uppercase calligraphic type style letters $\mathcal{S}, \mathcal{P}$. We will find it convenient to use a subscript to infer an imprecise concept of level of stylistic restriction, $\mathcal{S}_i$.

- Domain elements, such as components, connectors and configurations and other singular objects associated with them such as names, attributes and constraints are represented by lowercase roman italic type style letters $e, c, n, g, a, p$. We will use a subscript to indicate the $i$th instance of an element $e$ as $e_i$. 
• Terms that are part of domain element descriptions, such as interfaces, sets of constraints, implementations, sets of port names, sets of subelement names, sets of instances of elements and sets of connections are represented by uppercase roman italic type style letters $I, C, M, P, N, V, E$.

These conventions will be used throughout the remainder of this chapter.

3.1.2 Architectural Domain

An architectural domain (hereafter simply called a domain) is the tuple $A =_{def} (C, N, G)$ consisting of $C$, a possibly infinite set of elements in the domain called components, $N$, a possibly infinite set of elements in the domain called connectors and $G$, a set of configurations. The concepts 'component', 'connector' and 'configuration' are defined below.

Component

An interface of an element $e$ is the tuple

$$I =_{def} (P, N)$$

(3.1.1)

where $P =_{def} \{x(e) | x(e) \text{ is a name for a port of } e\}$ is defined as a finite set of named ports and $N =_{def} \{a(e) | a(e) \text{ is a name for a subelement that } e \text{ is composed of}\}$ is defined as a finite set of named subelements. A port is not given a formal characterization other than a name. Semantically, it represents a logical point of interaction between a component and its environment. As such we infer a connection between the port and an internal method whose operation it represents and which we designate as the "port-handler" of the port. Otherwise, we are unconcerned about the
internal operation of a component, except perhaps for an abstract characterization of such as behavior.

A constraint $p(e)$ on an element $e$ of the domain is a predicate or assertion that expresses a true statement about it. The semantics of the statement express a precondition, a postcondition, a dependency or some other restriction on the function or behavior of the element. Alternately, it may represent a rule.

An implementation $M$ of an element in the domain is the programming language specification or code of the algorithmic function or interaction protocol that the element performs.

A component $c \in C' \subseteq C$ is an element or object in the domain defined by the tuple,

$$c = \text{def} \ (a, t, I, C, M) \quad (3.1.2)$$

where $a$ is the name of the component, $t$ is its type, $I$ is its interface, $C = \text{def} \ \{ p(c) \}$ is a constraint on $c$ is a set of constraints on it and $M$ is its implementation.

A component with an interface $I = (P,N)$ has one of two forms:

- **Atomic**: having a primitive semantic representation in the domain and characterized by the property $N = \emptyset$.

- **Composite**: characterized by the property $N \neq \emptyset$. It has the semantics of being the composition of two or more components and one or more connectors.

In the domain of software architecture, a component's semantic content is that of a computational function or algorithm.
Connector

A connector \( n \in \mathcal{N}^r \subseteq \mathcal{N} \) is an element in the domain defined by the tuple,

\[
\mathfrak{n} = \text{def} \ (a, t, I, C, M)
\]  \hspace{1cm} (3.1.3)

where \( a \) is the name of the connector, \( t \) is its type, \( I \) is its interface, \( C = \text{def} \ \{ p(n) | p(n) \) is a constraint on \( n \}\} \) is a set of constraints on it and \( M \) is its implementation.

A connector may be atomic or composite in the same sense that a component may be. Its semantic content is that of an interaction including a communications protocol. It may be as simple as a procedure call or as complex as a client-server protocol. Its programming language specification may be an explicit object or an implicit function associated with the components whose interaction it mediates such as a procedure call of one component on another.

The similarity in the expressions defining the concepts component, 3.1.2, and connector, 3.1.3, suggests a distinction is artificial. We give separate explicit formal representation to facilitate abstract consideration and to accommodate the use of the two concepts in the literature. Their similarity, however, motivates the consolidation of the terms in this thesis.

Configuration

A configuration \( g \in \mathcal{G} \) is an element or object in the domain of discourse defined by the tuple,

\[
g = \text{def} \ (a, C, T)
\]  \hspace{1cm} (3.1.4)

where \( a \) is the name the composite will be given, \( C = \text{def} \ \{ p(g) | p(g) \) is a constraint on \( g \}\} \) is a set of constraints on it and \( T \) is a topology that represents its structure. In the
case of a configuration, a constraint may include the semantics of timing issues, data properties and other system properties that are not expressed by the algorithmic and interaction properties of components and connectors.

A topology $T$ is a structure represented by the graph $T = (V, E)$ where $V$ is the set of all instances of elements in the configuration of which $T$ is a topology, and $E$ is the set of edges signifying the connections between elements. More precisely, for some sub-architecture $A' = (C', N', G')$ where $C' \subseteq C$, $N' \subseteq N$, and $G' \subseteq G$, if $g \in G'$, then $\forall e_i \in V, \exists e \in C' \cup N'$ where $e_i$ is an instance of $e$ and $i \in \{1, 2, 3, \ldots\}$. We allow an abuse of notation to express our notion of sub-architecture as $A' \subseteq A$.

### 3.1.3 Architectural Style

An architectural style is a restriction on an architectural domain. Effectively, it is a sub-architecture as described in the last paragraph. In the domain of human habitation, Greek Corinthian-style architecture employed stone columns of a particular design. If we consider a column as a primitive component, a Corinthian column would be included in the set of components of the style whereas a Doric column would not be. Similarly, the sets of connectors and configurations of a style may each be a restriction of all the connectors and configurations possible in the domain.

In the literature, style is used loosely to refer both to the set of specific characteristics - primarily constraints and dependencies - and the resulting architectural structures. We choose to give ‘style’ the following explicit meaning.

First we define a restriction $P_C$ on a set of elements $C \subseteq \{C, N, G\}$ in a domain to be a set of constraints applied to the elements of the set. Formally, $P_C = \{p(e) | \forall e \in C, p(e) \Rightarrow \text{true iff } p \text{ is some assertion about } e\}$. Assertions could take the form of sets
of either predicates or rules, or the union of two such sets.

A restriction $\mathcal{P}$ on a style then is defined as $\mathcal{P} = \text{def} (\mathcal{P}_{C'}, \mathcal{P}_{N'}, \mathcal{P}_{G'})$ for some $\mathcal{A}'$ as defined in the last section.

An architectural style $\mathcal{S}$ (hereafter simply called a style) is the tuple $\mathcal{S} = \text{def} (\mathcal{A}', \mathcal{P})$. We extend this definition to be $\mathcal{S} = \text{def} (\mathcal{C}'', \mathcal{N}'', \mathcal{G}'') \subseteq \mathcal{A}' \subseteq \mathcal{A}$ where if $\mathcal{E}' \in \{ \mathcal{C}', \mathcal{N}', \mathcal{G}' \}$ and $\mathcal{E}'' \in \{ \mathcal{C}'', \mathcal{N}'', \mathcal{G}'' \}$ then $\mathcal{E}'' = \{ e \forall e \in \mathcal{E}'$ and $\exists p(e) \in \mathcal{P}_{\mathcal{E}'} \Rightarrow \text{true}$ then $\neg \exists p(e) \in \mathcal{P}_{\mathcal{E}''} \Rightarrow \text{false} \}.$

We may define a sequence of refinements of styles in the following manner:

- $\mathcal{S}_0 = \text{def} (\mathcal{A}, \mathcal{P}_0) = \mathcal{A}$ where $\mathcal{P}_0 = (\emptyset, \emptyset, \emptyset),$
- $\mathcal{S}_1 = \text{def} (\mathcal{S}_0, \mathcal{P}_1)$ where $\mathcal{P}_1 \neq (\emptyset, \emptyset, \emptyset),$
- $\mathcal{S}_i = \text{def} (\mathcal{S}_{i-1}, \mathcal{P}_i)$ where $\mathcal{P}_i \neq (\emptyset, \emptyset, \emptyset),$

for $i \in \{1, 2, 3, \ldots \}$. If we allow a slight abuse of notation, namely that $\mathcal{P}_i \cup \mathcal{P}_j = \text{def} (\mathcal{P}_{C_i} \cup \mathcal{P}_{C_j}, \mathcal{P}_{N_i} \cup \mathcal{P}_{N_j}, \mathcal{P}_{G_i} \cup \mathcal{P}_{G_j})$, where $\mathcal{P}_i = \text{def} (\mathcal{P}_{C_i}, \mathcal{P}_{N_i}, \mathcal{P}_{G_i})$ and $\mathcal{P}_j = \text{def} (\mathcal{P}_{C_j}, \mathcal{P}_{N_j}, \mathcal{P}_{G_j})$, then it is easy to show

$$\mathcal{P}_i = \bigcup_{j=0}^{i-1} \mathcal{P}_j \quad (3.1.5)$$

From the viewpoint of semantics however, it is important to ensure that $\mathcal{P}_i$ is consistent. That is, it is not the case that both $p$ and $\neg p$ are members of some element of $\mathcal{P}_i$.

This notion of style allows for the transitive composition of styles or hierarchies of styles. Much the same as methods are inherited in OO programming languages, constraints are inherited in a hierarchy of styles. In our human habitation architectural example, a region's building code may be written as a style that would then
be composed with specific styles such as "Cape Cod". It also allows us to capture constraints on the domain that include such things as performance criteria.

3.1.4 Architectural Design

In order to formalize the concept of a specific instance of an architecture, we define an architectural design (hereafter called a design) as the tuple $\mathcal{D} = \text{def} (\mathcal{C}', \mathcal{N}', \mathcal{G}')$ where some configuration $g \in \mathcal{G}'$ specifies the structure of the design and $\forall f \in \mathcal{G}' \Rightarrow f = g$ and $V = \text{inst} \mathcal{C}' \cup \mathcal{N}'$ in the topology of $g$. Here, the symbol $=\text{inst}$ means equality up to and including multiple instances of elements of $\mathcal{C}'$ and $\mathcal{N}'$.

A design has the meaning of a set of components and a set of connectors with a single configuration whose topology includes at least one instance of every component and connector in their sets. In building architecture, this roughly corresponds to the blueprint or plan for a building.

The term architecture itself will be given no formal definition. Instead, it will be used as an imprecise equivalent to the term architectural style or architectural domain. As such it may refer to any style and will depend on context for explicit meaning.

3.2 An XML Metalanguage ADL Specification

XML is a document specification metalanguage initially created to allow content for the World-Wide Web to encompass all forms of information, not only natural language text documents. An object with an XML markup is still called a document but in fact could contain the the binary executable of a software program. The choice of
XML [W3C98] as a metalanguage for developing an ADL is motivated by several advantages [MM99] [PSSC98]:

- it is an open standard, particularly for development done in the context of the World-Wide Web. This openness facilitates interchange between different XML ADL implementations,

- there is a large selection of support tools available both commercially and freely,

- it is platform independent (in terms of both operating system and programming language),

- it has a simple fixed syntax but unlimited vocabulary,

- its extensibility as a metalanguage allows for easy changes to derived languages,

- requirements documents and support manuals can have direct bi-directional links with architectural elements due to XML’s nature as a document markup language,

- it allows the construction of a DTD or schema to specify validity constraints in addition to correctness of syntax,

- its composite expressions of elements are name-based rather than position-based as in tuple-like structures,

- XML support tools including graphics presentation packages, parsers and browsers can be easily integrated into ADL frameworks.

Its disadvantages are:
it does not easily allow recursive expressions,

- it is verbose.

If XML is to describe an architectural design it must be able to fully describe both components and connectors, and configurations. In the following two subsections we show how this can be done. In these subsections the term "element" refers to the XML concept rather than the concept of architectural element used throughout the rest of the paper.

Our ADL [ND02] consists of two schemas, one that describes components and one that describes configurations. We have chosen to treat components and connectors the same, namely as components. Some ADLs such as Darwin do not distinguish between them noting that any connector functionality that deserves first class treatment may be given such as a component. While the literature recognizes the importance of being able to abstract and encapsulate the complexity of interaction in a first class element, it provides no real justification for the elaboration necessary to distinguish component functionality from connector functionality in terms of treatment as a separate class of element.

We discuss our architecture in the context of an example, that of assembling and testing a half adder circuit from a set of components consisting of and-gates, or-gates and inverters. The choice of a software correlate to a hardware design problem, is appropriate for several reasons:

- it is a simple intuitive model of component assembly,

- it demonstrates how our formalism can present a software-domain model of a problem existing in a non-software domain,
• our formalism abstracts above component semantics. In this sense a “hardware”
semantic is of no more consequence than any other. The only semantic reflected
in our example is that of a software domain: units of code with clearly defined
methods of interaction.

We now develop our XML schemas from this formalism.

3.2.1 The Component Schema

The component schema is an XML specification that specifies a component’s name,
optionally its type, any qualifying or constraining attributes, its interface and its
implementation or code. We will discuss this schema referring to the notational
convention of the formal definition 3.1.2 of a component: \( c = \text{def} (a, t, I, C, M) \).

The root element in this schema is specified in XML as:

```xml
<component name = "..." version = "..." type = "...
start-method = "..." start-component = "...
...
</component>
```

Here we capture the name attribute \( a \) of a component \( c \). Since the intent of
a name is to act as a unique identifier, version may be considered an extension of
the identifier and we include this possibility in our XML. We include an optional
"type" attribute \( t \) to allow for consistency checking. The "start-method" and "start-
component" attributes are used only if the component is runnable, such as may be
the case with a user interface component. The definition we have given to the term
constraint in Section 3.1.2 is that of an assertion about some property of \( c \). We have
chosen to express assertions about runability as XML element attributes rather than distinct XML elements.

The root element contains three child elements, "interface", "constraints" and "implementation", corresponding to the notational terms $I$, $C$ and $M$ respectively. The constraints element represents the set of constraints $C$ and its child elements represent individual members of $C$. We allow for constraints identified by a "class" attribute as either a "rule" or a "predicate". The implementation element representing $M$ contains an unparsed character data element containing the actual programming code of the component. The XML code for these elements is:

```xml
<interface>
  ...
</interface>

<constraints>
  <constraint class = "rule | predicate"> ... </constraint>
  ...
</constraints>

<implementation>
  <![CDATA[
    ...
  ]]>
</implementation>
```

The interface element in turn contains 0 or more port elements followed by 0 or more subcomponent elements. Since ports are the points of direct coupling with other software components, a component with 0 ports and 0 subcomponents would be a
monolithic stand-alone program that is runable. Such a component may still have interaction points with the external world such as communications links or human interfaces. These elements correspond notationally to members of the sets $P$ of ports and $N$ of subcomponents in definition 3.1.1.

A port element is specified as:

$$\text{<port direction = "input | output" name = "..." method = "...">}$$

The purpose of the port element is to identify the kind of connection the component requires and its name. The name of the internal method or port-handler that handles the connection activity is specified also. An optional type attribute may be used for more elaborate checking. A port is not named independently of its associated port-handler. Ports are designated as having a direction “input” or “output” inducing a directed edge in the configuration graph.

The subcomponent element is specified as

$$\text{<subcomponent name = "..." version = "..." filename = "...">}$$

and is used to inform the component user what if any subcomponents are required as identified by the “name” and optional “version” attributes and also optionally, where they may be found.

An example of XML configuration code for specifying an atomic component is shown in Figure 3.1 and for specifying a composite component containing subcomponent declarations, in Figure 3.2. We note that the specifications contain no constraint elements as none were required for this example.
Figure 3.1: XML component code specifying an and-gate.
Figure 3.2: Engine generated XML code specifying a half-adder circuit component.
The Component Schema DTD

The following is the DTD for the component schema. We use DTDs to concisely capture our schema information. DTDs are being replaced by a formally proposed XML Schema representation that overcomes certain limitations of DTDs. However, these limitations do not affect our particular use, so DTDs suffice.

<!DOCTYPE COMPONENT SYSTEM [ 
  <!ELEMENT COMPONENT (INTERFACE, CONSTRAINTS?, IMPLEMENTATION)> 
  <!ATTLIST COMPONENT 
    Name CDATA #REQUIRED 
    Version CDATA #IMPLIED 
    Type CDATA #IMPLIED 
    Start-method CDATA #IMPLIED 
    Start-component CDATA #IMPLIED> 
  <!ELEMENT INTERFACE (PORT+, SUBCOMPONENT*)> 
  <!ELEMENT PORT EMPTY> 
  <!ATTLIST PORT 
    Direction (input | output) #REQUIRED 
    Name CDATA #REQUIRED 
    Type CDATA #IMPLIED 
    Method CDATA #REQUIRED> 
  <!ELEMENT SUBCOMPONENT EMPTY> 
  <!ATTLIST SUBCOMPONENT 
    Name CDATA #REQUIRED 
    Filename CDATA #IMPLIED> 
]>


3.2.2 The Composition Schema

The composition schema is a syntactic and semantic XML specification that defines the composition code (CC) that tells a composition engine how to assemble or compose a composite from individual components. We will discuss this schema referring to the notational convention of the formal definition 3.1.4 of a configuration: 
\[ g = \text{def} (a, C, T). \]

The root element in this schema is specified in XML as:

```xml
<compositioncode name = "..." version = "..." location = "..."
start-method = "..." start-component = "..." style = "..."
style-location = "..."/>
...
</compositioncode>
```

It has attributes that assert the composite's name, and optionally version and Uniform Resource Identifier (URI) of the location the composite is to be saved to. If the
composite is to be runnable, then the “start-component” attribute tells the engine which subcomponent is runnable and the “start-method” attribute tells the engine what the start-method’s name or port is. The engine also uses this name in building the composite’s interface. Finally, it has an attribute to identify any style and an associated location where to find it if such is to be used.

The root element contains two child elements, “constraints” as in the component schema and “topology”, corresponding to the notational terms C and T. The constraints element represents the set of constraints C and its child elements represent individual members of C. The XML code for these elements is:

```
<constraints>
  <constraint class = "rule | predicate"> ... </constraint>
  ...
</constraints>
<topology>
  ...
</topology>
```

The topology element contains one or more connection elements corresponding to members of the set E in the definition of T followed by two or more component elements corresponding to elements of the set V, this being a minimally constituted composite.

The purpose of the connection element is to inform the engine what types of connections it will have to build and what their names will be. In addition, “input” and “output” connection names for the composite will be part of the new composite component’s interface as discussed in Section 3.3.
A connection element is specified as:

<connection name = "...

The purpose of the component element is to inform the engine what named components it will have to find and instantiate and what connections will be associated with each component. We have used an optional "filename" attribute to specify the location of the component in our examples. Other optional location attributes include "URL" for internet locations and "broker" where a component brokerage is to be searched. Another option is "search" for custom search algorithms.

The component element contains one (sub)connection element for each input and output connection the component requires. For the specific component instance, the "type" attribute informs the engine whether the connection is input or output and the "method" attribute identifies what method within the component handles the connection activity. The details of these port-handlers are discussed in Section 3.3.

A component element is specified as:

<component name = "...

The important aspect in using this schema is to preserve naming consistency of connections across components.

The XML code for specifying the composition of a half adder is shown in Figure 3.3. This composite is not in itself runnable.
<?xml version="1.0" encoding="UTF-8" ?>\</\nl<compositioncode name="half-adder" version="1.0">
<topology>
<connection name="input1" type="input" />
<connection name="input2" type="input" />
<connection name="sum" type="output" />
<connection name="carry" type="output" />
<connection name="outputOr" type="internal" />
<connection name="outputInv" type="internal" />
<component name="or-gate" filename="d:/or-gate.xml">
<subconnection name="input1" type="input" method="input1-changed" />
<subconnection name="input2" type="input" method="input2-changed" />
<subconnection name="outputOr" type="output" method="add-new-port!" />
</component>
<component name="and-gate" filename="d:/and-gate.xml">
<subconnection name="input1" type="input" method="input1-changed" />
<subconnection name="input2" type="input" method="input2-changed" />
<subconnection name="carry" type="output" method="add-new-port!" />
</component>
<component name="inverter" filename="d:/inverter.xml">
<subconnection name="carry" type="input" method="input-changed" />
<subconnection name="outputInv" type="output" method="add-new-port!" />
</component>
<component name="and-gate" filename="d:/and-gate.xml">
<subconnection name="outputOr" type="input" method="input1-changed" />
<subconnection name="outputInv" type="input" method="input2-changed" />
<subconnection name="sum" type="output" method="add-new-port!" />
</component>
</topology>
</compositioncode>

Figure 3.3: XML configuration code to construct a half adder circuit.
The Composition Schema DTD

The following is the DTD for the composition schema.

<!DOCTYPE COMPOSITIONCODE SYSTEM [
<!ELEMENT COMPOSITIONCODE (CONSTRAINTS?, TOPOLOGY)>]
<!ATTLIST COMPOSITIONCODE
    Name CDATA #REQUIRED
    Version CDATA #IMPLIED
    Location CDATA #IMPLIED
    Start-method CDATA #IMPLIED
    Start-method CDATA #IMPLIED
    Style CDATA #IMPLIED
    Style-location CDATA #IMPLIED>
<!ELEMENT CONSTRAINTS (CONSTRAINT+)>]
<!ELEMENT CONSTRAINT CDATA>
<!ATTLIST CONSTRAINT
    Class (rule | predicate) #REQUIRED>
<!ELEMENT TOPOLOGY (CONNECTION+, COMPONENT, COMPONENT+)>]
<!ELEMENT CONNECTION EMPTY>
<!ATTLIST CONNECTION
    Name CDATA #REQUIRED
    Type (input | output) #REQUIRED>
<!ELEMENT COMPONENT (SUBCONNECTION+)>]
<!ATTLIST COMPONENT
    Name CDATA #REQUIRED
This DTD enforces the requirement that the composition has at least two components in its topology.

### 3.2.3 The Architectural Style Schema

This schema performs the function of expressing stylistic restriction or constraint on sets of domain elements and configurations of such. For the sets of components and connectors, the principal restriction is on set membership. That is, a style may specify that certain types of an element are in the style and certain types are not. For configurations, the principal restriction is on the allowable topologies. We use a schema that expresses constraints in a manner similar to that used by the component and configuration schemas developed earlier in this chapter.

A composition engine can transitively compose the sets of constraints for an architectural style with the constraints specified for a specific component to ensure the composition specification is correct. That is, it is logically consistent with respect to constraints.

The XML style schema is:
<style name = " ... " version = " ... ">
  <cmpConstraints>
    <constraint class = "rule | predicate"> ... </constraint>
    ...
    <type action = "include | exclude"> ... </type>
    ...
  </cmpConstraints>
  <cnrConstraints>
    <constraint class = "rule | predicate"> ... </constraint>
    ...
    <type action = "include | exclude"> ... </type>
    ...
  </cnrConstraints>
  <cfgConstraints>
    <constraint class = "rule | predicate"> ... </constraint>
    ...
    <topology> ... </topology>
  </cfgConstraints>
</style>

We include name and version attributes to aid identification of the correct style to be used. A Document Type Definition (DTD) corresponding to this schema follows:

<!DOCTYPE STYLE SYSTEM ( <!ELEMENT STYLE (CMPCONSTRAINTS* CNRCONSTRAINTS* CFGCONSTRAINTS*)>
<!ATTLIST STYLE
Name CDATA #REQUIRED
Version CDATA #IMPLIED>
<!ELEMENT CMPCONSTRAINTS (CONSTRAINT* TYPE*)>
<!ELEMENT CONSTRAINT CDATA>)
<!ATTLIST CONSTRAINT
    Class (rule | predicate) #REQUIRED>
<!ELEMENT TYPE CDATA>)
<!ATTLIST TYPE
    Action (include | exclude) #REQUIRED>
<!ELEMENT CNRCONSTRAINTS* (CONSTRAINT* TYPE*)>
<!ELEMENT CFGCONSTRAINTS* (CONSTRAINT* TOPOLOGY*)>
<!ELEMENT TOPOLOGY CDATA>)
>
By means of this third schema, we can incorporate architectural style information into our model. We discuss implications on engine design in Section 5.3.6.

3.3 An Engine Design for the Architecture

The role of the engine in component composition is to take a set of components in their XML configuration and assemble them into a composite according to an XML composition specification. The resulting composite must have all the properties of a component including a fully specified interface and an operable implementation. By operable we mean that it in itself is runnable or when composed with another element that is runnable, the composite is runnable.
The functions of the engine are:

- read and interpret an XML composition code,
- assemble the composite component and build its port structure,
- build an XML component wrapper for the composite and store the result if it is to be persistent,
- find the required components,
- instantiate the components and run the composite if it is runable and is to be run.

To create this functionality, a number of design issues must be resolved. These are discussed in the following subsections. We do not attempt to incorporate engine functionality that can interpret and utilize the information in style schemas. Such an effort represents significant work and is outside the scope of this thesis.

### 3.3.1 Choice of Operating Environment

A major decision in engine design is the choice of the running environment for both the engine and composite assembly. Compiler-based implementations offer the possibility of easy heterogeneity since binaries can be compiled from most programming languages. However, the engines are potentially more complex having to provide the assistance of compilers and linkers for creating new composite binaries and their runtime execution. In addition, dynamic adaptation does not appear to be easy.

Interpreter-based environments offer an easier means for rapid prototyping and
building composite interfaces. They are better suited for dynamic or runtime binding and adaptation of components as will be discussed in Section 5.3.5. Language heterogeneity depends on what native language support the particular interpreter provides.

For development of our engine prototype we have chosen an interpretive environment, namely Scheme.

3.3.2 XML Parsing and Interpretation

XML parsers come in two flavours, validating and non-validating. Non-validating parsers check for syntactical correctness or well-formed expressions only. Validating parsers also check for validity and completeness of the document content and structure by checking against a DTD specification. One must choose which is to be used by the engine. The only issue this raises for the actual engine design is error handling for documents that fail validity checks.

The second issue in choosing a parser concerns the parsed output. XML data may be represented by a specification known as an XML Infoset. XML parsers use either of two common Infoset models. The first is the Document Object Model (DOM) format [W3C01a]. The second is the Simple API for XML (SAX) format [Meg00] that creates an output following the SXML specification [Kis01].

In the case of DOM, instead of specifying how objects may be represented in XML, DOM specifies how XML documents are represented as objects, so that they may be used in object oriented programs. A DOM parser converts the XML document abstract syntax tree that it stores in its entirety in memory into a hierarchy of classes and interfaces. The output may be represented graphically as a hierarchical structure.
but the parent/child relationships depicted are logical relationships defined by the programming interfaces, not representations of any particular internal data structures.

SAX on the other hand converts the abstract syntax tree into a set of S-expressions. It processes the XML as a series of events based on the tag structure of the document. As a result, it is faster and has a small memory footprint. The S-expression output is particularly suited for processing by list-processing functional languages like Scheme.

We have chosen a non-validating SAX parser, partly based on availability in our Scheme environment [Sch] and partly based on the compatibility of S-expressions with Scheme.

### 3.3.3 Component Discovery

There are three general methods an engine may use to find the required components. One is a blind search on the Internet using some search algorithm or search engine. A second is to obtain a component from a component brokerage service. The third method is to be told explicitly from where a component may be retrieved.

The first method would rely on the component’s name, version and type to provide the criteria to perform a search of the World-Wide Web. Either a search engine would have to be integrated into our engine or an interface to a commercial engine such as Google would have to be created. If needed, the component XML could be extended with additional attributes to facilitate such a search. We might want to include a vendor’s name or a developer’s name.

For the second method, our engine would need an interface such as a client to some component brokerage server. The issue of component identification is similar to the first case above. A protocol, possibly another simple XML schema, would
have to be developed to facilitate the interaction. A component brokerage might be associated with a proprietary component distribution and assembly environment or a standard mature component industry.

The third method involves an explicit reference to the component’s location in the form of a URI representing a local filename, an FTP protocol based identifier, a URL to some Web-based site or some other explicit form of location reference. The location reference may be sufficient to uniquely identify the component. If it isn’t, the attributes mentioned earlier in this section may be used. To accommodate this type of search, appropriate mechanisms must be included in the engine. In our examples and testing we have used explicit filenames as a convenience involving the minimal amount of engine code to support the testing of our prototype. We may extend the named attributes in our XML specifications to include additional location reference types beyond “filename”.

The challenge of component discovery does not lie with the methodology of location. And the XML is sufficiently extensible that all three methods methods can be accommodated in their location information requirements. Rather, any difficulty is likely to emerge around the issue of making the assessment that a component is the right one for the task at hand from the viewpoint of algorithmic or functional content. A degree of intelligent direction may be required to make a correct selection either from the composition engine or the composition code writer.

3.3.4 Component Assembly

One of the first things the engine must do to create a composite is to create a set of unique names for the component instances to be assembled. It then must set the
bindings for these instances that will be established at runtime.

Since the primary characteristic of a component is its interface, the engine must build a correct interface for the composite implementation it assembles. This interface consists of a set of ports and associated port-handlers whose single function is to pass the port operation to the correct port on the appropriate subcomponent. Figure 3.2 shows the interface constructed for our half-adder example. Here, a set of four methods, two input and two output, have been constructed in the language of the components being used for assembly. One other port may be constructed by the engine. If the composite is runnable, a start port is constructed that calls the start port on the appropriate subcomponent.

The port-handlers for the two input ports on the composite in turn engage two subcomponent ports implementing a one-to-many relationship. The port-handlers for the two output ports on the composite implement a one-to-one relationship between each subcomponent port and a port on the composite. Such a one-to-one relationship is semantically correct.

Finally, to complete the encapsulation of the composite, we have chosen to add a dispatch method through which all activity requests to the composite must pass.

The resulting composite code contains no new algorithmic or interaction functionality. It functions strictly as a wrapper for the algorithmic functionality of its subcomponents. If the software architect wishes to include additional algorithmic computation beyond what the components offer, he must write such as a new component and “wire” it in with the other components.
3.3.5 XML Component Wrapper Construction

Figure 3.2 provides an example of a component wrapper constructed for our half-adder composite. The implementation content we discussed in the previous subsection. To build the interface part of the XML, the engine must create a set of port elements for the ports it constructs for the composite, and a set of subcomponent elements for the subcomponent instances it creates for the composite.

We noted earlier that we consider the port name to be the name of the port-handler. A port element, then, is created by first identifying a port requirement as a connection in the CC of type input or type output. Since connection names are unique (a property the engine must enforce), the connection name is used to generate the name of the corresponding port-handler. A port element in the wrapper is then created from this name and the associated port direction specified in the CC.

Each component element reference in the CC generates a subcomponent element in the composite wrapper. Since the CC only specifies a requirement for a component type such as an and-gate, and not a unique instance name such as "and-gate1", the engine must create such a unique name. In the process, it uses this information along with the component location information which is an attribute of the component element in the CC, to build a subcomponent element in the XML.

The problem of location discovery beyond the explicit reference used above, is discussed in Section 5.3.1.

Finally, the engine must be told what to do with the XML for the finished component.
3.3.6 Component Binding and Execution

Component binding is a runtime activity the engine performs if the composite component is to be run. The engine must first locate the components required for composition and place them in memory. This is a recursive search down through the composition hierarchy.

Next the engine must interpret the component code, create and bind subcomponent instances and lastly, run the component in the interpretive environment.

In Section 4.1 we present the actual details of our engine prototype showing the results of sample runs. The implementation described is sufficient to create and run composite assemblies. Some of the desirable features of software architecture specification and ADLs in particular have not been included in our engine as such were unnecessary for basic operation. We discuss future extensions of the engine in Section 5.3.

3.4 The XML Metalanguage Specification as an ADL

In Section 2.6 we summarized the characteristics that an ideal ADL would manifest. In this section we compare our XML specification with these characteristics. This comparison allows us an easy assessment of how closely our ADL approaches the ideal. We note where a characteristic is not satisfied and provide a brief indication of how each characteristic is satisfied otherwise.

As noted in Subsection 2.6.1, the principle elements of an architectural domain are components, connectors and configurations. In Table 3.1 we indicate how our
<table>
<thead>
<tr>
<th>Features</th>
<th>XML Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interface</td>
<td>Services required or provided by a component are specified by port elements. The roles of a connector represented by a component are similarly specified.</td>
</tr>
<tr>
<td>Type</td>
<td>Type may be fully specified by name, version and optional type attributes.</td>
</tr>
<tr>
<td>Semantics</td>
<td>We have not provided a capability for expressing behavior. We discuss an XML extension for this in Section 5.3.2.</td>
</tr>
<tr>
<td>Constraints</td>
<td>We have provided the capability for expressing constraints on both components and configurations. The XML does not place any limitations on the form constraint specification may take. We discuss this issue further in Section 5.3.6.</td>
</tr>
<tr>
<td>Evolvability</td>
<td>We have not provided a capability in the XML for dynamic adaptation. Static change can be accomplished by reassembly. We discuss this issue further in Section 5.3.5.</td>
</tr>
<tr>
<td>Nonfunctional Properties</td>
<td>Assertions about such properties may be expressed as constraints for both components and configurations.</td>
</tr>
<tr>
<td>Reusability</td>
<td>The XML packages a composite in a form in which it may be stored and reused. It is the engine's function to create persistence. In our case we implement persistence, hence reusability.</td>
</tr>
</tbody>
</table>

Table 3.1: ADL Component Characteristics.

XML component schema compares with these characteristics as well as component-related characteristics listed in Subsection 2.6.3. Since we specify connectors as a kind of component, the comparison applies equally to connectors. In Table 3.2 we indicate how our XML configuration schema compares with the corresponding domain characteristics. The characteristics associated with architectural style, notably topology, timing, data representation and nonfunctional properties as noted in Subsection 2.6.2 are similar to the characteristics of configuration listed in Table 3.2. We include as well, configuration-related characteristics listed in Subsection 2.6.3. Issues of refinement of styles we discuss in Section 5.3.6.
<table>
<thead>
<tr>
<th>Features</th>
<th>XML Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Topology</td>
<td>The topology element within the composition schema fully specifies the connection paths among the components. Since a composite is formed as a complete component also, composition is hierarchical creating varying granularity.</td>
</tr>
<tr>
<td>Timing</td>
<td>Assertions about timing properties may be expressed as constraints for both components and configurations. An implementation of component behavior carries the possibility of further expressing timing constraints.</td>
</tr>
<tr>
<td>Data Representation</td>
<td>Our model imposes no constraints on the representation of data other than those specifically asserted as constraint characteristics.</td>
</tr>
<tr>
<td>Binding</td>
<td>The XML specification of binding is static. The issue of providing dynamic binding we discuss in Section 5.3.5. The issue of how to update XML code is discussed as a separate issue in this section.</td>
</tr>
<tr>
<td>Nonfunctional Properties</td>
<td>Assertions about such properties may be expressed as constraints for both components and configurations.</td>
</tr>
<tr>
<td>Support for Style</td>
<td>We define a style as a tuple of constraints on architectural elements. The XML expresses constraints for both components and configurations but specifies nothing about their use. We discuss the issue of composing constraints in Section 5.3.6.</td>
</tr>
<tr>
<td>Support for Analysis</td>
<td>An XML DTD allows us to verify that a configuration specification is valid. We have not provided any specification for proving the correctness of a configuration. We discuss the issue in Section 5.3.6.</td>
</tr>
</tbody>
</table>

Table 3.2: ADL Configuration Characteristics.
Chapter 4

Prototype Implementation and Discussion of Results

In this chapter we discuss the results of the development of our prototype engine and the suitability of the XML schemas as an ADL. In fulfilling our objectives we uncovered a number of issues requiring further consideration. These are identified and briefly discussed in Section 5.3.

4.1 A Scheme Implementation of a Composition Engine

This chapter reviews the development and testing of the assembly engine prototype. The prototype evolved through three versions, each exploring different features and potentials of the model. As noted in Section 3.3.1, we have used the Scheme language for development of our prototypes. Testing of the prototypes involved initially the
construction of a half-adder circuit shown in Figure 4.1 as mentioned in Section 3.2. It was extended by composing a test-bed for the half-adder as detailed in Section 4.1.2. Finally, to demonstrate the ability of our assembly model to extend to more significant applications, the engine was broken into components that were reassembled by the second generation engine to create a third generation engine detailed in Section 4.1.3.

4.1.1 A Connector-Based Model Engine

The first engine prototype implemented a connector-based model reviewed in Section 2.2.2. In this case, connectors were explicitly modelled within the engine itself. Since every composite would use at least one connector, a design decision was made to include the connector code within the engine to eliminate redundancy of this common code across components. Composites such as the half-adder shown in Figure 4.2 assembled from the CC shown in Figure 4.3 when runnable and when started by the engine would use instantiations of the connector or "connection" element loaded with the engine code.
Another feature of the initial design was to include the code of the subcomponents in the body of code of the composite. A positive aspect of this approach is to make the composite independent of the need to locate and load subcomponents. Because connectors are modelled within the engine, a runnable composite still requires the presence of the engine and is not truly stand-alone. The major disadvantage of this approach is that subcomponents cannot be replaced dynamically. Change of a single subcomponent requires the re-assembly of the composite.

4.1.2 A Connector-less Model Engine

The second engine prototype implemented a connectorless model based on the design decision we discuss in Section 3.2. In this case, we have dropped the feature of including subcomponent code in the composite structure. This could be reintroduced as an optional feature in future engine design resulting in completely independent runnable composites.

A second feature implemented in this version is the inclusion of subcomponent retrieval and loading by the engine for runnable components. This version also automatically runs any runnable composite. The CC in Figure 4.3 using this version of the engine results in the assembly of a half-adder whose XML component specification is similar to that shown in Figure 3.2.

To further test this version of the engine, we created two user interface components, one to request input information and one to display test results. These were wired together using the CC shown in Figure 4.4. The resulting composite provided a runnable test-bed for the half-adder circuit which worked perfectly when started by the engine.
Figure 4.2: XML component code specifying a connector-based half-adder.
<?xml version = "1.0" encoding = "UTF-8"?> <compositioncode name = "half-adder">
  <connection name = "input1" type = "input"/>
  <connection name = "input2" type = "input"/>
  <connection name = "sum" type = "output"/>
  <connection name = "carry" type = "output"/>
  <connection name = "outputOr" type = "internal"/>
  <connection name = "outputInv" type = "internal"/>
  <component name = "or-gate" filename = "d:/or-gate.xml">
    <connection name = "input1"/>
    <connection name = "input2"/>
    <connection name = "outputOr"/>
  </component>
  <component name = "and-gate" filename = "d:/and-gate.xml">
    <connection name = "input2"/>
    <connection name = "input1"/>
    <connection name = "carry"/>
  </component>
  <component name = "inverter" filename = "d:/inverter.xml">
    <connection name = "carry"/>
    <connection name = "outputInv"/>
  </component>
  <component name = "and-gate" filename = "d:/and-gate.xml">
    <connection name = "outputOr"/>
    <connection name = "outputInv"/>
    <connection name = "sum"/>
  </component>
</compositioncode> }} </component>

Figure 4.3: XML composition code for the connector-based half-adder.
Figure 4.4: XML composition code for creating a half-adder test-bed.

There are subtle differences between the attribute values used in the XML CCs for the early connector-based tests and the later connector-less engine tests. These differences reflect the evolution of our XML model as we gained experience through development.
4.1.3 A Component-Based Model Engine

The third engine prototype implemented the connector-less model of the second with minor modifications to the XML component and composition specifications in order to be consistent with the DTDs specified in Sections 3.2.1 and 3.2.2. During the writing of this thesis, further thought on certain points resulted in extensions of the early XML specifications used in developing the first two prototypes. The major

change however involved breaking the engine into components. The structure for the composite is shown in Figure 4.5. These components were then assembled by a second generation engine into a third generation composite engine and run. This second concurrently running (third generation) engine was tested first by assembling

![Diagram](image)

Figure 4.5: Component architecture of the third generation engine.
the half-adder whose resulting XML specification is shown in Figure 3.2. Then, this
third generation engine was fed its own CC to create a composite copy of itself shown
in Figure 4.6, that it then proceeded to run.

```xml
<?xml version= "1.0" encoding= "UTF-8"?> <component name =
"ADLengine" version = "3.0" type = "start" start-method = "start">
<interface>
    <subcomponent name = "engine1" filename = "d:/engine.xml"/>
    <subcomponent name = "XMLparser1" filename = "d:/XMLparser.xml"/>
    <subcomponent name = "XMLwrapper1" filename = "d:/XMLwrapper.xml"/>
</interface>
<implementation>
<![CDATA[
    (define (ADLengine)
        (let* ((engine1 (engine))
            (XMLparser1 (XMLparser))
            (XMLwrapper1 (XMLwrapper))
            (define (start) (engine1 'start))
            (define (dispatch procedure)
                (cond ((equal? procedure 'start) start)
                      (else (error "invalid procedure. procedure=" procedure)))
                    ((XMLparser1 'add-new-port!) (cons engine1 'process-Sexpression))
                    ((XMLwrapper1 'add-new-port!) (cons engine1 'process-XML-Component))
                    ((engine1 'add-new-port!!) (cons XMLparser1 'parse-XML))
                    ((engine1 'add-new-port2!) (cons XMLwrapper1 'wrap-code))
                      dispatch))]
    )
</implementation>
</component>
```

Figure 4.6: XML component code specifying a connector-based half-adder.

It should be obvious from the XML component code in Figure 4.6 that this third
prototype cannot run outside of the second running prototype which it depends on
for providing its subcomponent code. To create a stand-alone version, we would have
to include all the subcomponent code inside its implementation as noted earlier.
4.2 Discussion of Results

An important observation about this component model is that in the creation of a composite, no new computational functionality is added outside of subcomponents. The composite's code wrapper provides purely connective functionality avoiding the problem of "self" discussed in [BPM+98], which is the problem of wrapper methods overriding methods in subcomponents that they are connected to. Our engine constructs all of the required connective code for the wrapped subcomponents as may be seen in the XML component created for the engine itself shown in Figure 4.6.

If a designer wishes to add functionality in addition to what available components provide, he must create a new set of components embodying this new functionality and wire it in accordingly. This means the designer need not understand any code associated with the components being used treating the component as a black box. Additional code development may therefore be relatively modest. It also means that if components provide complete functionality, then the assembly process may be initiated by persons with no programming language knowledge. The half-adder example illustrates this latter claim. The XML for the half-adder CC in Figure 3.3 may be written directly from the circuit diagram shown in Figure 4.1.

The process of modifying or correcting component code requires only the replacement of the affected components. The possibility discussed in Section 5.3.5 is for both static or assembly-time, and dynamic or runtime modification. Our prototype currently only implements static reassembly. However, as noted in Section 4.1, an early prototype was modified to facilitate the inclusion of dynamic adaptation.

Practically, the engine should be able to assemble multiple composites (sequentially) and as a runtime framework, execute multiple composites in separate threads.
while loading and maintaining a list of components serving the multiple composites. Our prototype maintains such a list of components but only implements single-threaded composite execution.

### 4.2.1 Treatment of Data and Data Repositories

Data may have a local nature or a global nature. The former is represented by local state internal to a component and has no exposure to the outside world except for special purposes such as dynamic replacement of components. Global data represents data as a system resource. As such it is operated on by components and may seem to deserve representation as a first class object in an architectural design.

The solution is to consider significant stores of data as special elements which we designate as repositories. Technically, they are a form of connector. They may implement a data management protocol such as a SQL server. However they do not operate on or transform data beyond possible formatting and presentation requirements.

Examples of architectural style in Section 2.3 offer insight into how this characterization can be used. For example, a client/server style would restrict the set of components to those of type "client" and the set of connectors to those of type "server". Such repository elements may encapsulate significant computational complexity but none that would transform the data administered.

### 4.2.2 Suitability of the XML Specification

Part of the desired outcome of using an ADL depends on engine design as much as schema design. For example, we may provide the capability in the schema to specify a constraint such as a timing dependency, as an assertion of a property. The means of
validating the assertion depends on the reasoning algorithm employed by the engine. Such is outside the scope of an ADL.

Similarly, many issues of performance have little if anything to do with the XML other than the provision of the ability to express such issues in the form of constraints. Most such issues are in the domain of the specific implementation of the engine which processes the XML. The major area of performance concern lies in the performance cost of the method pass-through which occurs down a subcomponent hierarchy. This is very much a property of our ADL specification. In a distributed software application, such cost would likely be masked by latency of remote procedure calls. There is a requirement in future work, to measure this cost for a strictly local component application. The results may have some impact on scalability.

Our engine design implements an object model using a functional programming language. So functional languages are feasible for implementations and we expect an OO language like Java will prove equally suitable. This opens an interesting question, however. How well would an implementation in a logic programming language perform? The advantage of such an implementation may be in terms of incorporating reasoning components for constraint processing. This remains a topic for future research.

In summary, our XML metalanguage when compared against the characteristics of an ideal ADL listed in Tables 3.1 and 3.2, has all of the properties of an ideal ADL with two reservations. The first is, in terms of component (and connector) specification, it may be limited in its ability to express the semantics of behavior. The second is its support for dynamic modification may be inadequate. Both issues we explore briefly in Chapter 5. The issue of expression and use of non-functional
requirement information is related to the expression of information on style. The third schema developed in Section 3.2.3 accommodates such expression. However, we do not incorporate any style processing capability in our engine prototype. Experience with larger systems will be needed to affirm the adequacy of our ADL.

4.2.3 Success of the Engine Prototype

We present a detailed exposition on the evolution of engine design features and testing in Section 4.1. The results of this development are summarized in this section.

The example chosen for component assembly involved the construction of a half-adder circuit from individual logic gates expressed as atomic components. The initial engine prototype successfully created the composite circuit with explicitly modelled connectors in conformance with most current ADLs.

A second prototype was built treating connectivity as an implicit property of components, a design decision defended in Chapter 3. This engine also successfully composed the half-adder circuit. The next step in testing involved constructing interface components so that the half-adder composite could be composed into a test-bed which would allow a user to test it.

We then ran a two-pass test. The first pass composed a half-adder component from a set of three subcomponents, and stored the result locally. The second pass composed this composite with input and output interface components to create an interactive test-bed for the half adder. It then successfully ran the resulting complete application allowing the exercise of the half-adder circuit.

As development proceeded, it became necessary to modify the engine to accommodate extensions to the XML. In addition, there was a desire to test the model on
a somewhat more elaborate application. To accommodate both requirements, we decomposed the engine into three components and wrote a CC for its reassembly which the second prototype performed. The resulting third-generation prototype when run by the second one was able to not only assemble the half-adder correctly but also was able to assemble a copy of itself which it then in turn started.

In summary, the current (third-generation) prototype is able to assemble a set of components into a composite component, create a well-formed XML wrapper for the composite, store it, and run it in the case where the composite has a start method. The level of sophistication of the application assembled has been successfully tested up to a copy of itself.
Chapter 5

Conclusion

In the Introduction to this thesis we posited that problems associated with current methods of software development and marketing include:

- lack of meaningful user choice over functional content,
- lack of user control over development schedule,
- excessive complexity of products from the perspectives of both user and developer,
- requirement for developers to redevelop generic functionality with each new project,
- expense associated with large products both in terms of purchase costs for users and development costs for developers.

We proposed, as many others have done, a solution in the form of a software component paradigm consisting of:
• standard software components,

• a simple composition schema,

• a method of dynamic assembly to create an immediately runnable composite,

• a method of dynamically upgrading a composite.

Such a component approach has the potential for creating a large competitive market for components, producing wide choice in functionality both generic and specialized, at low cost. Such a market would provide the solution to the flexibility, choice and cost elements of the problem. Simplicity is provided by the underlying ADL and may be greatly enhanced by the development of support tools. Both application users and developers stand to benefit from this approach.

In the process of developing our component-based solution to these problems we have met the goals of this thesis and provided certain contributions which set our approach apart from that of others reviewed herein. In the following two sections, we evaluate how closely we have met our goals and claims of contribution.

5.1 Evaluation of Goals

In the Introduction, we stated one of our goals was to develop a component assembly model that under five subgoals would:

• allow for the specification of a standard well-defined component format,

• provide a simple to use mechanism for specifying component assemblies or compositions,
• provide dynamic or runtime assembly which can be performed on most computers under most operating systems,

• allow for such assembly to proceed in an automated fashion with the composite being automatically run on completion of assembly,

• allow for the dynamic modification of a composite assembly.

The XML component schema developed in Section 3.2.1 satisfies the first subgoal by providing the basis for such a well-defined standard format.

The XML composition schema developed in Section 3.2.2 satisfies the second subgoal by providing such a mechanism which we have argued and demonstrated to be simple to use.

These schemas are a metalinguistic specification based on XML which is a widely adopted standard implemented for most computer and operating systems. Any engine implementation using the engine design of Section 3.3 will therefore allow runtime assembly which can be performed on most computers under most operating systems. Hence subgoal three is satisfied.

We have automated the assembly process in our engine design to require operator intervention only to supply a composition code. Even this requirement could be eliminated using an agent-based format where the engine waits for agents to arrive and present such requests. Our fourth subgoal has therefore been satisfied.

We describe in Section 5.3.5 how dynamic adaptation may be implemented within the confines of our ADL and employing specified engine extensions. At this time, the adequacy and feasibility of dynamic adaptation remains unproven, due to the considerable effort anticipated to implement such. Thus we believe subgoal five is
feasible but cannot support the claim at this time with demonstrated results.

We have demonstrated an engine prototype which has successfully composed and run where appropriate, a set of test examples. This meets our second goal.

In summary, we have met the objectives of our goals stated in Section 1.4.

5.2 Evaluation of Contribution

In the Introduction, our claim of contribution consisted of:

- a formal definition of terms,

- a unique XML representation of an ADL meeting the requirements of an ideal ADL and consisting of a component schema and a composition schema,

- an XML schema to model architectural style and a proposal of how it maybe integrated with other constraint information by an engine,

- a technique for the automated assembly of components into persistent composite structures and their execution on any specified computer. Components may exist locally or remotely and their composite may be local or distributed,

- a working prototype of a composition engine.

In this thesis we have provided exactly the set of formal definitions we had proposed. Such definitions in turn proved to be a valuable guide to the development of the XML schemas we present for the specification of standard components and their composition. Our analysis indicates the resulting ADL has all the characteristics of an ideal ADL with two minor reservations.
We have demonstrated a technique and a working prototype of an engine which performs the local automated assembly, storage and execution of composites. We have indicated how this technique may be extend to created distributed applications.

We claim that based on a survey of the literature, the application of XML that we demonstrate is unique. The formal representation is also unique, both in its style and its extent.

5.3 Further Work

Much was learned as this project progressed. Many issues that surfaced could not be addressed within the scope and time constraints of the project and are briefly outlined below. Areas where simplifications were made are discussed also.

5.3.1 Component Location and Discovery

The engine has been constructed to search for components on the local system only. We specified the location of a component by explicit inclusion of such in the XML composition specification. By an extension of both the XML composition schema and the engine, it would be possible to find components on other systems using general URI references.

Since the composite wrapper can be thought of as a wiring or communication network specification, there is no requirement to have all or any subcomponents executing locally allowing a truly distributed component computing model. Some care would have to be taken to ensure the engine, in constructing the wrapper, used remote instead of local procedure call mechanisms where required. The internal list of
components the engine maintains may have to be modified to indicate remote versus local components.

More generally, widespread use of components will require component brokerages such as the knowledge component brokerage that the European IBROW3 project [BPM+98] has developed. These will be repositories to which component developers submit their components and which composition engines search for candidates. Open searches of the World-Wide Web, even with specially tailored search engines, are a less efficient alternative.

To include search capability, the engine will have to be extended. If brokerages are used, there will be an entire protocol the engine will have to incorporate and execute. If search algorithms are to be used these will have to be incorporated either directly in the engine design or incorporated using a plug-in model. The XML schema does not need to be extended. Failure to specify a location or failure of the location to provide the component could cause a default to a search mode. One extension that may be useful however, is a "recommended-brokerage" attribute or element which the component designer could include with his component design facilitating the discovery process.

5.3.2 Component Identification and Interface Semantics

The issue of what component to select in the first place is considerably more problematic.

It is useful to separate the roles of designer and assembler. The composition designer must know a great deal about a component in terms of its interface, behavior, constraints and properties in order to select the exact component needed for the
application and to specify properly a composition that uses it. Its name and version are secondary information that the designer passes on to the assembler via a CC. The assembler on the other hand is mainly interested in locating the correct component and not on its semantics unless the latter will help in making a correct selection.

In the case of our half-adder, we know from experience (and having built the component) exactly what an "and-gate" does. We know its behavior in terms of the transformations that it performs on inputs. We know its input and output data types and the domain and range of input and output values. As a result, we didn't need any further specification to make the selection. In a commercial environment however, the component designer may wish to specify some of this information as constraints. For example, "input1 value is 1 or 0". This aids selection decisions by designers who only have a black-box knowledge of the component.

A next step would be to introduce input and output semantic type attributes governed by a common or standard specification. By this we mean a commonly agreed upon meaning for type names. Since the range of types is unbounded, this may not be an effective approach. We have included a provision for type specification in the XML but did not use it in our testing. If necessary, constraints may be represented by attributes that specify such characteristics as value ranges or boundary conditions for the operation of the component.

Semantic information must be detailed enough that the users can assess whether a particular component meets their requirements. Users may be human designers or intelligent composition engines.

XML has an advantage over standard programming languages in that the ontologies defined by the tags in a document are represented by natural language text that
can be parsed and potentially understood by both humans and computers. Eventually, composition engines will have to have a strong AI component to assess the suitability of a candidate component.

Finally, we may want to include a behavior attribute that in some way identifies how inputs are modified or used to create well-defined outputs. Explicit behavior of concurrent processes have a formal representation in process algebra [Lum00] allowing for the development of tools for automated checking of the correctness of composite behavior. The issue of how to integrate such within XML is an open problem although it should not be difficult due to the extensible nature of XML. The issue of what kind of facility should be built into the engine to process the constraints is more difficult. There are some tools available that process expressions in process calculus which may be useful in this context.

### 5.3.3 System Calls and Error Handling

A component model benefits from a pure object concept allowing the construction of an interface whereby all access to functionality is through public and only public methods. Any necessary access to state is provided through public get and set methods. Unfortunately, programmers sometimes require and often use direct access to system resources without going through this interface. Examples are calls to a specific output port or a device such as a communication channel or printer.

An important case is that of how a component traps and reports errors. If a component developer reports an error to a system error device, the engine may not gain access to the condition. Worse, the system the component runs on may not offer such a service causing unpredictable results.
In a specific implementation such as an engine written in JAVA and running in a JVM these problems may not arise. However, a formal specification abstracted above specific platforms will require that components declare the semantics of all their requirements in their interfaces.

In the same sense that component interaction has been abstracted out into a connector element, we may wish to create a class of utility components that serve as abstractions for all input and output functions in an application.

These extensions are beyond the scope of this project.

5.3.4 Security

Security issues have been deemed to be out of scope of this project but cover three areas:

- security of the host system and the composition engine,

- security of the assembly process including any constraints and policies specified in the CC,

- security implemented in the composite through inclusion of security subcomponents such as cryptographic algorithms [Men00].

Our engine could easily integrate a security component into a composite using a pipe-and-filler style, thus satisfying the third point. Any commercial application will have to include security coverage of the first two points in engine design. It does not seem that any immediate extension to the XML is necessary to cover any of these security issues.
Research efforts that may relate to future development of security aspects, particularly associated with our XML schemas are XML Key Management Specification (XKMS) [W3C01b], a set of protocols for distributing and registering public keys, and Security Assertion Markup Language (SAML) [(SS)], an XML-based security standard for exchanging authentication and authorization information.

5.3.5 Dynamic or Runtime Adaptation (Hot Swapping)

A component may or may not encapsulate state. In our example of a half-adder, the and-gate component stores the value of its inputs and only produces an output if an input changes. To dynamically replace this component, its replacement must be composed with the same state values if the composite is to function without fault. Since the component design is fully encapsulated, it is up to the component designer to incorporate methods to report and change state values. This argues for a special class of methods since we potentially want to restrict access to these methods to the engine and not the component user.

In a full framework that manages a composite's execution, runtime adaptation or replacement of components is feasible. As an example, suppose in a composite, component $C$ receives inputs from $A$ and $B$ and sends output to $D$. $C$ is to be replaced with $C^*$. The engine locks $C$ and asks it to report its state and its output notification lists. It then instantiates $C^*$ and sets it with $C^*$'s state and $C$'s notification lists. It next informs $A$ and $B$ to remove $C$ from their notification lists and insert $C^*$ in its place. If $A$ and $B$ are not locked then the order in which these actions are performed may be important.

Since the engine maintains control of threads of execution, the above scenario with
component locking should be feasible.

Solutions to timing issues are not considered here but may be important, particularly in distributed systems. A and B may also have to be locked (and possibly their inputs and so on) to prevent loss of information while the swap is taking place. If there is any kind of synchronous processing among subcomponents, there is the risk of computational error. Defining the swap as an atomic activity as one source has proposed is not a realistic solution. Process algebra was designed to describe the behavior of concurrent processes in a formal manner. Since distributed systems are essentially systems of concurrent processes, modelling their behavior as described in Section 5.3.2 may offer means for modelling timing issues. This remains an important open area of research for component models.

The XML composition schema is a compact representation of an application and may be used as an effective small-footprint template for storing and transferring applications. An important issue then is the simultaneous adaptation or changing of XML CCs and the composites they represent. XML support of this nature may be built into the engine or performed with a separate tool.

The schema is a specification of a top level structure. When hierarchical compositions exist, the schema only identifies the top level occurrence of a component. Other occurrences may very well exist down the composition hierarchy. So if the engine is to make a replacement automatically, it must recursively search for and replace all occurrences. Should only certain occurrences need to be replaced - say the situation exists where different versions of the same component must be used in a configuration - then the replacement will have to be guided by an external specification. This is a significant issue for further investigation.
We note that there is a considerable literature and research extant on hot swapping that should be investigated in the context of this problem.

5.3.6 Constraint Checking

The final part of this discussion involves the use of constraints which we have made provision for in all schemas and which are the defining characteristics of an architectural style. In our simple examples, we successfully created applications without imposing any constraints or using a style. Experience with text processing applications shows that styles or style sheets are a powerful tool for implementing constraints when properly designed and used. So there is motivation to consider how they might be used in component assembly.

In using the style schema with the composition schema the style information allows the engine to verify that the domain elements and configuration specified by the composition code are correct. That is the configuration manifests an allowable topology, the components and connectors are of the correct type for the style and any constraints are logically consistent.

The ability of an engine to use constraint information in the form of predicates or rules is directly proportional to its intelligence and the information in its knowledge base if such an AI technique is used. A standard ontology of constraint properties would facilitate the operation of such an engine. An ontology learning capability would likely be a necessary component of this engine.

The alternative is to embed a limited ontology in the XML tag structure. A simple case-based pattern-matching algorithm can then process the constraint information in the XML file. We have included this option in our XML schema for the most likely
constraint features, the cases of component type and configuration topology. The advantage of this approach is its simplicity and presumed better performance over an AI approach. The disadvantage is that it is limited due to a fixed case structure.

We note that composition is hierarchical in nature where any component may itself be a complex composition of other components. Such a component may implement any style or group of styles that are consistent among themselves. However the encapsulation of this complexity inside a composite component prevents any interaction between the styles of different levels in such a hierarchy.

Finally, resolving a two element abstraction model of connectors and components to a single element implementation model should not present problems from the viewpoint of element type since the separate classifications should be orthogonal. In the case of any other constraint which would appear to be inconsistent between the two sets of elements, the inconsistency may be resolved by appending the element type to the constraint in question. Facilities built into the engine to handle constraints in general should easily handle style refinement.

5.3.7 Other Domains of Relevance

The use of a hardware example suggests an examination of the body of research on tools to support the development of hardware components and their assemblies, such as silicon compilers and VLSI design tools. The field of design of large-scale hardware composites from basic components is much more mature than the corresponding field of software component assembly. As a result, there may be ideas and implementations which would be transferable to the development of automated software composition tools.
Aspect-Oriented Software Development (AOSD). This work is described by the AOSD Steering Committee [AOS] as:

*a new technology for separation of concerns in software development. The techniques of AOSD make it possible to modularize crosscutting aspects of a system [such as] design or architectural constraints, systemic properties or behaviors (e.g., logging and error recovery), and features.*

This area appears to address the large number of concepts, terms, views and issues on software architecture arising from the plethora of viewpoints from which the authors cited in Chapter 2 write. As such it may have a contributory impact on our formalism and may lead to the development of new tools for architectural specification and development.

### 5.3.8 Tools

During the development of the prototype, it became evident that there was a need for certain tool to assist in writing the XML.

The first tool considered was that of a component packager. This would be a tool with a wizard that guides the component developer through the successive stages of building the XML code for a component. The developer would be prompted to specify the component attributes and constraints if any, and to supply the source code for the implementation. The tool should have an edit facility for modifying existing XML code packages. Finally, the tool should have a simple GUI for human users, but also a machine format interface so that it may be composed with other components to build applications such as a composition engine.
The second tool that would be useful is a composition code generator. This tool would also have a GUI with drag and drop capability. Menus of components could be created dynamically. The designer would then drag component icons onto a blackboard and draw directed edges to connect them. The tool could prompt for appropriate labels for component methods and port names. The output would be an XML CC.

Finally, there is room for a tool that would build constraints to support the XML schema proposed in Section 3.2.3. Consistency checking could be a subcomponent of the tool and would likely prove useful in engine development.
Appendix A

List of Acronyms

**ADL** Architecture Definition Language. A language with an appropriate vocabulary and syntax suitable for describing the architecture or structure of software systems.

**AOSD** Aspect-Oriented Software Development. A technology for separation of concerns in software development. The techniques of AOSD make it possible to modularize crosscutting aspects of a system.

**CBSE** Component-Based Software Engineering. A subdiscipline of Software Engineering focusing on the reuse of object middleware components.

**CC** Composition Code. An XML specification of the (engine) instructions for assembling a composite component.

**CORBA** Common Object Request Broker Architecture. The Object Management Group middleware specification that allows distributed objects to communicate over a network.
DARPA Defense Advanced Research Projects Agency. A department of the US government responsible for managing defense-related basic research. The agency responsible for the creation of the Internet.

DCOM Distributed Component Object Model. The Microsoft protocol that allows distributed objects to communicate over a network.

DOM Document Object Model. An interface that allows programs and scripts to dynamically access and update the content, structure and style of documents.

DTD Document Type Definition. Part of the XML specification providing instructions for determining the validity of an XML document.

FTP File Transfer Protocol. A protocol to promote sharing of files between two machines across a network.

IDE Integrated Development Environment. A set of tools such as editors, compilers, linkers, library managers, project managers and runtime operators, integrated to work together to provide a complete environment for the development of software programs.

IDL Interface Definition Language. A language used to specify the properties of the interface of an object or module of code.

JVM Java Virtual Machine. The Java language interpreter.

OO Object-Oriented. A programming paradigm supporting code encapsulation, inheritance and polymorphism.
**SAML**  Security Assertion Markup Language. An XML-based security standard for exchanging authentication and authorization information.

**SAX**  Simple API for XML. The standard interface for event-based XML parsing.

**SQL**  Structured Query Language. A language for specifying queries made of the data in a database.

**SXML**  A concrete instance of the XML Infoset (an abstract data set that describes information available in a well-formed XML document) in S-expression format particularly suitable for Scheme-based XML authoring.

**UML**  Unified Modelling Language. A language for specializing, visualizing, constructing and documenting the artifacts of software systems.

**URI**  Uniform Resource Identifier. A compact string of characters for identifying an abstract or physical resource.

**URL**  Uniform Resource Locator. The subset of URI that identify resources via a representation of their primary access mechanism.

**VLSI**  Very Large Scale Integration. In hardware design, this refers to the design of components containing in the hundreds of thousands of transistors.

**XKMS**  XML Key Management Specification. A set of protocols for distributing and registering public keys.

**XML**  Extensible Markup Language. The universal format for structured documents and data on the World-Wide Web.
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