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Abstract

This thesis concerns hosting web services (WSs) on mobile devices. A number of challenges need to be addressed for hosting web services on such resource constrained devices. These include handling the diversity in the hardware configurations and operating systems for these devices, the execution of resource demanding web service applications and complex WS standards. A multi-dimensional approach has been proposed in this dissertation to address these challenges.

A web service execution environment (WSEE) that uses lightweight components is devised for hosting web services on mobile devices. The hosted web services can be accessed by multiple WS clients and can support a basic set of WS standards such as SOAP and XML Signature. To support more computationally complex and resource demanding WS standards such as the standards for security and transaction management, a partitioned WSEE is proposed.

Design time and runtime WS partitioning techniques are proposed to handle complex and resource demanding WS applications. The design time techniques use two graph-based algorithms for WS partitioning: Maximum Offloading Minimum Cost (MOMC) and Cluster based Application Partitioning (CAP). For the runtime WS partitioning technique, multiple execution plans, each of which corresponds to a specific partitioning of the system are determined first and then an appropriate execution plan is selected at runtime by using information on the current system load.

The effectiveness of these proposed techniques is investigated through a system prototype (using sample web services) as well as simulation (using randomly generated application graphs). The experimental results demonstrate that the
partitioned systems achieved with the proposed techniques outperform the unpartitioned systems and the partitioned systems using the existing techniques. For fixed load scenarios, the design time WS partitioning techniques are observed to perform the best for a large number of WS clients. Among the design time techniques, MOMC shows the best performance for small to medium size applications whereas CAP exhibits its effectiveness for large sized applications. For systems with a large variability in the number of active WS clients and the workload parameters investigated, the run time partitioning technique outperforms the other techniques.
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Chapter 1: Introduction

This chapter presents an overview of hosting web services on resource constrained handheld devices. It describes the motivations behind hosting of web services on handheld devices and enumerates different challenges that are encountered while hosting such services. Later, the scope and goals of this thesis are presented. At the end of this chapter, summary of the proposed contributions is presented.

1.1 Overview

A web service (WS) is a software component that can be accessed over the internet using standard protocols and well defined interfaces [Ws04]. Web services are accessed using the Simple Object Access Protocol (SOAP) [Soa08] and the Hyper Text Transfer Protocol (HTTP). WS interfaces are described in a well-defined format using the Web Service Description Language (WSDL) [Wsd01]. Normally, service providers publish their web services to a registry such as the Universal Description, Discovery, Integration (UDDI) registry [Udd05]. WS clients can search for web services by querying the UDDI registry. A WS requester or client is defined as an entity that consumes the WS. A WS provider is defined as an entity that provides access to software applications as web services.

There are a number of WS execution environments (WSEE) available for providing access to web services by hosting them on desktop machines that are connected to
wired networks. Mobile devices such as smart phones, tablets, netbooks and Global Positioning System (GPS) based devices have resource constraints that make it difficult to host web services on them. This thesis discusses and investigates different techniques for hosting web services on such devices.

1.2 Motivations and Challenges

Web services are getting popular in the domain of business to business electronic commerce and in automating information exchange between business processes because of the interoperability they provide in a distributed heterogeneous environment. Most existing systems use web services that are hosted in fixed infrastructures. Hosting of web services on wireless handheld mobile devices is a relatively new concept. Researchers have discussed many interesting applications of hosting services on mobile devices.

1.2.1 Applications

There are many interesting applications where hosting of web services on handheld mobile devices is useful. A few examples of such applications are described next.

- A shipping company can provide tracking of the shipping items in a real time. The tracking is possible if the vehicle carrying the shipping items is equipped with a mobile device, a GPS receiver and a tracking WS hosted on the mobile device. The universal resource identifier of the hosted WS can be provided to the customer. The customer can directly access the hosted WS and track the shipping items in real time and estimate their delivery time.

- A supply chain management system is a network of different companies or departments for producing, handling and/or distributing a specific product to
the consumer. A person running a small business and using a tablet device (such as iPad or Galaxy Tab) or a netbook in the field can be a part of a supply chain system. The services offered by such a person in the field can be available through web services hosted on his/her device. The reason for hosting web services on his/her device is that the data to be used in a WS needs to be the most recent. Since s/he is always updating the data while working in the field, it makes sense to host web services on his/her device.

• Tracking skilled persons such as doctors in an emergency situation is another example. For such application, a WS is assumed to be hosted on his/her smart phone equipped with a tracking sensor (e.g. a GPS receiver). The WS can be invoked at a nursing station in the hospital and the exact location of the doctor can be determined.

• A smart GPS based device in a vehicle can host a traffic information service for peer GPS based devices in other vehicles to access. Any peer GPS based device in another vehicle can access such a service (on multiple devices) to collect information about traffic congestion, road blocks or accidents. Based on the collected information, the GPS based device can compute an alternate route for the driver.

• Use of mobile web services for study of animals’ life from remote sites is another interesting application. In Australia, a biodefence project has been initiated to study the health of animals, their migration habits and the effect of environmental changes on their life. Mobile web services hosted on mobile devices that are either attached or inserted into an animal body can be used by researchers all across the world for studying the life in remote forests.
Another interesting application is a mobile web service that is based on a mobile device and wireless sensors attached to a patient’s body. Such a service can combine results of different sensors and perform computations on the mobile host to aggregate results into a summary before sending the response back to the requester. The WS requester can be a hospital or an independent agency that may be hired to monitor a person’s health in real time. Such application scenarios are investigated in [Luq08] and [Aij10].

Publically available wireless devices are often resource constrained as the mobile devices discussed earlier. For example, a company can provide live contents (e.g. text and/or images) as mobile web services from public places using such wireless devices. These web services can be accessed by news agencies or security persons. This type of web services can help in reducing cost of sending resources (e.g. camera, vehicle and persons) to a place where an event of public interest is happening.

In pervasive computing, interaction among different devices can be managed conveniently if devices are offering services using WS technologies. The use of WS technology for interaction of devices is useful to integrate devices from different manufacturers even if they are using different platforms and different programming languages.

There are a number of challenges in hosting web services on mobile devices. These challenges are discussed next.

1.2.2 Challenges

The key challenges of hosting web services on resource constrained devices include limited resources on such devices, diversity in hardware and operating systems used
on mobile devices, non-availability of WS toolkits and weak wireless signals. Each of these is discussed in the following subsections.

1.2.2.1 Limited Resources

The WS application may require complex algorithms to achieve its goals; complex cryptographic algorithms are executed, for example, if the WS application requires an end to end security at the message level. In many cases, intensive data processing is required to provide the desired functionality. For example, image format conversion requires a significant amount of resources. Moreover, accessing or providing a WS always incurs the overhead of SOAP/XML processing. The required resources for WS applications include CPU power, memory, battery and bandwidth. Unfortunately, handheld devices are limited in terms of each of these resources and this represents a big challenge for hosting WS applications that are typically resource demanding on handheld mobile devices.

1.2.2.2 Diversity

Another challenge in the domain of handheld devices is the diversity in hardware architectures such as Advanced RISC Machine (ARM) developed by ARM Holdings, Microprocessor without Interlocked Pipeline Stages (MIPS) developed by MIPS Computer Systems and SuperH (SH) developed by Hitachi. There is also diversity in the available operating systems (OSs) for mobile devices. These include Windows Mobile, iPhone OS, Symbian, Android OS and Blackberry OS.

1.2.2.3 Non Availability of WS Toolkits

There is a number of WS toolkits and execution environments available for desktop nodes. The most popular are the Apache Axis2 [Apa08], Glassfish Project [Gla09] for a Java runtime environment and AlchemySOAP [Alc07] for C/C++ runtime
environment. However, these toolkits are not suitable for mobile devices because of the following reasons. First, these toolkits are too large and resource demanding for handheld devices. Second, these toolkits are developed for such runtime environments which are not optimized or not available for mobile devices. For example, Apache Axis2 requires a Java run time environment 1.4 or higher that is only available for desktop machines. Third, limited CPU power, communication bandwidth, battery and memory that characterize handheld mobile devices are often inadequate for using such heavy weight WSEEs. The mobile devices need a light weight environment for hosting web services so that devices can have enough free resources to perform the other core functions such as making or receiving phone calls.

1.2.2.4 Weak Signals

A challenge inherited from the wireless domain is the handling of weak wireless signals that can cause connections drops and loss of packets.

It can be argued that a solution developed in the native code of the device will be the most efficient. However, writing optimized programs in low level native codes for a large variety of handheld devices is an expensive solution because of the diversity of available handheld devices. Using a WS is attractive because WS technology provides interoperability in a heterogeneous environment in which the WS client and the WS provider may be implemented using different languages and may run on diverse platforms.

1.3 Thesis Objectives

This thesis concerns a number of research problems, and thus has multiple objectives. One of the objectives is to investigate techniques and frameworks for hosting web services on resource constrained handheld devices. Another objective is
to investigate application partitioning algorithms for web service applications so that parts of WS applications can be executed on remote computing nodes for lowering the resource demand on the handheld device. WS partitioning is expected to improve the overall system performance by facilitating WS provisioning with a reduced response time in comparison to the case in which the entire WS applications are run on the handheld device. The partitioned web services also aim to provide system scalability to handle multiple clients.

1.4 Thesis Contributions

The contributions of this thesis are summarized next.

- A lightweight WSEE that can handle a set of basic WS standards for hosting WS on handheld devices is devised.

- Investigating and devising a configurable partitioned WSEE based on a distributed model of a SOAP engine that uses a WS specific configurable partitioning scheme for offloading the execution of certain tasks (related to the conformation with WS standards/specifications) to a more powerful intermediate node.
  
  o This novel concept of partitioned WSEE is very useful for conforming to the data and the resource intensive WS standards such as WS-Security and WS-AtomicTransaction. Such resource demanding WS standards are very hard to apply for web services hosted on handheld devices because of their limited resources.

- Analyzing performance of three application partitioning frameworks (Intermediate framework, Backend framework and Forwarding framework) for hosting of web services on handheld devices. The intermediate and backend frameworks were proposed in the literature for mobile and conventional applications. This thesis
analyzes their feasibility for hosting web services on handheld devices and also proposes a new framework (the forwarding framework). Details of the three frameworks are available in chapter 4.

- Investigating and devising two design time WS partitioning algorithms: Maximum Offloading Minimum Cost (MOMC) Algorithm and Clustering Based Application Partitioning (CAP) Algorithm. The majority of the algorithms available in the literature have different objectives and they usually target large scale scientific applications. These algorithms are either very complex or based on objectives of either only minimizing the communication cost between application components or dividing the application into partitions of similar sizes so that the partitions can be run in parallel efficiently. The algorithms proposed in this thesis focus primarily on offloading part or parts of an application from a handheld mobile device to a remote computing node. The proposed algorithms can also use the characteristics (such as the processing speed) of a remote computing node when this information is available. The details of the design time WS partitioning algorithms with performance analysis are discussed in Chapter 5.

- Devising a hybrid technique for runtime WS application partitioning: The design time WS partitioning is easy to use and is observed to be effective for a wide range of application scenarios, but the partitioned systems achieved with the design time approaches are generally insensitive to the variation in system load. The proposed technique for runtime WS application partitioning combines advantages of both the design time and the runtime application partitioning. The runtime technique first applies a graph based algorithm for achieving multiple execution plans for a WS application at design time. The technique then uses a
runtime middleware system which can select an appropriate execution plan based on the system load information and then uses that execution plan for executing the application partition.

1.5 Thesis Scope

For this research, both data-intensive and compute intensive applications are considered as web services. Applications involving streaming data such as multimedia applications are not considered because web services are not typically designed for such applications.

The WS partitioning techniques proposed in this thesis focus primarily on partitioning of mobile WS applications but these techniques can be applied to partition other types of mobile applications as well. However, the proposed partitioning techniques are not devised for data partitioning or partitioning of large scientific applications.

1.6 Publications

A number of experiments have been performed for detailed analysis of the performance of the proposed techniques of hosting web services on resource constrained devices. Based on the analysis and the results of experimentation, a number of research papers have been published which are listed next.

2. M. Asif and S. Majumdar, “Partitioning frameworks for mobile web services
provisioning”, International Journal of Parallel, Emergent and Distributed
Systems, 1744-5760, Taylor & Francis, 2011.

Chapter in Mobile Web 2.0: Developing and Delivering Services to Mobile
Phones, Taylor & Francis Group, 2010.

4. M. Asif and S. Majumdar, “A Graph-based Algorithm for Partitioning of Mobile
Web Services”, In the proceeding of 17th Annual Meeting of the IEEE/ACM
International Symposium on Modeling, Analysis and Simulation of Computer and

Partitioning Frameworks”, In the Proceedings of the 16th International
Conference on Advanced Computing and Communications (ADCOM 2008),

6. M. Asif, S. Majumdar, R. Dragnea, “Partitioning the WS Execution Environment
for Hosting Mobile Web Services”, In the Proceedings of the 2008 IEEE
International Conference on Services Computing (SCC 2008), Honolulu, HI, 8-11
July 2008.

7. M. Asif, S. Majumdar, R. Dragnea, “Application Partitioning for Enhancing
System Performance for Services Hosted On Wireless Devices”, In the
Proceedings of the Workshop on Service Oriented Engineering and Optimization

8. M. Asif, S. Majumdar, R. Dragnea, “Hosting web services on resource
constrained devices”, In the Proceedings of the 2007 IEEE International
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1.7 Thesis Outline

The outline of this thesis document is presented. Chapter 2 discusses the background of this research and the related work in the area of mobile web services, in application partitioning. Chapter 3 discusses the lightweight WSEE and the distributed SOAP engine based partitioned WSEE for hosting of web services. Chapter 4 presents an analysis of different partitioning frameworks for hosting of partitioned web services. Chapter 5 discusses design time WS application partitioning techniques and a detailed performance analysis of the techniques using application prototypes as well as simulation models. Chapter 6 introduces run time WS application partitioning technique. Chapter 7 concludes the thesis and enumerates direction for future research.
Chapter 2: Background and Related Work

This chapter covers the existing work on hosting web services on resource constrained devices, application partitioning in general and WS partitioning in particular, application partitioning frameworks and graph based algorithms for WS application partitioning.

2.1 Mobile Web Services

The term ‘mobile web service’ is used both for web services that are accessed from handheld mobile devices and for web services that are provided from handheld mobile devices. In the first case, mobile WS clients are run on mobile devices to create requests (SOAP messages) for accessing web services. The web services may be hosted on other mobile devices or on more powerful computers in a fixed infrastructure. The term ‘mobile web service’ is used only when a web service is hosted on mobile devices. In the next subsections, a critical analysis of the related work in the area of accessing web services from a mobile device and providing web services from a mobile device is presented.

2.1.1 Accessing Web Services on Mobile Devices (As a WS Client)

There is a substantial amount of work done in the area of accessing web services from a mobile device. The web services may be hosted in a fixed infrastructure or on other mobile devices. Since this is not directly related to the research work presented
in this thesis, so only a high level summary of the key papers is presented. The approaches proposed in the literature can be grouped into three categories. Each category is discussed in a separate subsection.

2.1.1.1 Accessing WSs Directly on Mobile Devices

In the first category of approaches, web services are accessed directly on mobile devices. Schall et al. provide an analysis of several toolkits that are proposed for accessing web services from mobile devices [Sch06]. These include gSOAP, kSOAP, JSR 172 (WSA) and support of web services in the .NET compact framework. A brief summary of these toolkits is presented next.

**gSOAP** is a C/C++ toolkit for web services [Eng03]. The toolkit includes a Web Service Description Language (WSDL) parser that creates header files for stub/skeleton based on the WSDL of a WS. The run-time library (stdsoap2) can be used to serialize outgoing WS requests and to de-serialize incoming WS responses.

**eSOAP** is another toolkit available for C++ programmers to access web services from embedded systems [Eso04]. A limitation of these toolkits is that it is not easy to find a C++ compiler for all the different types of mobile devices.

**kSOAP** [Kso03] and JSR-172 [Wsa04] are proposed for the Java Micro Edition (Java ME) platform [Jme06]. Java ME is a set of standard Java APIs defined through the Java Community Process (JCP). Java ME has two configurations, the Connected Device Configuration (CDC) and the Connected Limited Device Configuration (CLDC). CDC is a subset of Java Standard Edition (Java SE) and is designed for products with resource constraints, typically 2 MB of RAM and 2.5 MB of ROM for the Java application environment [CDC05]. In contrast to CDC, CLDC is designed for products with very limited resources; typically 128 KB to 512 KB of RAM [CLD05].
CLDC provides libraries such as the Connection Framework which are suitable for devices with a small memory footprint (not part of J2SE). CLDC has a profile, Mobile Information Device Profile (MIDP), specifically designed for cell phones to provide the user interface, network connectivity, local data storage, and application management needed by these devices.

kSOAP is an open source SOAP library for devices with Java ME support. It provides a lightweight way to access SOAP based web services. However, kSOAP cannot generate client side stubs from the WSDL of a WS. JSR-172 (WSA) is a set of web services APIs (WSA) for Java ME available in Sun’s wireless tool kit (WTK). In comparison to kSOAP, client side stubs can be generated from WSDL of a WS using WSA. This accelerates the development process of WS clients. WSA for J2ME has similar capabilities (e.g., a stub generator) as gSOAP’s client runtime. However, it is important to note that all these toolkits are only suitable for consumption of web services on mobile devices. These toolkits do not provide APIs that can be used for hosting web services on mobile devices [Eng03, Kso03].

.NET Compact Framework (CF) [Net05] is a subset of Microsoft’s .NET framework. With .NET CF, web services can be accessed in a synchronous or asynchronous manner. The steps of invoking web services using .NET CF and standard .NET framework are similar.

Rendon et al. discuss the use of a J2ME Web Services API (WSA) for devices with Java ME support and Short Message Service (SMS) for devices without the support of Java ME. The SMS based approach has very limited applications because it requires an intermediate node to translate text messages to SOAP requests for WS invocation and to convert WS response to an SMS text message for a mobile device. This
approach is also not user friendly because a strict format needs to be followed for sending text messages from mobile devices.

2.1.1.2 Accessing WSs using Mobile Agents

In the second category, web services are accessed using mobile agents. A mobile agent is an autonomous entity that gathers information or accomplishes tasks without human interaction and can also self-migrate in a heterogeneous network [Bra05]. Cheng et al. propose a framework in which web services are accessed by using mobile agents [Che02]. The proposed framework requires different mobile agents for different categories of web services that make it unattractive from an implementation’s point of view. Another framework based on mobile agents is proposed by Adacal et al. [Ada06]. In this framework, mobile web service (MWS) agents reside in the system of the wireless network provider (WNP). WNP creates a mobile WS agent as soon a new WS request is received from a mobile client. The newly created mobile WS agent is responsible for the complete invocation process for the WS. The invocation process of a WS includes discovery of web services, invocation of a work flow engine to execute web services according to a work flow document and in the end translating a WS response according to the device configuration. The proposed solution uses mobile WS agents that reside in a WNP environment.

2.1.1.3 Accessing WSs using Proxy Nodes

In the third category, web services are accessed through proxy nodes. A number of architectures and frameworks based on the use of a proxy node have been proposed. Park et al. propose a middleware (running on a proxy node) that converts the response of a web service to a wireless markup language (WML) or other formats that are
suitable for mobile devices [Par06]. Similarly, a WS request sent in WML or a device specific format is converted to a SOAP message as required by the WS. The middleware serves merely as a translator. Steele et al. has gone a step ahead and suggest a new architecture for discovery and invocation of web services [Ste05]. The proposed architecture has a component available on a proxy node that uses WSDL to automatically generate a user interface (UI) for the access of a WS. The user interface is created on the fly based on the requirements of a WS and configuration of the mobile device. The frameworks proposed earlier are not more than intelligent translators. Lee et al. propose to use proxy or intermediary nodes for more than service discovery and XML processing [Lee06]. They also suggest providing authentication, auditing and management of clients in addition to XML processing and service discovery at the proxy. MacDonald and Mitchell have a different view for authentication and auditing of web services [Mac05]. They propose to use the WNP (which is a trusted third party) for authentication and handling of payment for the usage of web services. According to them, WNP's are the best choice because they already have trust relationships with mobile clients. They can ensure security between mobile clients and the service provider. Enhancing network providers for such tasks are expected to minimize service latency as well.

2.1.2 Providing Web Services from Mobile Devices (As a WS Provider)

Hosting of web services on mobile devices has started receiving attention recently. There are two types of approaches used in the literature for providing web services from mobile devices and are described in the following subsections.
2.1.2.1 Hosting Entire WS on a Mobile Device

A representative set of works that has been proposed for hosting web services on a handheld mobile device is discussed next.

The earliest research is done at IBM [Mcf03]. They develop a prototype for a shopper-kiosk application where a shopper comes to a store with his/her handheld device, purchases a few things and uses its wallet services to pay bills. On arriving at the store, the user’s device connects to the store’s network, determines the services offered by the store, presents its services to the store, securely uses and executes the services, and deregisters its services and itself from the store when the user leaves the store. The main components of the example application are shown in Figure 2-1. These include a mobile device, a wireless access point and a Dynamic Host Control Protocol (DHCP) server, a Universal Description, Discovery, Integration (UDDI) repository (registry), a servlet engine and a kiosk station. The access point provides connectivity to the mobile device and helps the mobile device to locate the store’s services and the UDDI repository.

The servlet engine generates web pages to drive the interaction between the kiosk and the user. More details can be found in [Mcf03]. This research has successfully addressed a number of key issues in the context of hosting web services on mobile devices. For example, it addresses discovery of services by using the local UDDI registry in the shop. The shopper has to register its wallet service as soon he/she walks in the shop. Upon user’s entry into the shop, his/her device is issued a unique IP address and is assigned an easy-to-remember name. This name is used to identify the user’s device at the time of payment without entering the IP or the MAC address of the device. This demo application is tested with a personal digital assistant (PDA)
equipped with a 100 MHz CPU and a Bluetooth wristwatch that is equipped with an 18MHz CPU. Security and trust between the shopper and shop system are established by using X509 security certificates. The shop system has to present its valid security certificate to the wallet service (on the device) before fetching the financial information of the user. The system uses Bluetooth as a communication link between the mobile device and the shop system. Use of Bluetooth makes its application very limited because of the short range of Bluetooth connection. Apart from the Bluetooth communication limitations, this research has opened doors for other interesting applications of hosting of WSs on mobile devices. For example, a doctor or a specialist can expose his/her special skills as a WS and can register it while boarding a flight/ship or entering a restaurant. In a situation of need or emergency, such persons can be located through their exposed WS very easily.

Figure 2-1: Software components of Shopper-Kiosk application example [Mcf03]

In another effort, Srirama et al. has implemented a prototype for hosting of web services for Sony Ericsson P800 smart phone [Sri06]. The sample WS prototype accesses a Bluetooth Global Positioning System (GPS) receiver and a file system. A WS handler is developed on top of a web server to handle WS requests. The authors
use PersonalJava instead of J2ME because of the availability of a richer application environment and better interaction with the Sony Ericson P800 smart phone. Note that PersonalJava is a Java software environment to execute Java applications on handheld and mobile devices. PersonalJava has been superseded by the J2ME CDC [CDC05] and CLDC [CLD05]. kSOAP [Kso03] is used for XML processing because of its effective memory footprint. This work is extended in two different domains:

1. Providing a secure communication and an access control for the mobile WS provisioning domain ([Sri07-1] and [Sri07-2]).
2. Supporting mobile web service provisioning through cloud computing is considered [Sri11]. Web service provisioning through cloud computing is based on a mediation framework that is proposed in [Sri10].

Pham et al. [Pha05] propose a lightweight SOAP server architecture for mobile devices and provide an implementation for the micro edition of Java (J2ME). The proposed SOAP server is useful to provide the access to web services via HTTP.

The approaches discussed earlier focus mainly on hosting of relatively simple WS applications. A few researchers have explored the usability of mobile web services in a peer to peer environment ([Aij08] and [Geh05]). Some researchers have also proposed migration of the entire WS application to a remote node. In the domain of pervasive and mobile computing, researchers have also proposed partitioning of applications and executing part or parts of them on remote computing nodes. The work in these two categories is presented next.

2.1.3 Offloading the Entire WS Application to a Peer/Remote Node

Researchers have proposed techniques for migration of WS code entirely from one node to another. The main focus of these works is the selection of the appropriate
target node either using context information [Hem05, Riv07] or using information of the target node [Yea05].

Yeon et al. present a lightweight framework for hosting web services on mobile devices [Yea05] that focuses on the processing of the SOAP messages, the execution and migration of services, the management of context and the service directory, and the publishing and discovery of services. SOAP processing is achieved by using PocketSOAP toolkit [Fel04] which is available for only windows family of operating systems. The key feature of this work is the migration of services in case of low battery power on the mobile device or weak signal strength. In such cases, the service (code) is migrated to another node. The target node is selected using a criterion that takes into account the context of the node and its capabilities such as CPU speed and available memory. The proposed framework is tested using real devices connected by Bluetooth.

Hemmati et al. propose a framework, which supports the migration of application codes and its execution states [Hem05]. The target node is selected based on context information for the framework, which is collected by a context manager from the other nodes. Riva et al. [Riv07] go a step further by proposing a mobile service framework that continuously monitors dynamic context changes in an ad-hoc wireless network. For example, the context of a service requester is used to transfer a mobile service to a node closer to the service requester. However, the proposed framework is required to monitor the context of the WS requester as well as the context of the framework.

In addition to these works on offloading WS code to a remote computing node for execution, existing work also addresses migration of general application code from
mobile devices to remote computing nodes. For example, Chen et al. propose an offloading framework for a Java-based environment that dynamically decides whether to execute the code locally or remotely, based on the cost of Java code compilation, computational complexity and communication channel conditions [Che04]. The Coign project proposes a system to use a MinCut algorithm to statically partition binary applications built from Microsoft’s Component Object Model (COM) components [Hun99]. Li et al. suggest to construct a static cost graph and to apply a partitioning scheme to statically divide an application’s tasks into client and server subtasks during application design [Li01].

2.2 Application Partitioning

Application partitioning (AP) is defined as the separation of an application into different components that can be executed on different nodes. Performance improvement with application partitioning can be achieved by executing the partitions on one or more remote computing nodes. The partitions can be deployed on remote computing nodes at design time or moved to remote computing nodes at run time. The process of moving or deploying the partitions on remote computing nodes is termed offloading. Offloading a part or parts of an application from a local node to a remote computing node can have two different objectives. Based on these objectives, the offloading is classified into two types: adaptive offloading and beneficial offloading. In case of adaptive offloading, the resources on the local node are not sufficient to execute the complete application, so a part or parts of the application are migrated to a remote computing node. Adaptive offloading may lead to degradation in overall system performance because of communication overheads that accrue when the partitions are executed on remote nodes. Beneficial offloading is the migration of a
part or parts of the application from a local node to a remote computing node if this migration leads to an improvement in overall system performance. For beneficial offloading, the additional overheads of executing parts of an application on a remote computing node must be less than the performance improvement expected from such offloading.

There are a number of factors that can affect application partitioning. The most commonly used partitioning criteria include processing time of the application, available memory on the local node, bandwidth requirements for data exchange with a remote application and the frequency of executions of different application components [Chu04, Til02]. If the processing speed or the available memory on a device is not sufficient to execute an application, then a part of an application can be offloaded to a nearby node. Sometimes, it is beneficial to execute a part of the application closer to the data source if a great deal of data needs to be exchanged on a wireless link. Offloading such components of an application to a node which is closer to the data source is an example of adaptive offloading. In a typical application, a few components are executed more frequently than others. Moving such components to a node with more powerful processors can potentially lead to better performance of the application. Frequency of interactions between different components is another important factor for deciding which components to move to which partition. Components that inter-communicate heavily with one another should be kept in one partition or in partitions that execute on nodes with faster communication links.

2.2.1 Types of Application Partitioning

Application partitioning can be achieved at different levels. The existing research on application partitioning can be grouped into two main classes: static and dynamic.
Static application partitioning is a separation of application components at design time. Dynamic application partitioning is further categorized into two subclasses: one deals with application partitioning at compile time and the other focuses on partitioning at execution time. Details of the research work in these three classes of application partitioning are presented in the following subsections.

2.2.1.1 Design Time Application Partitioning

In design time partitioning of applications, which part of the application is executed on which node is decided during application design. Typical examples of this type of partitioning are client server applications. These types of applications are partitioned into clients and servers to achieve better performance by executing the application across multiple nodes in a distributed manner [Sil04, Tan02]. Clients are lightweight programs that can be executed on users’ nodes. The server usually constitutes a major part of the application and is executed on a powerful node. Intelligent design of partitioning can also reduce network traffic. This criterion is used as a key objective by many researchers in the area of mobile computing. A representative set of existing works is presented next.

Watson [Wat95] proposes to partition the data and the functionality of an application into hyperobjects. The hyperobjects are linked hierarchical objects. The objective of hyperobjects is to utilize the bandwidth efficiently by using caching, pre-fetching and data reduction techniques.

Schill et al. [Sch99] also propose an approach for data optimization on wireless links but they use mobile agents to achieve their goals. The application partitioning model is based on two components. One of the components runs on the mobile device and the other on a proxy node. The component placed on the proxy node represents a
mobile device and all communications from the mobile device are mediated by it. The application specific components use mobile agents for performing different tasks of the application. These mobile agents migrate independently to servers (for example an email server) and communicate with servers locally. Application specific components collect data from one or more mobile agents and optimize the data according to the configuration of the device. Use of mobile agents is not very beneficial in this work except that it provides local communication with the server. The disadvantage is the requirement of mobile platforms on the remote servers. In the real world, it is not a common practice to provide support for hosting mobile agents on general environments such as web servers, email servers and WS providers.

2.2.1.2 Compile Time Application Partitioning

In the second type of partitioning, applications are partitioned at compile time. Researchers use two types of approaches. The first approach is for existing applications which are already developed without any considerations for partitioning. The second approach is proposed for such applications that use annotations or some other marking schemes in the code to guide a partitioning tool. With both approaches, applications are partitioned into multiple parts based on an input configuration provided by a user. Input configuration is usually provided through an input file [Jam05] or from a user interface [Til02]. Different approaches have used different configuration parameters such as the number of partitions, partitioning criteria and association between different objects. A summary of existing research based on the two approaches discussed earlier is presented next.

Researchers have developed tools for automatic partitioning that relieve programmers from considering application partitioning at the time of application
development. Popular tools include J-Orchestra [Til02, Lio04] and Protium [You01]. J-Orchestra is a GUI-based tool that takes a regular Java program as an input along with partitioning configuration parameters. The partitioning configuration parameters provide information such as how many partitions are required and what are the constraints and rules that need to be followed. The tool then rewrites the bytecode of the input Java program based on the partitioning configuration. J-Orchestra is an elegant tool but it has a number of limitations. For example, it needs a fair amount of guidance from the user. Moreover, it is not possible to partition complex applications without having knowledge of the internal structure of the program. J-Orchestra can only partition applications that are written in Java.

Protium [You01] is another application partitioning tool that is developed to partition desktop applications for remote access. Any desktop application can be partitioned into three entities such that it can be accessed and executed from a remote machine. The three partitioned entities are Viewers, Services and Application Specific Protocols. Viewers are run on a machine or on a device near the user. Services are run on a managed environment and are accessed through the network. Services are server programs running on a remote server machine. Application Specific Protocols are used for communication between Viewers and Services.

In addition to these tools, there are some approaches that use annotations for partitioning of applications. For example, Jamwal and Iyer introduce the idea of breakable objects (BoBs) for application partitioning in Java [Jam05]. BoBs are the entities in a program that can be split easily. Java applications can be written using BoBs. At compile time, a BoB partitioning tool uses a detailed configuration file to split the program into the desired number of partitions. However, use of BoBs has a
number of limitations. Programmers have to follow strict rules for developments of applications using BoBs.

Chu et al. [Chu04] also propose an architecture that divides an application’s components into local and remote groups. The components identified as local are executed on the mobile device and those marked as remote are executed on the server side. The architecture requires a complex algorithm to be executed to identify local and remote components. The details of the algorithm can be found in [Chu04].

2.2.1.3 Run Time Application Partitioning

In run time application partitioning, programs are partitioned at execution time. Partitioning may be triggered when a device has limited resources and the resources are in use by other applications running on the device. This type of partitioning is more challenging than the previous two types because there can be a number of factors that can affect partitioning decisions. In the literature, there are two types of approaches that have been adopted to handle application partitioning at run time. First is the enhancement of the execution environment so that the execution environment itself can decide to transfer an application or part of it to a nearby node. The partitioning of applications is done by the execution environment according to the execution needs and availability of resources [Mes02]. The second approach deals with migration of one object or a complete package to a nearby computing resource by the application itself. At run time, if resources on a handheld device become limited, then the application can decide to partition itself based on the resource availability [Cha02]. The partitioning criterion in both types of approaches is dynamic and is thus more challenging. Both types of approaches have their strengths and pitfalls. Extending an execution environment for application partitioning is a more
generic and a better solution. Sometimes it is not possible, however, to enhance the execution environment if it is a proprietary product. The advantage of partitioning of an application by itself is that the programmer can have more control on the partitioning criteria but it demands a subsystem for partitioning with every application and thus requires additional efforts from a programmer.

Messer et al. propose a heuristic approach for application partitioning through the execution environment by enhancing the execution environment itself [Mes02]. Their partitioning algorithm is based on the execution history of the application. From this execution history, frequency of interactions between different components is determined. The partitioning algorithm uses the MinCut algorithm that is proposed by Stoer and Wagner [Sto97] for separating different components of the application into partitions. Chandra et al. [Cha02] propose to utilize the execution environment for an application in a different manner. The proposed architecture (see Figure 2-2) is based on two guidelines which are presented next.

- A proxy server is proposed to be present between a remote server and a mobile device as shown in Figure 2-2. If an application code is sent (for execution) to a mobile device, the proxy server intercepts this code and converts it into low-level native code of the device according to the device configuration. The native code runs faster on the device. In this way, the compilation process that is performed on a proxy server is separated from the execution process that runs the native code on the mobile device. The computation intensive compilation and optimization of the application is done at the proxy server. The mobile device only executes the generated native code that it receives from the proxy server.
Partitioning of an application is proposed to be performed by the application itself. It is suggested that applications running on mobile devices partition themselves at object boundaries. Partitioning granularity depends on application type and it can vary from one object to a complete package of classes. The partitioning criterion that is used includes processing time, memory requirements and the frequency of execution of the different methods.

In another effort, Ou et al. [Ou07] propose an offloading middleware which provides runtime offloading services for resource constrained mobile devices. The middleware considers multiple constraints (i.e. memory, CPU and bandwidth) while applying the proposed (K+1) application partitioning algorithm.

Alshahwan et al. [Als11-1] extend the partitioned WSEE proposed for hosting of mobile web services in this dissertation (described in Chapter 3) for RESTful [Fie00] mobile web services. The authors have also performed an evaluation of the partitioned WSEE for SOAP based mobile web services and for RESTful mobile web services. The results of this evaluation demonstrate that the hosting of RESTful web services on mobile devices exhibits a better performance in comparison to the SOAP based mobile web services [Als11-2]. Note that the RESTful services do not support WS
standards such as WS-Security which is critical when such services are used for enterprise applications.

2.2.2 Application Partitioning Frameworks

In addition to research on migration of WS code entirely to a remote computing node for execution or offloading part or parts of an application through some framework, there is a fair amount of work available in the literature that uses algorithms based on graph theory for application partitioning. A representative set of works in the area of graph partitioning is presented next.

Existing research has used two different types of partitioning frameworks for offloading partitions of an application to remote nodes. A few researchers propose to use an intermediate node for providing a mobile WS ([Cha02] and [Sri06]). The backend node based partitioning framework, first used by Messer et al. [Mes02], has never been used in the context of web services. However, it is used by a number of researchers for offloading a part or parts of mobile applications [Ou07] and also for applications in the area of pervasive computing [Mes02]. As already mentioned, Ou et al. [Ou07] propose an offloading middleware for mobile applications and WS clients.

The backend node based framework is a popular choice for migration of WS code from one node to the other. For example, Hemmati et al. [Hem05] propose a framework, which supports the migration of application codes and its execution states. Riva et al. [Riv07] go a step further by proposing a mobile service framework that continuously monitors dynamic context changes in an ad-hoc network. Kim et al. [Kim07] have proposed a lightweight framework for hosting web services that has a capability to migrate the web service code to peer mobile devices in case of low
battery or weak signal strength. The authors propose a cost based algorithm for selecting the target node for WS code migration.

Han et al. [Han06] discuss interesting design paradigms for mobile computing. These includes downloading code on demand, remotely accessing resources, migrating a task to a remote environment through mobile agents and accessing mobile components remotely. But the approach discussed is not supported by any performance evaluation and it is thus hard to say which design paradigm is the best in terms of performance.

This thesis uses the intermediate node based framework and the backend node based framework for the execution of partitioned web services. Note that these two frameworks have never been used for WS application partitioning. This thesis also proposes a new WS partitioning framework that is based on a forwarding node. These three frameworks are compared by evaluating their performance by using a prototyping and measurement approach.

2.2.3 Graph Theory based Approaches for Application Partitioning

For graph theory based application partitioning, the application to be partitioned is modeled as a graph. A graph is represented by a set of vertices V and a set of edges E that connect the vertices of the graph. Graph partitioning is an NP-complete problem [Kur99]. A large variety of algorithms has been proposed for graph partitioning. The graph partitioning problem addresses the partitioning of the vertices of a graph in \( p \) roughly equal partitions such that the number of edges connecting the vertices in different partitions is minimized. Different types of algorithms have been proposed for graph partitioning. In this section, a representative set of graph-based algorithms that have been used for application partitioning is presented.
Although the Ford-Fulkerson algorithm [Ful56] is proposed for maximum flow problems, it is used by many researchers as a basic tool for finding the minimum cut (MinCut) to divide a graph into two partitions such that the network flow can be maximized. The Ford-Fulkerson algorithm is not easy to implement and it only partitions a graph into two parts. Recently, simpler algorithms have been proposed for finding a MinCut in a graph [Sto97]. A summary of the work based on the minimum cut algorithm is presented next.

The Coign [Hen99] project proposes a system that uses the MinCut algorithm to statically partition binary applications built from Microsoft's Component Object Model (COM) components. As already mentioned, Messer et al. [Mes02] also use the simple MinCut algorithm [Sto97] for partitioning of an application graph. This partitioning approach presented by Messer et al. is for run time partitioning and it has the limitation that it requires a modified Java execution environment instead of a standard Java Virtual Machine (JVM).

A number of algorithms are proposed to divide a graph into k partitions (also known as k-way partitioning). These include Spectral methods [Hen93], Multilevel Spectral Bisection (MSB) methods [Bar93] and Geometric methods ([Nou86] and [Mil93]). These algorithms are characterized either by very high computational complexity (the Spectral methods and the MSB methods) or poor output partitions (the Geometric methods) [Mil03]. Another popular approach of achieving k-way partitioning is recursive bisection. In recursive bisection, a 2-way partitioning of graph G is obtained first, and then a 2-way partitioning of each resulting partition is obtained recursively. After \( \log_2 k \) phases, the graph G is partitioned into K partitions. Thus, the problem of
performing a $k$-way partitioning is reduced to that of performing a sequence of bisections.

Researchers improve the recursive bisection algorithms by introducing coarsening and un-coarsening phases [Hen93, Kar99]. These are called multilevel recursive bisection (MLRB) algorithms that are characterized by moderate computational complexity and provide graph partitions that meet the partitioning objectives. The basic structure of a multilevel bisection algorithm is quite simple. A graph $G$ is first coarsened down to a small number of vertices, a bisection of this much smaller graph is computed, and then this partitioning is projected back to the original graph by periodically refining the partitioning. Since the finer graph has more degrees of freedom, such refinements decrease weight of the edge cut. The edge cut is a set of edges that separate a graph into two parts. The complexity of the MLRB for producing a $k$-way partitioning of a graph $G = (V, E)$, is $O(|E| \log k)$ [Kar99]. The experiments presented in [Kar99] show that MLRB produces partitions that are significantly better and is an order of magnitude faster in execution in comparison to the partitions achieved with the state-of-the-art implementation of the well-known spectral bisection [Bar93]. A number of approaches are available for matching the vertices for the coarsening phase. These include random matching (selecting the two vertices randomly), heavy edge matching (selecting the two vertices that are connected through the edges with maximum weights) and light vertex matching (selecting the two vertices that are the lightest in weight).

Ou et al. propose an offloading middleware for mobile applications and WS clients [Ou07]. The middleware considers multiple constraints (i.e. memory, CPU and bandwidth) while applying the proposed $(k+1)$ graph theory based application
partitioning algorithm. The \((k+1)\) partitioning algorithm is based on the algorithms previously proposed [Kur99] but uses a heavy edge and light vertex matching approach to divide the application into \(k\) balanced partitions in addition to a special partition that is constrained to execute on the local device.

The graph partitioning algorithms discussed earlier are very complex and based on an objective of either minimizing the communication cost between different application components or achieving partitions of the same size so that the partitions can be run in parallel. Moreover, these algorithms require a lot of computing resources and are characterized by large execution times for achieving partitions. Hence, these algorithms are not suitable especially for run time partitioning. Although the general application partitioning problem has been studied by many researchers, comparatively little work exists in the domain of WS application partitioning that has different constraints. For example, achieving partitions of the same size is not a key requirement in case of mobile WS applications. The size of the offloaded partition(s) is as important as the communication cost among different partitions. The algorithms proposed in this thesis consider such factors while devising that are important in WS application partitioning.

2.3 Design Time versus Runtime WS Application Partitioning

Application partitioning is generally performed either at design time or at run time. As discussed in Section 2.2, the algorithms proposed in the literature are mostly based on design time partitioning. This is because design time partitioning is easy to use and implement. Since the algorithms are executed in advance, the complexity of partitioning algorithms does not contribute to overall performance of the partitioned system. The main drawbacks of design time partitioning are 1) the partitioned system
achieved may not be an optimal solution for various devices on which the system may
get deployed and 2) the partitioned system is generally insensitive to the variation in
system load. Performing an application partitioning at runtime is an attractive solution
for such scenarios because it can use system load information and device
characteristics for achieving an effective partitioned system. Achieving a partitioned
system with runtime partitioning approach has a few limitations as well. For example,
deciding when to run the application partitioning algorithm is an important question.
Should it be run for every request arrival or run only when the system load changes
significantly? In both cases, there may be a substantial overhead affecting the
application response time. The benefit that accrues from running the application on a
partitioned system must be able to offset this overhead. There are, however, many
situations when it makes sense to use a runtime partitioning approach. A few
examples of such situations are described next. The device may be running multiple
applications at a time and these applications are sharing the device resources such as
CPU and memory. The device may be receiving a large number of WS requests for
the hosted web services. The device may be close to running out of battery power.

In such situations, using a runtime application partitioning is expected to be
effective because the size of the partition to be executed on a remote computing node
can be varied based on the situation. For example, in a situation when a device is
running out of battery power, a substantial amount of application can be offloaded to
preserve the device’s battery power. If a large number of WS requests are waiting to
be executed, running a large part of an application on a remote computing node can
improve system response time. If a device is not experiencing any of these problems,
it may be beneficial to execute a little part of an application (or even no part of an application) on a remote computing node.

This thesis investigates both the design time and the run time techniques for WS application partitioning. The design time WS partitioning algorithms are graph based. The proposed runtime WS partitioning combines advantages of both design time and the runtime application partitioning by achieving multiple execution plans each corresponding to a specific partitioning of the WS application in advance and then using a runtime middleware to select an appropriate execution plan based on the system load information.

A comprehensive simulation-based analysis is performed to analyze the performance of the proposed design time and run time WS partitioning techniques.
Chapter 3: WS Execution Environments

This chapter presents details of the system design for the lightweight WSEE and the configurable partitioned WSEE. The two different WS execution environments are proposed to provide toolkits for hosting web services on resource constrained devices (lightweight WSEE) and to provide support for conformation with a wide range of computationally demanding WS standards (partitioned WSEE). This chapter also presents a detailed performance analysis of the two proposed WSEEs using different sample web services hosted on mobile devices using wireless local area network environment.

3.1 Overview

As already mentioned in Chapter 1, hosting web services on resources constrained devices is challenging because of their resource constraints. A number of challenges need to be addressed for hosting web services on such devices. Diversity of device hardware/operating systems, execution of resource demanding web services, conformation to computationally demanding web services standards (such as WS-Security and WS-Policy), supporting multiple WS concurrent clients and providing reasonable response times are a few examples of such challenges. This chapter is focused on investigating the web service execution environment for hosting web
services on resource constrained devices. The proposed web service execution environments are expected to fulfill the following objectives:

- Reducing the resource demand of the mobile device.
- Achieving a reasonable end-to-end response time when WS clients invoke web services provided from mobile devices.
- Facilitating the access to the hosted web service to a dozen or more concurrent WS clients.
- Supporting a large number of WS standards for the web services hosted on the mobile device.

### 3.2 Lightweight WSEE

The primary motivation for proposing the lightweight WSEE is to provide an environment for hosting web services for small handheld devices such as smart phones, pagers and personal digital assistants. The existing environments or toolkits for web service hosting (Apache Axis and Oracle (Formerly Sun Systems) JAX-WS, for example) cannot be used for resource constrained devices because these environments require a Java run time environment 1.4 or higher that is only available for desktop machines. The lightweight WSEE provides lightweight components to facilitate hosting of web services with a basic set of WS standards such as SOAP, XML Signature [W3c02-1] and XML Encryption [W3c02-1].

A WSEE essentially requires a set of software components that facilitate hosting of web services. The required software components include a transport component for data exchange with WS clients, a SOAP engine component for processing XML/SOAP messages and an application invocation engine that can execute requested WS applications on behalf of WS clients.
As already mentioned, the Java ME environment is selected for implementation of the lightweight WSEE prototype because of its ability to be operable on diverse platforms for mobile devices such as Windows Mobile OS, Android, Symbian OS and Blackberry OS. Java ME has two configurations: the Connected Device Configuration (CDC) (JSR 218) [CDC05] and the Connected Limited Device Configuration (CLDC) (JSR 139) [CLD05]. The lightweight WSEE prototype is capable of running under both the CDC and the CLDC configurations. For resource constrained devices, a lightweight version of each of these components is devised.

Architecture of the proposed lightweight WSEE is based on four layers: a transport layer, a service layer, a WS standards layer and a WS applications layer. A high level architectural overview of the proposed lightweight WSEE is shown in Figure 3-1.

The transport layer is responsible for receiving and sending SOAP messages to WS clients. The service layer de-serializes incoming SOAP messages, conforms to WS standards if required, executes the request WS application and serializes the outgoing WS response messages. The WS standard layer is a collection of the modules that are implemented for conformation to the WS standards. The WS application layer represents the deployed WS applications. The details of these layers and their key components are discussed next.

3.2.1 Transport Layer

In the lightweight WSEE, the transport layer is capable of exchanging SOAP messages using HTTP or TCP protocols. Note that there is no specific transport protocol associated with exchange of SOAP messages. SOAP messages can be exchanged between nodes using any transport mechanism. This allows WS
applications to select any appropriate transport mechanism according to the availability of resources and the quality of service requirements.

Figure 3-1: Proposed Architecture for Lightweight WSEE

3.2.1.1 Initial Setup

As the lightweight WSEE application starts, the transport listener (Listener in Figure 3-1), which is a main program, performs the following steps for the initial setup of the WSEE:

- Load WSEE environment variables from a java property file (‘wsee_config.properties’). These environment variables include
- Number of minimum ($N_{\text{min}}$) and number of maximum ($N_{\text{max}}$) threads of WSM when (explained in the next subsection).

- Transport mode: HTTP or TCP.

- Port number at which the transport listener is listening.

- Timeout after which the transport listener disconnects from a non-responsive client.

- Root directory name for the deployed web service applications.

- Create a thread (Request Handler in Figure 3-1) for handling WS requests.

- Create a thread (Response Handler in Figure 3-1) for handling outgoing WS response messages.

- Create WSM threads the number of which is provided through environment variable $N_{\text{min}}$.

- Initialize the Web Service Mapping (WS-Mapping) component. During the initialization stage, details of all the deployed web services are loaded in memory. The details of WS mapping component are described in the next section.

- Create a server socket and start listening at a port specified in the properties file.

On receiving an incoming request from a WS client, the listener creates an object of Java Socket class. This newly created object is put in the $Q_{\text{in}}$ queue and the request handler is notified. The listener starts listening again at the specified port.

3.2.1.2 Request Handler

The request handler thread is either in a wait state or in a run state. The request handler is in the wait state when there is no Socket object in $Q_{\text{m}}$ (see Figure 3-1). On
arrival of a new Socket object in \( Q_{in} \), the request handler is notified by the listener. On receiving the notification, the request handler goes into the run state. The request handler remains in the run state when it is in the process of handling the new request. At the completion of processing of the request, the request handler checks \( Q_{in} \). If \( Q_{in} \) is empty, the request handler goes into the wait state and waits for a new request. If \( Q_{in} \) is not empty, the request handler selects the next request (Socket object) waiting in the queue and starts its processing. The key objective of the request handler is to separate out the SOAP message from the request.

Once the SOAP message is extracted, an object of SoapRequest class is created. The SoapRequest is an application data object that holds information about the SOAP request message. The SoapRequest object is put into \( Q_{srv\_in} \) (see Figure 3-1) queue. After this, the request handler fetches a new request from \( Q_{in} \) (if \( Q_{in} \) is not empty) or goes into the wait state (if \( Q_{in} \) is empty).

### 3.2.1.3 Response Handler

Once the WS request is processed by the service layer, the response SOAP message (if any) is placed in a separate queue, \( Q_{srv\_out} \) (see Figure 3-1). The response handler works in a similar manner as the request handler. The response handler thread is in a wait state when there is no response message in \( Q_{srv\_out} \) (see Figure 3-1). On arrival of a new response message in \( Q_{srv\_out} \), the response handler is notified by the service layer. On receiving such a notification, it fetches the response message from \( Q_{srv\_out} \) and starts its processing. The response message contains the response SOAP message and information about the WS client. A WSEE application class, WSResponse, is used to represent the response message.
The WS client’s address and the port number at which the client is expecting to receive the response is stored in WSResponse object by WSManager. An attribute ‘response’ contains the response SOAP message. There are two attributes (isFault and FAULT) for indication of any fault that occurs while invoking the requested WS. After fetching the WSResponse object from $Q_{\text{srv\_out}}$, the response handler opens a socket connection with the WS client and sends the response SOAP message. Once the response message is sent, the response handler fetches a new response SOAP message from $Q_{\text{srv\_out}}$ (if it is not empty) or enters into the wait state.

### 3.2.2 Service Layer

This is a core layer of the lightweight WSEE. The primary responsibilities of this layer are the parsing of the incoming SOAP messages, executing the WS application and then wrapping the results of the WS application into a response SOAP message.

Currently, the service layer is using a Remote Procedure Call (RPC) style as a WSDL binding. The WSDL binding describes how a WS is bound to a messaging protocol. The document style binding is another popular style of the binding and can be added in future versions. The reason for using RPC style of binding is that it is easy to implement and the WSDL generated using the RPC style binding is straightforward and easy to understand. Note that RPC style and document style bindings are not programming models. These bindings only help to translate a WSDL to a SOAP message. The subcomponents of the service manager are described next.
Figure 3-2: Sequence diagram capturing interactions between WSMManager and the components in the service layer and components of other layers
WSManager (shown in Figure 3-1) is a main controller of the service layer. Multiple threads of WSManager are available in a thread pool. These threads are used to process WS requests waiting in QsrV_in. The maximum number of threads that can be created for WSManager is provided as an input parameter in a ‘wsee_config.properties’ file. The WSManager uses different components such as XML Wrapper, SOAP Wrapper, a service loader, WS-Mapping and interacts with the components of the WS standards layers for conforming to different WS standards. The interactions of WSManager with other components are captured in a UML sequence diagram presented in Figure 3-2. Different operations shown in the sequence diagram (see Figure 3-2) are explained next.

Whenever there is a new request waiting in queue (QsrV_in), WSManager starts by getting a waiting request object (WSRequest) from QsrV_in (see getRequestMsg operation in Figure 3-2). After getting the WSRequest object, WSManager creates an object of SoapSerializationEnvelope class (see KSOAP documentation [Kso03] for more details) and is shown as createSOAPEnvelope operation in Figure 3-2. WSManager interacts with SOAPWrapper for this operation. SOAPWrapper uses an open source KSOAP2 library to create a SoapSerializationEnvelope object. SoapSerializationEnvelope is a comprehensive object that can hold the SOAP request header, the SOAP request body, the SOAP response header and the SOAP response body separately.

After creating the SoapSerializationEnvelope object, WSManager uses XMLWrapper (see parseSOAPRequest operation in Figure 3-2) which in turn uses an open source kXML library to parse the SOAP request message. After parsing the SOAP message, WSManager interacts with the WS Standards layer and is shown as
validateWSStandards operation in Figure 3-2. For the lightweight WSEE, this operation performs the tasks that are required for the verification of XML Signature (WS-Security) of WS clients and signing of response SOAP messages. After performing the tasks that are required for the conformation with the given WS standard(s), if any, WSManager interacts with the service loader for invoking a particular method of the requested WS class (see invokeWS operation in Figure 3-2). The service loader interacts with WS-Mapping to locate the Java class of the requested WS (shown as getSrvObject operation in Figure 3-2). Once the Java class of the requested WS is identified, the service loader first uses this operation either to create an instance of the class or to locate an already created instance from application context and then invokes the requested method of the Java class. This operation is shown as callWSOperation in Figure 3-2. Next, WSManager serializes the response of the requested WS application into a SOAP message. For this step, WSManager uses XMLWrapper and SOAPWrapper for serialization and is shown as serializeWSResponse operation in Figure 3-2. WSManager interacts with the WS standard layer again to perform the actions required to conform to a given WS standard if required (see conformWSStandards operation in Figure 3-2. For example, the response SOAP message may be required to be encrypted (using XML encryption). Signing the response SOAP message is another example of performing an action to conform to a WS standard before sending it to the WS client. In the lightweight WS standard, this operation is used to sign the response SOAP message using XML Signature specifications. The last operation (putResponseMsg) performed by WSManager is to store the final response SOAP message in Qsrv_out and to notify the response handler (transport layer) that the response is ready to be send to the WS client.
In the next subsections, different components of the service layer are described.

3.2.2.1 XML Wrapper

For XML parsing and serialization, a lightweight XML parser, KXML [Kxm03], is used. The KXML parser is based on a pull parsing technique and is an implementation of the XMLPULL parser API [Xml02]. XML Pull Parsing is a process of parsing XML as a stream rather than building a Data Object Model (DOM) tree or push parsing in which events are pushed out to a client code. The pull XML parsers are fast and more memory efficient in comparison to the parsers that are based on DOM. To access this third party library, a wrapper component (KXMLWrapper) is introduced in the service layer. The XML Wrapper provides an interface to WSManager for accessing XML parsing methods.

3.2.2.2 SOAP Wrapper

For SOAP processing, a KSOAP [Kso03] library is used. KSOAP is an open source library for WS clients to access web services. To use it on the server side for processing of SOAP messages, the open source library is extended in this research. The extension is introduced for the invocation of web services using the remote procedure call (RPC) style binding. For accessing core methods of the KSOAP library and its extension (devised for the lightweight WSEE), a wrapper (the SOAP Wrapper) is introduced.

3.2.2.3 Service Loader

This component is used for invocation of the requested web services. WSManager supplies the SOAP Action parameter and the parsed SOAP request message to the service loader. The service loader interacts with WS-Mapping to get the Java class name (with path) based on the value of the SOAP Action.
3.2.2.4 WS-Mapping

WS-Mapping is a static component that manages an in-memory list of deployed web services. The light WSEE assumes that all deployed web services are available in a directory whose path is provided in the ‘wsee_config.properties’ file. Individual web services are assumed to be available in subfolders of the web services root directory. A WS is required to provide a Java implementation of the WS application and a ‘ws.xml’ file in a folder under the root directory of web services. The ws.xml file is required to follow the following XML grammar.

In this XML format shown in Figure 3-3, the <webservice> tag is the root node of ‘ws.xml’ document. <ws-uri> represents the SOAP Action that is used as a key for identification of the web service. Value inside the <ws-uri> node is required to be unique. <ws-class> node refers to the name of the Java class of the WS application. <ws-standards> node can contain multiple child nodes. Each child node corresponds to the actions that need to be performed to conform to a specific WS standard. The support for the custom data types as WS parameters is planned for a future version. The current version of the lightweight WSEE supports primitive data types and collections as WS parameters. At the time of initialization, WS-Mapping reads ‘ws.xml’ files for all deployed web services and loads the relevant data of the deployed WSs in memory.

```xml
<webservice>
    <ws-uri> ... </ws-uri>
    <ws-class> ... </ws-class>
    <ws-standards> ... </ws-standards>
</webservice>
```

Figure 3-3: XML grammar for defining WS Mapping
After invoking the requested WS application, WSManager serializes the results into a response SOAP message. If the requested WS requires conformation with additional WS standards such as the one that requires the verification of a XML Signature, WSManager interacts with the component that provides the verification of the XML Signature.

3.2.3 WS Standards Layer

To support additional WS standards, another layer is introduced in the lightweight WSEE system. This layer comprises the components that perform actions that are required to conform to different WS standards. For testing purposes and as a proof of concept, support for verification of the XML Signature of incoming SOAP messages and signing of the outgoing SOAP messages are provided in the lightweight WSEE. For verification and signing of XML Signatures, a lightweight version of a third party cryptography library (Bouncy Castle) is used. A brief overview of the steps involved in verification of the XML Signature and signing of SOAP messages are discussed next.

3.2.3.1 XML Signature Verification

The process of verifying the XML Signature is based on the specifications of XML Signature standard [W3c02-2]. The first step of verification of the XML Signature is the extraction of the digest, the signature and the public key elements form the SOAP header. Note that the digest, the signature and the public key elements are placed in the SOAP header by WS clients. The digest of a message is a unique number which is created by using a hashing algorithm for representing the message. If the message is changed, the digest value will also be changed. The signature is an encrypted form of a message that is obtained by using the private key of a user and the message itself. In
the second step, the digest of the message is computed and compared with the digest value already extracted from the SOAP header. In the third step, the signature extracted in the first step is verified by using the public key information. Note that this key information is also extracted in the first step. If the computed digest does not match the digest value extracted in the first step or the signature is not verified by using the public key, the XML Signature verification is said to have failed and a SOAP fault is sent back to the WS client. A SOAP fault is an optional part of a SOAP envelope (in addition to the header and the body) used for reporting errors.

3.2.3.2 XML Signature Signing

Signing a SOAP message is also a three step process. First, the digest for the contents to be signed (the body or any element of a SOAP message) is computed. In the second step, the signature of the contents to be signed is calculated using the private key of a user. In the last step, the digest, the signature and the public key information are inserted in the SOAP header. The XML Signature specifications describe structure of elements that can be used to insert the digest, the signature and the public key information in the SOAP header.

3.3 Distributed SOAP Engine Based Partitioned WSEE

In the lightweight WSEE, only the verification and the signing of the XML Signature are supported as a proof of concept. Other WS standards are proposed by the WS community for security, reliability and transactions. A WSEE that supports a large number of WS standards is difficult to deploy on mobile devices with limited resources. For such resource demanding requirements, it is proposed to partition the execution environment and deploy the two partitions on two different nodes (an intermediate node and the mobile device node). The intermediate node is a node that
acts as a proxy for the hosted WS on a mobile computing node and it provides the partial functionality of the WSEE. The proposed technique of WSEE partitioning is based on the splitting of the SOAP engine (WSManager in Figure 3-6) functionality. The functionality of WSManager is divided into two partitions only: one for the intermediate node and the other for the mobile device. The intermediate node is the one that receives the WS requests from WS clients on behalf of the mobile device.

3.3.1 Motivation for the Proposed WSEE Partitioning Technique

WSManager performs a series of tasks for invoking a WS. The sequence of tasks related to the invocation of a WS that are performed by the distributed WSManager, is described. The typical tasks performed by a WSManager thread are decryption of incoming SOAP message (T1), verification of the identity of the WS client (T2), verification of the integrity of the message (T3), invocation of the WS (T4), signing the response message with the service provider’s certificate (T5) and encryption of the response message (T6) before sending it back to the WS client. The sequence of tasks as they are performed by a WSManager thread is captured in Figure 3-4-a. The dotted lines with an arrow head in Figure 3-4 represent the order of execution of tasks. The order of execution implies that T1 is required to be performed before T2 and T2 is required to be performed before T3 and so on.

As already mentioned, the functionality of WSManager is divided into two partitions: one of the partitions is handled by an intermediate WSManager and the other by a mobile WSManager. Note that both the nodes (intermediate as well the mobile device node) uses the same implementation of WSManager. But WSManager on the intermediate node does not need to interact with the service loader and the WS-Mapping components. The objective of having the same implementation of
WSManager on the two nodes is to make the partitioning of WSManager tasks configurable. The two WSManager differ only in their executions. One WSManager executes one set of tasks and the other executes another set of tasks. The intermediate WSManager can be assigned such tasks that demand more resources. The mobile WSManager is responsible for processing the tasks that require local resources on the mobile device or use confidential information available on it. For example, if encrypting or signing a response message requires a security certificate of the device's owner, then it is not a good practice to delegate such tasks to an intermediate node.

With a distribution of tasks shown in Figure 3-4-b, the intermediate WSManager decrypts the incoming message (T1), verifies the identity of the WS client (T2) and the integrity of the message (T3). The mobile WSManager executes the task for invoking the requested WS (T4) and the task for signing the response message (T5). In the end, the intermediate node performs the task for encrypting the response message (T6).

![Diagram](image)

Figure 3-4: Tasks of a SOAP engine (a) performed as a single SOAP engine (b) performed as a distributed SOAP engine

### 3.3.2 Configurable Partitioning Scheme for Execution of WSManager Tasks

To make it possible to allocate different sets of tasks for execution to the intermediate WSManager and the mobile WSManager for a given WS, a configurable
partitioning scheme is introduced. The partitioning scheme can be defined as an agreement between the two distributed components of WSManger. This partitioning scheme helps the two components to identify which tasks need to be executed by which component. The partitioning scheme is required to be submitted at the time of deployment of a new WS. The submitted partitioning scheme is available to both components of WSManger (the intermediate WSManger and the mobile WSManger) at the time of execution. A sample partitioning scheme for execution of WSManger tasks is presented in Figure 3-5. Note that this arrangement has the flexibility of using different partitioning schemes for different web services hosted on the mobile device.

This scheme uses an XML schema that defines the XML elements with attributes for each WSManger task. The scheme shown in Figure 3-5 is designed in such a way that the most of the tasks related to security are processed by the intermediate WSManger running on an intermediate node. In this scheme, the intermediate WSManger is assigned the following tasks

1- Decrypting of the incoming SOAP message.
2- Verifying of identity of the WS client (IDENTITY).
3- Validating the integrity of the message (INTEGRITY) and
4- Encrypting the response message (ENCRYPTION).

The mobile WSManger is assigned the following tasks.

1- Invocation of the requested WS application (WEBSERVICE).
2- Signing the response message.
The sequence of tasks performed by the two components of WSManger follows the same order as specified in the partitioning scheme. In Figure 3-5, there are two ‘intermediate’ and one ‘mobile’ XML blocks of elements. An ‘intermediate’ block includes a list of tasks that are assigned to the intermediate WSManger. A ‘mobile’ block represents a set of tasks for the mobile WSManger. The ‘intermediate’ block that comes after the ‘mobile’ block contains a list of tasks that have to be performed on the intermediate node after the execution of tasks by the mobile WSManger.

The partitioning scheme is made configurable because the partitioning of tasks depends on both the nature of a WS and the resource availability on the mobile device and on the intermediate node. If the device is not capable of performing a task such as
verification of XML Signature of WS clients due to limited resources, the partitioning scheme can be configured in such a way that such tasks are performed by the intermediate node. In another case, if the owner of a more powerful mobile device requires performing these security-related tasks on the device to avoid any security risks or because of business requirements, a different partitioning scheme can be used.

3.3.3 System Overview and Design

The lightweight WSEE (discussed earlier) is enhanced to achieve the partitioned WSEE. The execution of different WSManager tasks is achieved through a chain of handlers. Each handler is represented by an XML element (under ‘intermediate’ or ‘mobile’ blocks of elements in Figure 3-5) in the partitioning scheme. Each handler contains a set of operations for performing one particular WSManager task. After performing the assigned task, the handler passes the control of execution to the next handler in the chain. If the XML element attribute ‘required’ is set to ‘false’ for a handler in the partitioning scheme, then the control of execution is passed to the next handler without executing any code for that handler.

After processing part of the incoming SOAP message, the intermediate WSManager delivers the rest of the message to the mobile WSManager. Note that the parts of a SOAP message that have been processed and not required by mobile WSManager tasks can be eliminated from the message before forwarding it to the mobile WSManager. This will add processing overheads but can potentially save bandwidth. The partitioned WSEE forwards a complete SOAP message to the mobile WSManager.

The internal details of the partitioned WSEE based on two components of WSManager are shown in Figure 3-6. The functional details of the components for the
transport layer, the WS standards layer and the WS applications layer are the same as discussed for the lightweight WSEE in Section 3.2. Thus, only a high level description is provided for these layers. In this section, the role and functionality of the service layer is discussed in more detail.

Figure 3-6: A partitioned WSEE based on a distributed SOAP engine
On receiving a new WS request, the transport listener of the WSEE deployed on an intermediate node puts the incoming WS requests in a queue shown as $Q_{in}$ in Figure 3-6. The Request Handler thread parses the SOAP message from the incoming WS requests and puts the parsed message in another queue (shown as $Q_{srv\_in}$ in Figure 3-6) which is an input queue for the intermediate WSManager.

The intermediate WSManager applies a series of operations (similar to the one shown in Figure 3-5). Note that the intermediate WS Manager performs only those operations that are assigned to it based on the partitioning scheme. For application of these operations, the intermediate WS Manager interacts with the components in its own layer such as XML Wrapper, SOAP Wrapper and also with components of the WS standards layer. These components may use third party libraries for providing the required functionality. The typical tasks assigned to the intermediate WSManager are the actions that are required for conformation to different WS standards.

It is important to mention that there are WS standards such as WS-Security that requires execution of resource demanding algorithms. Even if a mobile device is capable of executing such resource demanding algorithms, the repeated invocations of such algorithms will not only hinder the device to perform its core functions (such as voice calls) but it will also consume its battery power significantly.

Note that the service layer deployed on the intermediate node does not include WS-Mapping and the service loader components. These components are required for the invocation of requested web services. The service layer of the WSEE deployed on the intermediate node is mainly responsible for performing actions that are required for conformation to resource demanding WS standards.
In the next step, the intermediate WSManager forwards the SOAP message to the part of the WSEE deployed on the mobile device node. On receiving the SOAP message from the intermediate node, the transport layer of WSEE deployed on the mobile node passes it to its service layer using the $Q_{\text{in}}$ queue, the Request Handler thread and the $Q_{\text{srv}_{\text{in}}}$ queue in the same manner as discussed in Section 3.2. The mobile WSManager only executes those tasks that are assigned to it by the partitioning scheme. An example partitioning scheme was presented in Figure 3-5. The mobile WS Manager interacts with the sibling components (XML Wrapper, SOAP Wrapper) and with components of the WS standards layer and also with the deployed WS layer. Note that the service layer of the WSEE deployed on the mobile node includes WS-Mapping and the service loader. After performing the actions required for conformation to WS standards (if required), the mobile WSManager uses the service loader for invocation of the requested WS. The steps of executing the WS were already explained in the discussion of the lightweight WSEE in Section 3.2.2.

The results of executing the requested WS are serialized into a SOAP message (response SOAP message) by the mobile WSManager. The response SOAP message is returned to the intermediate WSManager. On receiving the response SOAP message, the intermediate WSManager can execute rest of the task(s) (if any) assigned to it. In the last step, the WSEE hosted on the intermediate node sends the final response message to the original WS client.

Note that the WS clients only communicate with the intermediate node. The communication between the intermediate WSManager (intermediate node) and the mobile WSManager (mobile node) is transparent to the WS clients. Thus, the use of a wireless environment friendly transport mechanism for exchanging SOAP messages
between the two components of WSManger is expected to improve system performance.

### 3.4 Experimental Analysis

The feasibility and the performance of the two proposed WSEEs are analyzed for a number of scenarios. A list of sample web services that are used for a detailed performance analysis of the two proposed WSEEs is presented next.

#### 3.4.1 Sample Web Services

Three sample web services are used: Image service, Tracking service and π Calculator service. Image WS is a data intensive service that is used to fetch an image data from a mobile device. Tracking WS is a lightweight service that can be used to fetch the location information of the device. π Calculator WS is a computationally intensive service that computes the value of π.

##### 3.4.1.1 Image WS

This service is designed for fetching image data from a mobile device based on three input parameters: location, keyword and the desired image size. At the time of saving an image that was captured by a built-in camera on the device, the user or the device is saving location information, one to three keywords, and a textual description of the image. The image that matches the most number of input parameters is selected. In case, there are multiple images which match the same number of input parameters, the image is selected randomly from that list of images. If an appropriate match is not found, a null response is returned.

This service can also return a resized image based on the input parameter. This additional feature contributes to more computation on the mobile device. The WS has
three main components: *SearchImage*, *ResizeImage* and *PackData*. The *SearchImage* component queries a local database to look for the path of an image file based on the location parameter. The *ResizeImage* component is responsible for resizing the image according the value of the image size parameter. For resizing the image, a bilinear interpolation algorithm is used. Bilinear interpolation considers the closest 2x2 neighborhood of known pixel values for calculation of the interpolated value. *PackData* serializes the resized image data and the time information when the image was captured in a response SOAP message.

For the experiments presented in Section 3.4.5, three different sets of images of different sizes are retrieved. The three different sets used have sizes in the range 10 KB, 100 KB and 500 KB. In a single experiment, only one set of images is used.

### 3.4.1.2 Tracking WS

This WS runs on the mobile device of an emergency responder such as a doctor and provides the address, elevation and time zone of the location. The WS has three main components: *GetCoordinate*, *GetLocDetail* and *PackData*. The *GetCoordinate* component fetches the actual Global Positioning System (GPS) coordinates from a GPS receiver. For this experiment, the step of getting GPS coordinates is emulated by fetching a random set of coordinates from a local file containing more than a thousand locations. The *GetLocDetail* component queries a database of locations to find the details of a location that is closest to the GPS coordinates. The location database is downloaded from a well-known geographical organization (GeoNames [Geo08]) serializes the location information as a response message and sends it back to the WS requester.
Currently, there is a large variety of mobile phones from Apple, Blackberry and Nokia that come with a built-in GPS receiver. Since the device used (Dell Axim) in the performance experiments involving Tracking WS does not come with a built-in GPS receiver, the step of obtaining GPS coordinates is replaced with a random selection of a database record from a city database (available from GeoNames [Geo08]). In this synthetic application, a database record is selected randomly for every new request and every record has the same probability of being selected. This WS is designed to be a lightweight application and is less data intensive as compared to the image WS.

3.4.1.3 **π Calculator WS**

Calculation of π is not a typical candidate for a sample WS, but it is chosen because its computational intensity can be varied conveniently for performance analysis. It has been used by other researchers for a similar analysis [Ou07]. For this WS, the classic technique of calculating the value of π using the Gregory-Leibniz Series [Wel86] is deployed. According to the Gregory-Leibniz series, a value of π can be calculated by the following series

\[
\pi = 4 \sum_{r=1}^{\infty} \frac{(-1)^{r+1}}{2r - 1}
\]

The accuracy of π depends on the number of terms used in the summation of the series. More the number of terms used, the more accurate is the value of π. The number of terms (N) used to calculate π is made an input parameter for this WS and is used to compute the CPU time consumed. For the experiments presented in Section 3.4.5, the values of N used are 10 K, 50K and 100K.
3.4.2 Workload and System Parameters

To analyze the performance of the two WSEEs, following workload and system parameters are varied.

3.4.2.1 WS Complexity:

Performance of the partitioned WSEE is observed by invoking different sample WSs that were discussed earlier. Note that the sample WSs are characterized by different levels of computational complexity. In addition to that, each sample WS is invoked using different values of parameters that are required to access them. For example, the $\pi$ calculator service can be invoked using different values of number of terms ($N$) to be used for calculation of $\pi$.

3.4.2.2 Number of Concurrent WS Clients ($C$):

The number of WS clients ($C$) invoking a sample web service at the same time is varied to investigate the scalability of the system. $C$ is varied from 1 to 20.

3.4.2.3 Mobile Device Speed ($\omega$):

The experiments are run on real handheld devices of different processing speeds. The Dell Axim PDA device used in our experiments can be run with different processing speed (208 MHz and 624 MHz). The default speed of the device used is 624 MHz.

3.4.3 Performance Metrics

The performance of the system is analyzed by measuring the end to end response time ($R$). Response time is defined as the difference between the time when a WS response is received by the WS client and the time when the WS client sends the corresponding SOAP message request to a WS provider.
**Scalability metric for WSEE** is measured by measuring the number of WS clients that can be serviced concurrently with a reasonable response time that is assumed to be approximately 30 seconds. The value of 30 seconds is chosen based on the most commonly used value of the timeout used by http servers. The value can be different for different applications.

### 3.4.4 Setup

Separate prototypes for the lightweight WSEE and the partitioned WSEE are implemented in Java ME. The WS client programs are run on a machine that is equipped with a 2.4 GHz Pentium 4 processor and a memory of 2 GB. The client node is running under Windows XP Professional operating system. The intermediate node is a desktop computer equipped with a Pentium 4 processor that is running under the Ubuntu Linux operating system. Its CPU speed is 3 GHz and 3 GB of RAM is available on this node. The lightweight WSEE with sample web services is deployed on the Dell Axim x51v PDA without using any intermediate node. In case of the partitioned WSEE, the WSEE package is installed both on the intermediate node and on the mobile device (Dell Axim x51v PDA). Note that the sample web services are only available on the mobile device. The PDA used as the mobile device has an Intel XScale ARM processor (PXA270) that can be run at multiple speeds (208 MHz, 520 MHz and 624 MHz). The default processor speed used is 624 MHz in all experiments. The PDA used is equipped with a RAM of 64 MB and is running the Windows Mobile 5.0 operating system. The Java ME environment (J9) available on the PDA is a JVM provided by IBM for Java ME CDC devices [Ren09]. The installed J9 (JVM) is based on the specification of CDC 1.1 [CDC05]. The client machines and the intermediate node communicate with the PDA hosting the sample WSs using a
wireless local area network (IEEE 802.11b standard). The measurements were made on a dedicated network where the experiments ran without any interference from other applications.

A closed system model is used for experimentation. Each client (a Java thread) operates cyclically and sends one request at a time. As soon as the response is received, the client repeats the cycle. The system is stressed by increasing the number of concurrent WS clients. For a single experiment, each client generates 10000 requests. So for an experiment with 10 WS clients, for example, the response time is calculated by taking the average of response times of 100,000 requests. Each experiment is repeated 15-25 times to obtain sufficiently small confidence intervals for the average values. For the experiments presented next, confidence intervals of ±5% (or less) for mean response time were obtained at a confidence level of 95%.

3.4.5 Experimental Results

Results of experiments carried out to investigate the performance of the lightweight WSEE and the partitioned WSEE are presented. In the first experiment, the performance of the lightweight WSEE is compared with the performance of the partitioned WSEE. In the second experiment, scalability and the effect of the transport mechanism on the performance of partitioned WSEE is investigated. The impact of using additional WS standards on the lightweight WSEE and the partitioned WSEE is analyzed in the third experiment. In the fourth experiment, the impact of the speed of the processor of the mobile device on performance is investigated. In all experiments, only one a specific sample web service is accessed at a time.
3.4.5.1 Lightweight WSEE versus Partitioned WSEE

This experiment is carried out using the three sample web services. The input parameters for Image WS and \( \pi \) Calculator WS are summarized in Table 3-1. The average image sizes used for Image WS are 10KB, 100 KB and 500 KB. The average values of \( N \) used for \( \pi \) Calculator WS are 10K, 50K and 100K.

In this experiment, first the three sample web services are accessed through the lightweight WSEE (see Figure 3-7) and then the partitioned WSEE (see Figure 3-8) is used. The number of WS clients accessing a sample WS is varied from 1 to 20. It was not possible to experiment with more than 20 WS clients using the lightweight WSEE because of the Window Mobile operating system limitations on the Dell Axim PDA. Window Mobile operating system has a limit of accepting that many requests (socket connections).

Table 3-1: Variation of Sample web service

<table>
<thead>
<tr>
<th></th>
<th>ImageSize = 10 KB</th>
<th>ImageSize = 100 KB</th>
<th>ImageSize = 500 KB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image WS</td>
<td>ImageSize = 10 KB</td>
<td>ImageSize = 100 KB</td>
<td>ImageSize = 500 KB</td>
</tr>
<tr>
<td>( \pi ) Calculator WS</td>
<td>( N = 10 ) K</td>
<td>( N = 50 ) K</td>
<td>( N = 100 ) K</td>
</tr>
<tr>
<td>Tracking WS</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

HTTP is used to exchange SOAP messages between the two partitions of the SOAP engine in case of the partitioned WSEE. For the two WSEEs, the response time is measured for different values of the concurrent clients (varied from 1 to 20) and is plotted in Figure 3-7 and Figure 3-8. A comparison of the mean response times for the two versions of the WSEE is shown in Figure 3-9 for different sample web services.
Note that the graphs presented in Figure 3-7, Figure 3-8 and Figure 3-9 are plotted using a log scale for the response time (Y-axis).

In Figure 3-7, as the number of concurrent clients is increased, the response time increases as well. The mean response time observed for Tracking WS is the smallest in comparison to other sample WS because Tracking WS uses less computing resources and requires a very small amount of data to transfer. Image WS with three different sets of images (10K, 100K and 500K) is observed to show high values of the mean response time because of the network delays. As the complexity level of \( \pi \) Calculator WS is increased, the mean response time is observed to increase as well for both versions of WSEE.

![Graph showing the effect of the number of concurrent clients on response time for different web services]

Figure 3-7: Effect of the number of concurrent clients (C) on the response time (R) using different sample web services for lightweight WSEE
For both the WSEE versions, Figure 3-9 shows that the contention for resources increases with an increase in the number of concurrent clients and results in the increased mean response time.

![Partitioned WSEE](image)

Figure 3-8: Effect of the number of concurrent clients (C) on the response time (R) using different sample web services for partitioned WSEE

The results presented in Figure 3-9 show an interesting pattern. For a higher number of concurrent clients (C > 4) the mean response time for the partitioned WSEE is significantly lower than the mean response time for the lightweight WSEE. For a lower number of concurrent clients (1 and 4, for example) the mean response time observed for the sample web services is observed to be lower for the lightweight WSEE. When a lower number of concurrent clients is used, the resource contention is not very significant. Since the lightweight WSEE uses a single direct connection with the clients, the network delays are expected to be lower in comparison to the
partitioned WSEE and thus results in a relatively better performance. Another interesting behavior is observed when the number of concurrent clients is increased for both the WSEE versions. For the lightweight WSEE, the contention for resources on the mobile device increases significantly. This results in a large increase in the mean response time when the sample WSs are invoked with the lightweight WSEE in comparison to the partitioned WSEE.

![Graph showing performance comparison of lightweight WSEE and partitioned WSEE](image)

Figure 3-9: Performance comparison of the lightweight WSEE and the partitioned WSEE using Image WS with average image size of 100 K, Tracking WS and π Calculator WS using complexity level of 50K.

3.4.5.1 Scalability and Effect of Transport Mechanism between Intermediate Node and Mobile node

Scalability of the partitioned WSEE is an important feature because the lightweight WSEE can support a limited number of WS clients due to resource constraints and
limitations of the operating system (OS) used on the mobile device. The partitioned WSEE is designed with a feature that queues up excessive requests on part of the WSEE deployed on the intermediate node. The number of concurrent clients is varied between 1 and 50. For mobile applications, 50 concurrent clients are considered a large number and can load the system significantly.

For this experiment, an additional experiment is performed to study the effect of the transport mechanism used between the part of the partitioned WSEE deployed on the intermediate node and the part of the partitioned WSEE deployed on the mobile node. The communication between the intermediate node and the mobile node is based on SOAP messages but this communication is not visible to external world. This provides an opportunity of using a transport mechanism between the intermediate node and the mobile node that gives rise to a lower overhead in comparison to that achieved by using HTTP.

The transport mechanisms used between the intermediate node and the mobile node are HTTP and TCP (Sockets). Note that the transport mechanism used between WS clients and the intermediate node was HTTP. The experiments are performed using sample web services as described in Table 3-1. The results reported in Figure 3-10 and Figure 3-11 are only for Image WS with an image set of size 100K, Tracking WS and \( \pi \) Calculator WS with \( N = 50K \). Again, the graphs presented in Figure 3-10 and Figure 3-11 are plotted using a \( \log_{10} \) scale for the mean response time (Y-axis).

As indicated in Figure 3-10 and Figure 3-11, the mean response time of the partitioned WSEE (using TCP and HTTP) scales effectively with an increase in the number of clients. The performance of Image WS is inferior to the other two WSs (Tracking WS and \( \pi \) Calculator WS) because of the increased transport delay due to
exchange of the large size of data. For Tracking WS and π Calculator WS, as the
number of clients increases, the response time increases sub-linearly. Partitioned
WSEE with TCP sockets is observed to be more scalable with the number of
concurrent clients in comparison to the partitioned WSEE with HTTP.

![Partitioned WSEE (using HTTP)](image)

Figure 3-10: Scalability of partitioned WSEE when HTTP is used as a transport
mechanism for exchanging SOAP messages between the intermediate node and the
mobile node

As already mentioned the scalability of the lightweight WSEE is limited, thus the
use of partitioned WSEE not only helps the scalability issue but it also exhibits a
better performance in comparison to the lightweight WSEE.

This experiment also demonstrates that a heavy weight protocol such as HTTP may
not be suitable for use on systems with resource constraints and having a short
response time requirements. Modified versions of TCP for wireless environments are
discussed in the literature [Ava02] and can also be used as a transport mechanism for exchanging SOAP messages between the intermediate node and the mobile node for further improvements of the mean response time.

![Partitioned WSEE (using TCP)](image)

Figure 3-11: Scalability of partitioned WSEE when TCP socket is used as a transport mechanism for exchanging SOAP messages between the intermediate node and the mobile node

### 3.4.5.2 Effect of Number of WS Standards Used

One of the motivations for proposing the partitioned WSEE is to provide support for multiple WS standards especially those that require significant computing resources to achieve their goals. In this experiment, the sample WSs with two additional WS standards (verification of XML Signature and Signing of WS response message) are used and the performances of the lightweight WSEE and the partitioned WSEE are compared. The detailed steps of these two WS standards are discussed in Section 3.2.3. In the first part of this experiment, WSEE is required to verify the XML signatures only. The XML Signature is sent as a part of the WS request. In the second
part of the experiment, the WSEE{s} are also responsible for signing the response message before sending it to the WS client. In case of the partitioned WSEE, the two WS standards are applied by the part of WSEE deployed on the intermediate node. This experiment is repeated using all the variations of sample web services mentioned in Table 3-1. The number of concurrent WS clients used are 1, 10 and 20. The results reported in Figure 3-12 only shows the effect of the additional WS on the response time for Tracking WS using the two versions of WSEE. A similar trend has been observed for the other sample web services.

In Figure 3-12, the first three bars in each set of results are representing the response time of invoking Tracking WS using the lightweight WSEE with no WS standard, with one WS standard (verification of XML Signature) and with two WS standard (verification of XML Signature and signing of WS response) respectively. For the lightweight WSEE, when one or more WS standards are used, the mean response time is observed to increase significantly with an increase in the number of concurrent clients. This is because the steps of verifying an XML Signature and signing a response message require execution of complex algorithms. Such algorithms need a lot of computing resources and thus results in an increased response time.

The last three bars in each set of results presented in Figure 3-12 are representing the response time of accessing Tracking WS using partitioned WSEE with no WS standard, with one WS standard (verification of XML Signature) and with two WS standards (verification of XML Signature and signing of WS response) respectively. The effect of using the two WS standards is not significant on the mean response of accessing Tracking WS when partitioned WSEE is used. The mean response with partitioned WSEE is observed to be significantly lower in comparison to the
lightweight WSEE. The execution of the complex algorithms on a powerful intermediate node seems to give rise to a significant improvement in performance.

![Comparison of performance using multiple WS standards](image)

Figure 3-12: Effect of using additional WS standards when Tracking WS is invoked using the two versions of WSEE

3.4.5.3 Effect of the Speed of the Processing Resources ($\omega$)

In this experiment, the CPU speed for the Dell Axim PDA is changed from 624 MHz to 208 MHz. Smart devices usually come with an option of operating at multiple processors speeds to conserve the battery power. This feature is utilized to emulate devices with different processing speeds. This experiment is performed using the sample web services (as mentioned in Table 3-1) deployed on the same device but operating the mobile device at two different processing speeds. As expected, the response time for the sample web services is increased when the processor speed of 208 MHz is used. The percentage increase in the response time is measured for Image
WS with an image set of size 100 K (Figure 3-13), Tracking WS (Figure 3-14) and π Calculator WS with N = 50K (Figure 3-15).

![Comparison of Performance using Image WS for different CPU Speeds](image)

Figure 3-13: Effect of device processor speed on performance of Image WS with the lightweight WSEE and the partitioned WSEE

The increase in the response time for the lightweight WSEE is of the order of 70-80% for a single WS client (see first bar in all three graphs), 80-85% for 10 WS clients (see third bar in all three graphs) and 90-105% for 20 WS clients (see 5th bar in all three graphs). The increase in the mean response time for the partitioned WSEE is in the range of 30% to 60% for the three sample web services using 1, 10 and 20 WS clients as indicated by the 2nd, 4th and 6th bars in all three graphs. This increase in the mean response time is small in comparison to the decrease in the processing speed by a factor of 3 (changed from 624 MHz to 208 MHz).
Figure 3-14: Effect of device processor speed on performance of Tracking WS with the lightweight WSEE and the partitioned WSEE

Figure 3-15: Effect of device processor speed on performance of $\pi$ Calculator WS with the lightweight WSEE and the partitioned WSEE
The increase in the mean response time for the lightweight WSEE is large in comparison to the increase in the mean response time when the partitioned WSEE is used (see Figure 3-13, Figure 3-14 and Figure 3-15). In case of the lightweight WSEE, as the CPU is operated at a lower speed, the resource contention is significant because the execution of both the WSEE and the sample WSs is performed on the device. When the partitioned WSEE is used, CPU demanding tasks are executed on the intermediate node thus lowering the demand on resources of the mobile node and results in only a small increase in the mean response time.

3.5 Summary

Key characteristics of the lightweight WSEE and the partitioned WSEE are observed based on the implementation and detailed experimental analysis and are summarized next.

- The lightweight WSEE has a very small memory footprint that is less than 100K.
- For a lower number of concurrent clients and a basic set of WS standards, the lightweight WSEE is observed to be demonstrating better performance in comparison to the partitioned WSEE.
- For a larger number of concurrent clients or when additional WS standards are required, the partitioned WSEE exhibits a better performance in comparison to the lightweight WSEE.
- For mobile devices with very limited resources such as pagers and conventional mobile phones, the performance for partitioned WSEE is observed to be less sensitive with an increase in the number of clients in comparison to the lightweight WSEE.
The partitioned WSEE is observed to be scalable with the number of concurrent clients. In comparison to using HTTP as a transport mechanism between the intermediate node and the mobile node, TCP seems to be showing a superior performance in terms of mean response time and scalability.
Chapter 4:  WS Partitioning Frameworks

This chapter discusses three different frameworks for WS partitioning. Two of the three frameworks, the intermediate node based framework and the backend node based framework, have been used by researchers for deployment of partitioned systems involving mobile and conventional applications. This thesis investigates these two frameworks for mobile web services for the first time. This thesis also introduces a third partitioning framework based on a forwarding node. A performance comparison for the three partitioning frameworks is performed using system prototyping.

4.1 Overview

The complexity of a WS can vary depending on its goals. Some applications such as checking the availability of resources in a resource pool require only a few lines of programming. However in certain applications, such as image format conversion used in image processing applications, a WS can be a complex business process that may involve a number of software components and execute complex algorithms to achieve its goals. Invoking such a service for a number of times by multiple concurrent clients can lead to temporarily stopping the mobile device from performing its core functionalities such as voice services. The repeated invocation of a complex service also increases the probability of the device going out of battery power more quickly.
Hosting of such complex WS applications on mobile devices is facilitated by using WS partitioning. WS Partitioning is performed to divide a WS application into multiple components so that execution of computationally complex components can be offloaded to a remote computing node.

Hosting web services requires a WS execution environment (WSEE). If the CPU time required by a WSEE is denoted by \( T_{\text{WSEE}} \), the CPU time required by a WS application itself by \( T_{\text{AP}} \) and the network and queuing delay by \( T_{\text{ND}} \), then the overall response time \( R \) can be computed by the following equation

\[
R \approx T_{\text{WSEE}} + T_{\text{AP}} + T_{\text{ND}} \quad 4-1
\]

\( T_{\text{WSEE}} \) includes the CPU time spent on sending and receiving SOAP messages and executing WS protocols. If a WS application can be partitioned into ‘n’ components where \( T_{P1}, T_{P2}, T_{P3} \ldots T_{Pn} \) are the CPU times required by each component, then the total CPU time required by the WS application will be

\[
T_{\text{AP}} = T_{P1} + T_{P2} + T_{P3} + \ldots + T_{Pn} = \sum_{i=1}^{n} T_{Pi} \quad 4-2
\]

Equation 4-2 only considers CPU time of a WS application while running all partitions sequentially on a single node. If we group WS partitions into two sets: one set for partitions that are to be executed on a mobile device and the other set for offloaded partitions that are to be executed on a remote node, then equation 4-2 can be written

\[
T_{\text{AP}} = \sum_{i=1}^{m} T_{Pi} + \sum_{j=m+1}^{n} T'_{Pj} \quad 4-3
\]

where \( i = 1, 2 \ldots m \) are partitions executed locally on a mobile node and \( j = m+1, m+2, \ldots n \) are the partitions that are to be executed remotely. Running mobile WS partitions on multiple nodes adds two overheads: the overhead corresponding to the CPU time required for coordination of different WS partitions and the overhead
corresponding to the CPU time required for exchange of application data between the
different WS partitions. If we denote the two overheads by \( \delta_{\text{coord}} \) and \( \delta_{\text{comm}} \)
respectively, then equation 4-3 can be rewritten as

\[
T_{AP} = \delta_{\text{coord}} + \delta_{\text{comm}} + \sum_{i=1}^{m} T_{Pi} + \sum_{j=m+1}^{n} T'_{Pj}
\] 4-4

The overall response time of a WS application can be computed by combining
equations (4-1) and (4-4)

\[
R \equiv T_{\text{WSEE}} + T_{\text{ND}} + \delta_{\text{coord}} + \delta_{\text{comm}} + \sum_{i=1}^{m} T_{Pi} + \sum_{j=m+1}^{n} T'_{Pj}
\] 4-5

Equation (4-5) gives an estimation of the time required to execute a WS that is
partitioned across two sets. Note that in this research, the executions of partitions on a
mobile node and on a remote node are not concurrent.

In this chapter, an analysis of deploying of the offloaded WS partitions using three
types of partitioning frameworks is presented. The first framework uses an
intermediate node to intercept the requests (from a WS client to a mobile device) and
processes it partly before forwarding it to the WS provider running on the mobile
device. The second framework is based on a backend node for execution of offloaded
parts of an application. The backend node is used to execute offloaded partitions of an
application on request for the WS provider (mobile node) and send the result back to
the WS provider that uses it to satisfy the client request. These two frameworks have
been used by different researchers (see [Cha02], [Mes02], [Ou07], [Sri07-1] and
[Sri07-2] for example) for offloading partitions of conventional applications to
additional nodes but none of the existing research has investigated their effectiveness
in the context of mobile WSs. The third framework uses a forwarding node. The
forwarding node is used to execute offloaded partitions of an application, aggregate
overall results and forward the response to the WS client instead of sending the result
back the mobile device. The implementation of the prototypes for each of the framework is based on Java Standard Edition (Java SE) and Java Micro Edition (Java ME). A detailed description is provided in the next section.

4.2 Mobile WS Partitioning Frameworks

WS partitioning can be achieved with a backend or an intermediate node. An important objective of application partitioning is that the partitioning of the WS should be transparent to the WS client and the execution of the partitioned application is experienced as if it were running on a single node. In this section, a brief discussion of the three proposed partitioning frameworks for mobile web services is presented. It is important to note that for all the frameworks discussed next, the same WSEE is deployed on all types of nodes (mobile node or the intermediate or the backend node). Different partitions of sample web services are executed on different nodes.

The proposed frameworks can handle both wireless and wired WS clients. Only wired devices are used in the experiments reported in Section 4.6. Since the delay between the client and a framework is expected to be the same for all the three frameworks, the performance ranking of the different frameworks on systems with wireless clients is expected to remain the same as that reported in this thesis.

4.2.1 Intermediate Node based Framework

For an intermediate node based framework (referred to as intermediate framework), an intermediate node on a wired network works both as a service proxy and as a surrogate node. In the context of the work presented in this thesis, a surrogate node is the one that performs execution of code on behalf of another node. For the client, a
service seems to be hosted on the intermediate node. A high level overview of this framework is shown in Figure 4-1.

WS clients send their requests to the intermediate node. On receiving the WS requests, the intermediate node parses the parameters (if any) and executes one or more partitions of a WS application locally and offload execution of the other parts of the application to a mobile node through a wireless network. The execution of a part or parts of a WS application locally or on a mobile device is based on a partitioning plan. A workflow language such as Business Process Execution Language (BPEL) [BPE03] can be used to define the order of execution of the different partitions.

In addition to coordinating the execution of the different partitions of a WS application, the intermediate node is also responsible for aggregating results (a final response) and sending it to the WS client. The total number of messages exchanged among the three nodes (the WS client, the intermediate node and the WS provider) is four (see Figure 4-1).

Figure 4-1: The intermediate framework for WS partitioning

With this framework, majority of the WSEE components can be run on a powerful intermediate node. By analyzing equation (4-5) in reference to this framework, $T_{WSEE}$
is expected to be lower in comparison to a situation in which the WS is fully hosted on a resource constrained mobile node. Since the coordination of the different partitions of the WS application is also performed on the intermediate node, $\delta_{\text{coord}}$ is expected to be lower in comparison to a situation in which the coordination is performed on a mobile node.

The use of an intermediate node as a service proxy ensures availability of the service all the time in comparison to hosting the service directly on a mobile device. This is because mobile devices occasionally drop connections or may not be accessible when they are operating in an area with non-existent or weak wireless signals. The processing of SOAP/XML to support different complex WS standards can be performed on the intermediate node, thus reducing the resource requirements of the mobile device. This framework is suitable for design time application partitioning strategies. This is because WS requests are received directly by the intermediate node and the responsibilities of the intermediate node need to be determined in advance. In this framework, the control of the execution flow for the WS application is delegated to the intermediate node. The mobile device owner, however, has to trust the intermediate node for the exchange of the application data. The applications that involve exchange of personal data or require access to local resources of the mobile devices more often are not good candidates for using this partitioning framework.

4.2.2 Backend Node based Framework

A backend node based framework (referred to as a backend framework) does not involve any intermediate node between a WS client and a WS provider. Instead, a WS client request is directly received by a resource constrained mobile device. The interactions of the different components in this framework are shown in Figure 4-2.
On receiving a WS request, a WS application on the mobile device runs a set of the partitions of the requested WS locally as determined by the execution plan and then offloads the execution of the rest of the WS application to the backend node. As shown in Figure 4-2, it is the responsibility of the mobile device to collect the results from the remote WS partitions running on the backend node, aggregate the results and send the final response back to the WS client. As shown in Figure 4-2, the total number of messages exchanged between the three nodes is four.

Figure 4-2: The backend framework for WS partitioning

The mobile devices typically come with CPUs that have a very limited processing power. Since the mobile device itself is responsible for receiving the WS requests directly, executing a number of the WSEE components locally, coordinating the executing of the different WS partitions and supporting the exchange of data among different WS partitions, the values of $T_{WSEE}$, $\delta_{coord}$ and $\delta_{comm}$ are expected to be higher for this framework in comparison to the intermediate framework. The factor that can contribute to improve the performance of this framework is the large value of $\sum_{i=1}^{n} T_{pi} - (\sum_{i=1}^{m} T_{pi} + \sum_{j=m+1}^{n} T'_{pj})$. It can be achieved either by using a powerful
backend node (that will lower the value of $\sum_{j=m+1}^{k} T_{pj}$) or when more parts of the WS application can be offloaded to the backend node.

Regardless of its performance, this framework is suitable for WS applications that require the control of the application to be on the mobile device. Since the WS requests are received directly by the mobile device, this framework can be used either with a design time partitioning or with a runtime application partitioning approach.

4.2.3 Forwarding Node based Framework

The objective of this framework is to alleviate the drawbacks of obtaining the results from the backend node and then forwarding them (after combining the results of a local execution if any) to the WS client. In this forwarding node based framework (referred to as the forwarding framework), local partitions are executed on the mobile device first and then the results are forwarded to a backend surrogate node that executes the remaining partitions. The responsibility of sending the final WS response to a WS client is delegated to the forwarding node as well. A high level description of the interaction of the different components of this framework is presented in Figure 4-3.

In comparison to the backend framework, this framework is expected to experience a lower overhead corresponding to the coordination of the execution of different WS partitions ($\delta_{\text{coord}}$) and the exchange and processing of the data between the mobile node and the backend node ($\delta_{\text{comm}}$). It is because the task of collecting the results from the backend node is eliminated and a lower number of messages are exchanged between the three nodes.

A major difference between this framework and the previously discussed frameworks is that the total number of messages exchanged between the three nodes
is only three. The forwarding framework allows applications to keep the control of application flow on the mobile device and reduces overheads by delegating the task of aggregating results and sending the consolidated response back to the WS client to the backend node. This framework is suitable only for such applications in which WS partition on the mobile device is to be executed first.

![Diagram of forwarding framework](image)

**Figure 4-3: The forwarding framework for WS partitioning**

A prototype of each of the three frameworks is implemented and an in-depth analysis of their performances is performed. The design and implementation of the prototypes are presented in Section 4.3 while a discussion of their performance is covered in the following sections. Note that in case of the forwarding framework, the mobile device (WS provider) also forwards the IP address and the TCP port number on which the WS client is waiting for a response from the forwarding backend node.

### 4.3 System Design and Prototype Implementation

To analyze the performance of the three partitioning frameworks discussed in the previous section, a prototype of each of the frameworks using a lightweight WS
execution environment for hosting the different partitions of a WS application is built. To coordinate the execution of the different partitions of the WS application that are to be executed on multiple nodes, a partition coordination subsystem is introduced. A high level overview of the system that includes a WSEE and a partition coordination subsystem is captured in Figure 4-4. The different components of Figure 4-4 are discussed next.

Figure 4-4: High level architecture of the system for hosting of partitioned mobile web services
4.3.1 Web Service Execution Environment

Since this work is focused on the investigation of WS partitioning, the lightweight WSEE is used for handling of WS requests and WS responses. The same lightweight WSEE is used on the intermediate/backend node and on the mobile node for the three partitioning frameworks described in the last section. The functional details of the components of the lightweight WSEE were presented in Section 3.2. The partitioned coordination systems subsystem is described next.

4.3.2 Partition Coordination Subsystem

The partition coordination subsystem is responsible for coordinating the execution of the different partitions of a WS application. For a performance analysis of the three partitioning frameworks, a design time WS application partitioning strategy is used. The design time partitioning strategy is simple to implement for all the three partitioning frameworks and is useful for studying the effect of different workload and system parameters on the overall system performance. In the design time partitioning strategy, the partitioning plan that describes which partitions to run locally on a mobile device and which partitions to execute remotely is provided through an XML document for every deployed WS. At the time of starting the WSEE, the partitioning plan for every deployed WS is loaded into the system memory of each node. For each implementation of the three frameworks, the partition coordination subsystem is deployed on the intermediate node (for the intermediate framework) or on the mobile device node (for the backend and the forwarding frameworks). The WS partitions on remote nodes are deployed as child web services. The WS partitions deployed on a local node are invoked directly. The different components of the partitioning coordination subsystem are shown in Figure 4-5.
The WS partition manager is a key component of the partition coordination subsystem. It is an entry point for a WS and it facilitates the execution of the local partition(s) and the remote partition(s) according to the WS partitioning plan. The remote partition handler is responsible for communicating with the remote node (the mobile node in case of the intermediate framework or the backend node in case of the backend and the forwarding frameworks) for execution of the offloaded WS partitions.

A WS can also be partitioned into more than two components. This type of partitioning is only useful when offloaded partitions are targeted to run on multiple remote computing nodes. Since the partitioning frameworks discussed in Section 4.2 use only one remote computing node, only two partitions are considered: P1 and P2 (P1 running on a mobile device and P2 running on a surrogate node (the intermediate node or the backend node). For a system with two partitions, equation (4-5) reduces to

\[ R \approx T_{wsee} + T_{ND} + \delta_{coord} + \delta_{comm} + T_{P1} + T'_{P2} \]

\[ 4-6 \]
4.4 Sample Web Services and Experimental Setup

For experimental analysis, prototypes for the three partitioning frameworks are implemented. The WSEE used (the lightweight WSEE) for all the three frameworks is the same. The sample web services used are described next.

4.4.1 Sample Web Services

The four web services experimented with are Image WS, Tracking WS, NavigateMe WS, and π Calculator WS. The details of these web services are presented next.

4.4.1.1 Image WS

Image WS involves search to a local database of images, a resource demanding algorithm for resizing of a selected image and exchange of a large volume of data across the three nodes. This service fetches image data (may be resized) from a mobile device based on a set of input parameters: location and image size. A detailed description of this service is presented in Section 3.4.1.1.

4.4.1.2 Tracking WS

Tracking WS involves access to a local hardware resource for retrieval of GPS coordinates and querying of a database of considerable size. Tracking WS does not involve a large data exchange across the three nodes. A detailed description of this service is presented in Section 3.4.1.2.

4.4.1.3 NavigateMe WS

This WS is very similar to Tracking WS and provides directions for reaching the mobile device owner to the WS client. Such a WS is useful for WS clients with no GPS facility and hence no maps are available on their devices. The WS client can provide its location in terms of a nearby point of interest (POI) as an input parameter.
For the evaluation of this WS, grid maps of two different sizes (20x20 and 40x40) are used. For an AxA grid map, A^2 points of interest (POIs) are connected in a grid form. Such a grid map can model a neighborhood of interest in a city. Although a simple model is used, the lack of details is not expected to affect the relative performance of partitioning frameworks. This WS is chosen because, unlike Tracking WS, it can give rise to different execution times and different volumes of output data in multiple invocations.

The distances between the connected POIs are assigned using a uniform random number generator. The lower and upper bounds used for the uniform random number are 20 units and 100 units respectively. Note that the relative performances of the partitioning frameworks are not expected to be dependent on the specific values of the upper and lower bounds and the type of unit used.

This WS has four key components: GetSrcCoordinates, GetDestCoordinates, FindDirections and PackData. GetSrcCoordinates is used to get the input parameter and translate it to a closest point of interest on the grid map. GetDestCoordinate fetches the GPS coordinates of the destination device and maps them to the nearest POI on the grid map. FindDirections applies Dijkstra’s algorithm for finding the shortest path from the source POI to the destination POI. The Dijkstra algorithm is chosen for this experimentation because of its wide use in the determination of the shortest path between two nodes. Once the shortest path is determined, the directions to reach the destination are serialized by PackData in a response message which is sent to the WS client. Since the WS is invoked with different input parameters, different execution times and different volumes of output data are produced in each invocation.
4.4.1.4 π Calculator WS

A brief discussion of π Calculator WS is presented in Section 3.4.1.3. The calculation of π is used for a detailed analysis of the three partitioning frameworks because its computation is easy to partition and its computational intensity can be varied conveniently for performance analysis. This is appropriate for the nature of the research presented in this chapter that focuses on the relative performances of the three partitioning frameworks.

The value of π is calculated using Gregory-Leibniz series [Wel86]

\[
\pi = 4 \times \sum_{r=1}^{\infty} \frac{(-1)^{r+1}}{2r-1}
\]

The accuracy of π depends on the number of terms used in the summation of the series. More the number of terms used, the more accurate is the value of π. The two input parameters of this WS that are varied to study the performance of the three partitioning frameworks are described next.

**Computational Intensity (N):**

The number of terms (N) used to calculate π represents computational intensity. The mean value of N is varied from 10, 100, 1000, 10000 and 100000.

Different values of N in experiments are used to vary the computational intensity of this sample WS. A random number of terms is used in the computation of π in a single experiment. The Gaussian random number is generated using the value of N as a mean value and 0.1*N as its standard deviation. Using a Gaussian distribution instead of a fixed value of N introduces randomness in the computation intensity used in the experiments. The nature of the distribution used is not expected to change the relative performance of the frameworks presented in this chapter. The partitioning of
π Calculator WS is achieved by splitting the calculation of term \((-1)^{r+1}/(2r-1)\) across two or more nodes.

**Offloaded Partition Size (O):**

It represents the part of the WS application (in terms of the number of terms used for calculation of π) that is offloaded from a mobile device to a remote surrogate (intermediate or backend) node for execution. For example, if the total number of terms to be used for calculation of π is N and the value of offloaded partition size (O) is X, then the computation of \(N \times X/100\) terms is offloaded to a remote surrogate node and the computation of remaining \((N - N \times X/100)\) terms is performed on the mobile device. This parameter is varied from 0% (no partitioning), 5%, 25%, 50%, 75% and 95%.

In addition to these two parameters, the size of the data exchanged between the two partitions of this sample WS is also varied. The impact of operating the mobile device at two different processing speeds (208 MHz and 624 MHz) is also investigated.

**4.5 Experimental Setup**

The WS client programs used to invoke the sample web services are written in standard Java. The WS clients are run on a desktop machine (running Windows XP) equipped with 1 GB of RAM and an Intel Core 2 processor with a speed of 2.4 GHz. The intermediate/ backend node is a desktop computer equipped with a Quad Core 2 processor that is running under Ubuntu 7.1 (Linux) operating system. Its CPU speed is 2.4 GHz and 2GB of RAM is available on this node. A Dell Axim x51v PDA is used as the mobile device. The PDA used as the mobile device has an Intel XScale ARM processor (PXA270) that can be run at multiple speeds (208 MHz, 520 MHz and 624 MHz). The PDA used is equipped with a RAM of 64 MB and is running
under Windows Mobile 5.0 operating system. The Java ME environment (J9) available on the PDA is a Java Virtual Machine (JVM) provided by IBM for Java ME CDC devices. The client machine and the intermediate/backend node communicate with the mobile node (PDA) using a wireless local area network. The Axim PDA is equipped with wireless adaptors that use the IEEE 802.11-b standard.

4.5.1 Workload and System Parameters

To analyze the performance of the three WS partitioning frameworks, the following workload and system parameters are varied.

4.5.1.1 WS Complexity:

Performance of the partitioned WSEE is observed by invoking different sample WSs that are discusses earlier. Note that the sample WSs are characterized by different levels of computational complexity. In addition to that, each sample WS is invoked using different values of input parameters that vary the computational complexity of the sample WSs. For example, the $\pi$ calculator service can be invoked using different values of number of terms ($N$) (for calculation of $\pi$).

4.5.1.2 Concurrent WS Clients ($C$):

The number of WS clients invoking the sample web services at the same time can be varied to investigate the scalability of the system.

4.5.1.3 Mobile Device Speed ($\omega$):

The experiments are run on real handheld devices of different processing speeds. The Dell Axim PDA device used in our experiments can be run with different processing speeds.
4.5.2 Performance Metrics

The main performance metric of interest is the mean response time \( R \). Response time is defined as the difference between the time when a WS response is received by the WS client and the time when the WS client sends the corresponding SOAP message request to a WS provider.

4.6 Experimental Results

A number of experiments are carried out to investigate the performance of the three partitioning frameworks. These are listed next.

- In the first set of experiment, Image WS is used as a sample WS for performance comparison of the three partitioning frameworks.
- In the second set of experiments, Tracking WS is used.
- A performance analysis of an algorithm for finding the shortest path between two points of interest is presented in the third set of experiments. In the third set of experiments, NaviageMe WS is used as a sample WS.
- A more detailed performance analysis of the three partitioning frameworks is performed using \( \pi \) Calculator WS. \( \pi \) Calculator WS is used for a detailed analysis of the three partitioning frameworks because of the flexibility it provides for varying its computational intensity. Such a WS providing the facility for varying CPU execution time, an important parameter in our experiments, is appropriate for the nature of the research presented in this chapter.

The performance results are presented in the form of graphs. One parameter is changed at a time and is shown on the horizontal axis of each graph. The fixed factors
of each experiment are shown in the caption of each figure. In all the experiments, only one type of a WS partitioning plan is used at a time. A closed system model is used for all the experiments. Each client operates cyclically and sends one request at a time. As soon as the response is received, the client repeats the cycle.

For the results presented in this chapter, each client generates 10000 requests. So, for an experiment with 12 concurrent WS clients, for example, the response time is calculated by taking the mean of response times of 120,000 requests. Each experiment is repeated 15-30 times to obtain sufficiently small confidence intervals for the mean values. For the experimental results presented next, confidence intervals of ±5% (or less) for mean response time were obtained at a confidence level of 95%.

4.6.1 Performance Comparison of the Three Frameworks using Image WS

For this experiment, Image WS is partitioned into two partitions using the design time application partitioning. The SearchImage component is executed on the mobile node while the executions of the other two components (ResizeImage and PackData) are offloaded to a remote surrogate node (the intermediate or the backend node). The rationale for this design time partitioning is to keep the execution of components that have dependencies on local resources on the mobile device and offload the execution of components that have significant resource requirements to a remote surrogate node.

The workload and system parameters for this set of experiments are presented in Table 4-1. For this experiment, 100 images of size 1600x1200 (in pixels) are stored on the mobile device. The values used for the image size parameter of Image WS are 800x600 and 640x480. The mean response time is measured by invoking the WS with one, six and twelve WS clients. The results are shown in Figure 4-6 and the bars in the set of bars for each value of C are presented in the following sequence. The first
bar corresponds to no partitioning case, the second bar to the intermediate framework, the third bar to the backend framework and the fourth bar to the forwarding framework. The image to be processed is selected randomly using a uniform distribution. A similar trend in relative performances of the three partitioning frameworks is observed for the two values of the image size parameter.

Table 4-1: Workload and system parameters for performance comparison of the three frameworks using Image WS

<table>
<thead>
<tr>
<th>Number of WS clients</th>
<th>1, 6, 12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image Sizes</td>
<td>800x600 and 640x480</td>
</tr>
<tr>
<td>Number of Images used</td>
<td>100</td>
</tr>
<tr>
<td>Mobile Device Speed</td>
<td>624 MHz</td>
</tr>
</tbody>
</table>

The forwarding framework exhibits a slightly better performance in comparison to the intermediate framework especially when six and twelve WS clients are used. Note that the performance of the forwarding and the intermediate node frameworks is observed to be superior to the performance of the backend framework. The performance of the backend framework is observed to be marginally better than the no partitioning case when Image WS is invoked with only one WS client. But it is interesting to note that its relative performance improves considerably when Image WS is invoked for more than one WS client (six and twelve WS clients in this experiment). This is because the increase in mobile resource contention for higher number of concurrent clients offsets the large overheads of executing a partition on a backend node.
Figure 4-6: Performance comparison of the three partitioning frameworks when the mobile device is operated at 624 MHz and (a) image size = 800x600 (b) image size = 640x480
4.6.2 Performance Comparison of the Three Frameworks using Tracking WS

Image WS involves a significant amount of data exchange. The forwarding framework uses the lowest number of messages (three) exchanged between the three nodes, thus resulting in small network delays in comparison to the intermediate framework which leads to four message exchanges between the three nodes.

For this experiment, Tracking WS is partitioned into two partitions. The components (GetCoordinate, for example) with dependencies on local resources of a mobile device are put in one partition. The rest of the components (GetLocDetail and PackData) are grouped in another partition and are executed on a remote surrogate node (the intermediate or the backend node). The mean response time is measured by invoking the WS with one, six and twelve WS clients. The results are shown in Figure 4-7 and the bars in the set of bars for each value of C are presented in the following sequence.

![Figure 4-7: Performance comparison of the three partitioning frameworks when the mobile device is operated at 624 MHz and Tracking WS is invoked](image-url)
It is interesting to note that the relative performance of the three partitioning frameworks is the same as observed for Image WS. Once again, the performance of the forwarding and the intermediate node framework is significantly superior to the performance of the backend framework. The performance of the backend framework is observed to be slightly better than the no partitioning case when Tracking WS is invoked by six and twelve WS clients. As discussed in Section 4.2.2, the mobile node in the backend framework is responsible for handing the message exchanges with WS clients and also coordinating execution of the different components of a partition. This results in a poor performance exhibited by the backend framework in comparison to the other partitioning frameworks. When a higher number of WS clients is used, the overheads accrued due to handing of message exchanges and the coordination of WS partitions are compensated by the offloading executions of more partitions and thus resulting in a slightly better performance than the no partitioning case.

4.6.3 Performance Comparison of the Three Frameworks using NavigateMe WS

For this set of experiment, NavigateMe WS is partitioned into two partitions. The components (GetSrcCoordinates and GetDestCoordinates, for example) with dependencies on local resources of a mobile device are put in one partition. Rests of the components (FindDirections and PackData) are grouped into another partition that is executed on a remote surrogate node (the intermediate or the backend node).

The map data is assumed to be available on all nodes except the WS client device. The mean response time is measured using grid maps of sizes 20x20 and 40x40. The number of concurrent WS clients used is one, six and twelve. The results are shown in Figure 4-8.
Figure 4-8: Performance comparison of the three partitioning frameworks when the mobile device is operated at 624 MHz and NavigateMe WS is invoked for (a) a 20x20 grid map (b) a 40x40 grid map

The relative performance of the three partitioning frameworks for this WS application is similar to that observed for Tracking WS. The performance of the intermediate and forwarding frameworks is superior to the backend framework. The
intermediate framework is observed to demonstrate the best performance because a powerful computing node (the intermediate node) is responsible for execution of the resource demanding components and coordination of the WS partitions. The backend framework is observed to perform better than the no partitioning case.

The experimental results presented in Figure 4-7 and Figure 4-8 show that for WSs that require a large exchange of data such as Image WS, the forwarding framework exhibits a better performance over the other frameworks (see Figure 4-6). For the other sample WSs that demand minimal data exchange, the intermediate framework exhibits the best performance (see Figure 4-7 and Figure 4-8).

4.6.4 Performance Comparison of the Three Frameworks using \( \pi \) Calculator WS

For a detailed analysis of system performance, the \( \pi \) Calculator WS is used. A number of experiments are performed with \( \pi \) Calculator WS and are described next. In the first experiment, different overheads are measured for the three partitioning frameworks. In the second experiment, the performances of the three partitioning frameworks are compared for different values of computational intensity (\( N \)) of the sample WS using a single WS client at a time. In the third experiment, the scalability of the three partitioning frameworks is analyzed by increasing the number of concurrent WS clients (\( C \)) for different values of \( N \). In the fourth experiment, the effect of data size on the performance of the three partitioning frameworks is investigated. Note that the artificial data used in the fourth experiment, in addition to the name and parameters of the method in a WS partition, do not have any semantic value but are used to increase the size of the data exchanged. In all the other experiments, the artificial data is not required. In the fifth experiment, the effect of the
overheads of the WSEE is investigated by using an additional WS security standard for verifying and signing the body of the SOAP messages. In the sixth experiment, the mobile device is operated at multiple speeds to evaluate the significance of partitioning frameworks for devices with limited processing speeds. In any experiment, only one parameter is varied at a time. The workload and system parameters that are varied are presented in Table 4-2.

Table 4-2: Workload and system parameters for performance comparison of the three frameworks using π Calculator WS

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value 1</th>
<th>Value 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of WS clients</td>
<td>1, 6, 12</td>
<td>1</td>
</tr>
<tr>
<td>Computational Intensity (N)</td>
<td>10 - 1000000</td>
<td>1000, 100000</td>
</tr>
<tr>
<td>Offloaded Partition Size (O)</td>
<td>0-95%</td>
<td>50%</td>
</tr>
<tr>
<td>Mobile Device Speed</td>
<td>208 MHz, 624 MHz</td>
<td>624 MHz</td>
</tr>
</tbody>
</table>

In one experiment, only one of the parameters is varied at one time. All other parameters used in the experiment are set to their default values. The number of clients (C) is varied from one to twelve. The computational intensity for π Calculator WS is varied from 10 to 1000000. Two default values are listed in Table 4-2 because two sets of experiments, one with N = 1000 and the other with N = 100000, are performed. The offloaded partition size (O) is varied from 0 to 95% with a default value of 50%. The mobile device is operated at two processing speeds: 208 MHz and 624 MHz. 624 MHz is used as a default speed.
4.6.4.1 Overheads of the Partitioning Frameworks

In this experiment, the three partitioning frameworks are analyzed by measuring the processing time of the two components of the sample WS ($T_{P1}$ and $T_{P2}$), execution times of the WSEE ($T_{WSEE}$) and the CPU times corresponding to the overheads $\delta_{coord}$ and $\delta_{comm}$. For this experiment, two values of computational intensity ($N = 1000$ and $N = 100000$) are used. The offloaded partition size of the sample WS, $O$, is set to 50%. The experiment is carried out using a single WS client and the experimental results are summarized in Table 4-3.

The results are observed to be in accordance with equation (4-5) and (4-6). Note that the mean response time observed is approximately equal to the sum of $T_{P1}$, $T_{P2}$, $T_{WSEE}$, $\delta_{coord}$ and $\delta_{comm}$. $\delta_{coord}$ and $\delta_{comm}$ are observed to be higher for the backend framework in comparison to the other two frameworks. It is because the resource constrained mobile device itself is responsible for receiving the WS requests, executing a number of the WSEE components locally, coordinating the execution of the different WS partitions and supporting the exchange of data among different WS partitions. As a result, the mean response time for the backend framework is substantially higher than the two other frameworks. It is also interesting to note that $\delta_{comm}$ is the smallest for the forwarding framework. This may be because of the lower number of messages exchanged between different nodes for this framework.

The mean response times for the intermediate and the forwarding framework are close to each other. The execution times of the partitioned applications ($P_1$ and $P_2$) are nearly the same (see Table 1) because for each framework the two partitions are run on the same mobile node and the same surrogate node (the intermediate or the forwarding node). The overheads due to WSEE ($T_{WSEE}$) is observed to be lower for
the intermediate framework. This is because most of the SOAP/XML processing is performed on a powerful intermediate node. The overhead corresponding to data exchange ($\delta_{\text{comm}}$) is observed to be lower for the forwarding framework because only three messages are exchanged for each invocation in comparison to the four messages exchanged for the intermediate framework. The benefit of a lower $T_{\text{WE}}$ overhead for the intermediate framework seems to be compensated by a higher communication overhead ($\delta_{\text{comm}}$). Overall, the performance of the intermediate framework turns out to be slightly superior to that of the forwarding framework.

Table 4-3: Mean response time (msec) for requests and the mean CPU time (msec) for overheads

<table>
<thead>
<tr>
<th>Framework</th>
<th>Mean Response Time</th>
<th>Mean CPU Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intermediate Framework</td>
<td>346.7</td>
<td>54.4</td>
</tr>
<tr>
<td></td>
<td>18.3</td>
<td>101.3</td>
</tr>
<tr>
<td></td>
<td>29.1</td>
<td>138.9</td>
</tr>
<tr>
<td>Backend Framework</td>
<td>854.1</td>
<td>89.3</td>
</tr>
<tr>
<td></td>
<td>21.1</td>
<td>219.4</td>
</tr>
<tr>
<td></td>
<td>104.5</td>
<td>405.8</td>
</tr>
<tr>
<td>Forwarding Framework</td>
<td>359.2</td>
<td>52.1</td>
</tr>
<tr>
<td></td>
<td>17.4</td>
<td>153.2</td>
</tr>
<tr>
<td></td>
<td>42.3</td>
<td>86.5</td>
</tr>
</tbody>
</table>

4.6.4.2 Performance of Partitioning Frameworks with a Single WS Client

For this experiment, a single WS client is used to generate WS requests. N is varied from 10 to 100000. Values of O are varied from 0 to 95%. Various combinations of these two parameters for the three partitioning frameworks were experimented with and the results are presented in Figure 4-9 (using the intermediate framework), Figure 4-10 (using the backend framework) and Figure 4-11 (using the forwarding framework). The five vertical bars in Figure 4-9 to Figure 4-11 correspond to different values of O (shown as legends at bottom of each graph). In all the graphs of Figure
4-9 to Figure 4-11, the first set of bars (O = 0%) represents the no partitioning case and all the computation is done on the mobile device. The bars in the set of bars for each value of N are presented in the following sequence. The first bar corresponds to O = 0%, the second bar to O = 10%, the third bar to O = 25%, the fourth bar to O = 50%, fifth bar to O = 75% and sixth bar to O = 95%.

Figure 4-9 shows the mean response time for different values of O and N for the intermediate framework. As the value of O is increased, the mean response time is reduced. As more components of the sample WS application are offloaded to an intermediate node, a lower time is required to process the WS request resulting in a reduced response time. As the value of N is increased, the mean response time for invoking the WS is increased. This is because higher values of N imply more computation. It is important to note that for higher values of N, the mean response time decreases significantly as the value of O is increased beyond 25% (see set of bars for N = 10000 and N = 100000 in Figure 4-9). Note that performance of the intermediate framework using partitioning is degraded in comparison to the no partitioning case when the value of O = 5% and N ≤100. This is because a very small part of the WS application is offloaded to an intermediate node and the overheads of executing the partitioned WS application seems to be significant in comparison to the benefit achieved with partitioning.

Figure 4-10 shows that the performance of the backend framework is poor in comparison to the no partitioning situation for lower values of N (N < 1000) and when the offloaded partition size is less than 50% (O < 50%). This is because the size of the offloaded partition is not large enough to offset the overheads that accrued because of handling of exchange of WS messages and coordination of WS partitions.
on the mobile node. For $\pi$ Calculator WS with value of $N$ greater than 1000 ($N = 10000$ and $N = 100000$ in Figure 4-10), the backend framework with partitioning exhibits a better performance in comparison to the no partitioning situation when the value of $O$ is increased to 50% or more.

![Figure 4-9: Response time for invoking the sample $\pi$ Calculator WS with mobile device operated at 624 MHz and using an intermediate framework](image)

The forwarding framework (see Figure 4-11) exhibits a performance degradation in comparison to the no partitioning case when $O \leq 25\%$ and $N < 1000$. This is again because a small part of the WS is executed on a backend node and the performance benefit due to offloading a part of the WS is not high enough to offset the overheads of partitioning. But as $O$ is increased beyond 25%, the mean response time is decreased significantly and a performance improvement over the no partitioning situation is observed.
Figure 4-10: Response time for invoking the sample $\pi$ Calculator WS with mobile device operated at 624 MHz and using a backend framework.

Figure 4-11: Response time for invoking the sample $\pi$ Calculator WS with mobile device operated at 624 MHz and using a forwarding framework.
In general, for lower values of computational intensity (10 and 100), there is hardly any improvement observed in performance for π Calculator WS unless a very large size of partition (O > 75%) is offloaded for execution. But for higher values of computation intensity (N > 1000), a significant performance improvement is observed especially when O ≥ 25%. This shows that WS partitioning is most effective for web services with a substantial execution time and when a significant part of the WS is offloaded to an intermediate or backend node.

Figure 4-12 presents a performance comparison of the three partitioning frameworks for the sample WS with computational intensity of N = 100000. Figure 4-12 displays a high performance degradation for the backend framework in comparison to the no partitioning situation when O ≤ 25%. The two other frameworks exhibit a much superior performance in comparison to the backend framework. The intermediate framework is the winner especially for lower values of O. The forwarding framework exhibits comparable performance with the intermediate framework for higher values of O (see the last set of bars in Figure 4-12).

4.6.4.3 Performance of Partitioning Frameworks with Multiple WS Clients

In this experiment π calculator WS is invoked by 6 and 12 concurrent clients. The value of O is varied from 0% to 95%. The experiment is repeated for N = 1000 and N = 100000. The results are presented in Figure 4-13 for N = 1000 and in Figure 4-14 for N = 100,000. The results are discussed with reference to the value of N and C. In all the graphs of Figure 4-13 and Figure 4-14, the bars in the set of bars for each value of O are presented in the following sequence. The first bar corresponds to the intermediate framework, the second bar to the backend framework and the third bar to the forwarding framework.
Figure 4-12: Performance comparison of the three partitioning frameworks when the mobile device is operated at 624 MHz and the sample π calculator WS (with N = 100000) is invoked by one WS client.

4.6.4.3.1 For N = 1000 and C = 6 (see Figure 4-13-a)

Figure 4-13-a shows that there is hardly any improvement in performance observed for the three partitioning frameworks in comparison to the no partitioning case when N = 1000 and the value of O ≤ 50%. In fact the performance of the backend framework is inferior to that of no partitioning case for O ≤ 50%. When the value of O is increased higher than 50%, the backend framework exhibits marginally better performance in comparison to the no partitioning case. The overheads associated with the backend framework are higher, thus it requires a significant part of application to be offloaded to a backend node to offset the overheads. The intermediate framework is the winner among the three frameworks followed by the forwarding framework.
4.6.4.3.2 For $N = 1000$ and $C = 12$ (see Figure 4-13-b)

The relative performance of the three partitioning frameworks is observed to be the same when twelve WS clients are used. Performance of the forwarding framework is close to the intermediate framework when $O \geq 75\%$. The backend framework demonstrates a better performance in comparison to the no partitioning case when the value of $O$ is used greater than 5%. The resource contention is expected to be high on the mobile node when a large number of WS clients is invoking the sample WS. Because of this increased resource contentions, the benefit of offloading a partition using the forwarding framework and the backend framework is large enough in comparison to the overheads associated with these frameworks. This results in improved performance of these two frameworks when such a large number (twelve clients in this case) of WS clients is used.

4.6.4.3.3 For $N = 100,000$ and $C = 6$ (see Figure 4-14-a)

For higher values of computational intensity (such as $N = 100000$) and with $O > 25\%$, a significant improvement is observed in performance for all the partitioning frameworks in comparison to the no partitioning case. For $O \leq 25\%$, the performance of the backend framework is inferior to that of the no partitioning case. The performance of the backend framework is never close to the performances of the other two partitioning frameworks that demonstrate a significantly higher performance for $O \geq 25\%$. The higher overheads contribute to the inferior performance of the backend framework in which the mobile node has to perform most of the WSEE processing, coordination of the different WS partitions and the exchange of data with remote WS partitions.
Figure 4-13: Performance comparison of the three partitioning frameworks when the mobile device is operated at 624 MHz and the sample π Calculator WS (with N = 1000) is invoked by a) six concurrent WS clients b) twelve concurrent WS clients
4.6.4.3.4 For N = 100,000 and C = 12 (see Figure 4-14-b)

A similar trend is observed in relative performance of the three partitioning frameworks with twelve WS clients. For \( O \geq 75\% \), the performance of the forwarding framework is observed to be marginally better than that of the intermediate framework. The performance of the backend framework is inferior in comparison to the other two frameworks.

It is interesting to note that the performances of the intermediate framework and the forwarding framework are very close to each other when \( O \geq 50\% \) even when multiple concurrent clients are active in the system. The rationale of this behavior is similar to that provided in Section 4.6.4.2.

4.6.4.4 Effect of the Size of Data Exchanged between WS Partitions

The effect of the size of data exchanged on the relative performance of the three partitioning frameworks is investigated by sending dummy data of different sizes between the two partitions. The size of artificial data used in this experiment is varied from 1 Kbyte to 100Kbytes (1KBytes, 5KBytes, 10KBytes, 25 Kbyte, 50Kbytes and 100 Kbytes). Such a range of data size is appropriate in the context of mobile web services that this thesis focuses on. For this experiment, two values of computational intensity (\( N = 1000 \) and \( N = 100000 \)) are used. The offloaded partition size (\( O \)) of the sample WS is set to 50%. The experiment is carried out using one, six and twelve concurrent WS clients. The experimental results with twelve concurrent WS clients are shown in Figure 4-15 (see Appendix A.1 and Appendix A.2 for experimental results achieved with one and six WS clients respectively).
Figure 4-14: Performance comparison of the three partitioning frameworks when the mobile device is operated at 624 MHz and the sample π WS (with N = 100000) is invoked by a) six concurrent WS clients b) twelve concurrent WS clients
Figure 4-15: The effect of the size of data exchanged between WS partitions on the performance of the three frameworks when the sample π Calculator WS with O = 50% is invoked by twelve concurrent WS clients (a) with N = 1000 (b) with N = 100000
The size of the data exchanged between the WS partitions does not seem to affect the relative performance of the three partitioning frameworks (see Figure 4-15). The mean response time for any given framework seems to vary sub-linearly with increase in size of the data exchanged between the WS partitions. The performance of the forwarding framework is superior to the intermediate framework for all the data sizes. It is because of the lower number of messages (three) exchanged between the three nodes. Once again, the backend framework displayed an inferior performance in comparison to the two other partitioning frameworks. A similar relative performance of the three frameworks is observed with one and six WS clients.

4.6.4.5 Effect of Using a WS Security Standard

To investigate the effect of a higher WSEE overhead on the performance of the different partitioning frameworks, an experiment is performed with a WSEE that supports a WS security standard as well. The WS security standard is used to verify the integrity of incoming SOAP messages using XML Signatures and also to sign the final WS response. As a result of these additional requirements, the WSEE overheads increase significantly.

For this experiment two values of computational intensity (N = 1000 and N = 100000) are used. The value of O is set to 50%. The experiment is carried out using one, six and twelve concurrent WS clients, but only the experimental results achieved with twelve concurrent WS clients are shown in Figure 4-16. A similar trend in response time has been observed for one and six concurrent WS clients (see Appendix A.3). In case of the forwarding framework, the integrity of the incoming request message is verified at the mobile node whereas the task of signing the outgoing WS response is performed at the forwarding node. It has been observed that the
performance of the backend framework (second set of bars in Figure 4-16) is significantly inferior to that achieved with the other partitioning frameworks. For \( N = 100,000 \), for example, the mean response time of the backend framework is 1.33 times that achieved with the intermediate framework and 1.4 times that achieved with the forwarding framework. It is because the entire code required for handling the WS security standard is executed on the mobile device. Thus, it consumes more resources of the mobile device and leads to a high response time.

![Graph showing performance comparison](image)

**Figure 4-16**: Effect of using WS security standard on the relative performance of the three partitioning frameworks when the mobile device is operated at 624 MHz and the sample \( \pi \) Calculator WS with \( O = 50\% \) is invoked by twelve concurrent WS clients.

In case of the intermediate framework, the entire code for handling the security WS standard is executed on a powerful intermediate node. The intermediate framework exhibits the best performance because the powerful intermediate node is responsible
for executing the entire code for handling the security WS standard, for handling all message exchanges with WS clients and for coordinating WS partitions. The performance of the forwarding framework is slightly inferior to the performance of the intermediate framework because the resource constrained mobile node is responsible for handling incoming messages from WS clients and partial coordination of partitions. Also, note that the forwarding framework executes only 50% of the code on the backend node for handling WS security in comparison to the intermediate framework that executes the entire code on the intermediate node for WS security.

4.6.4.6 Effect of the Speed of the Processing Resource

In this experiment, the Dell Axim PDA (mobile node) is operated at two different processor speeds: 624 MHz and 208 MHz. The experiment is performed with one, six and twelve WS clients and using different values of N (10 to 1000000). The experiment is repeated for different values of O (25%, 50% and 75%). As expected, with a CPU speed of 208 MHz, the mean response times for all the frameworks are increased. A similar trend is observed in the relative performance of the three frameworks as the value of O is increased, but it has been observed that there is very little or no improvement in performance when the sample WS with a lower computational requirements (for N < 10000) is invoked. Figure 4-17 displays the results achieved with N = 100000 and using one and twelve WS clients. A similar trend in relative performances of the three frameworks has been observed when six WS clients are used (see Appendix A.4).
Figure 4-17: Effect of CPU speed of the mobile device on relative performance of the three partitioning frameworks when the π Calculator WS (with N = 1000000) is invoked by a) one WS client b) twelve WS clients
Figure 4-17 captures the mean response time improvement when the offloaded part of the WS is varied from 25% to 75%. Once again, the results presented in Figure 4-17 show that the intermediate framework and the forwarding framework are superior in comparison to the backend framework. In case of slower processor speeds (208 MHz), another important observation is that the performance improvement, when O is increased from 25% to 50% and 50% to 75%, is far better in comparison to the performance improvement that is observed when O is varied from 25% to 50% and 50% to 75% using a processor speed of 624 MHz. This implies that although application partitioning can lead to a significant benefit for all devices, its importance is even higher for devices with lower speed processors.

4.7 Summary

In this chapter a forwarding framework for mobile WS partitioning is proposed and is compared with the two existing application partitioning frameworks. Based on prototyping and measurement, an in-depth analysis is performed to investigate the performance of the three partitioning frameworks for hosting web services on resource constrained mobile devices. Some of the WS partitions are run on the mobile device while the others are run on a more powerful computing node. The insights gained in to system behavior and performance are summarized.

- The intermediate and the forwarding frameworks lead to a significant performance improvement over an un-partitioned system. The performance improvement produced for the two frameworks is significant when
  - Used for compute intensive (resource demanding) applications
A reasonable size of the application (O = 25% or higher in case of experiments with π Calculator WS) is offloaded to a remote computing node.

- In most cases when one WS client is used, the performance of the backend framework is observed to be either very close to (for Image WS and Tracking WS) or inferior (for π Calculator WS) to that of an un-partitioned system for most values of O. It seems that the overheads of this framework often offset the performance gain achieved by offloading a part of the application to a backend node. This framework demonstrates a better performance than the no partitioning case when a very high value of O is used (O ≥ 75).

- Both the forwarding and the intermediate frameworks have shown performance close to each other. The intermediate framework seems to be a better choice for web services that require the WSEE to support extra WS standards such as the security standard. The rationale behind such a behavior is the execution of a larger component of the WSEE on the intermediate node.

- The forwarding framework also showed a good performance in most cases. The experimental results presented in Section 4.6.1 and Section 4.6.4.4 show that for high sizes of data exchanged, this framework performs the best producing a lower response time in comparison to the intermediate framework. This seems to be an effect of the lower number of messages exchanged in the forwarding framework, the impact of which becomes significant for higher sizes of data exchanged. The forwarding framework achieved a comparable performance to the intermediate framework without delegating the application control to the intermediate node.
• The performance improvement that accrues from WS partitioning is observed to be higher for devices with lower speed CPUs. This implies that WS partitioning is expected to be even more important with resource constrained inexpensive mobile devices with slower CPUs.
Chapter 5: Design Time WS Partitioning

Different techniques for hosting web services on a mobile device were discussed in Chapter 3 and Chapter 4. The main focus of these earlier chapters was to facilitate hosting of mobile web services and devising distributed web service execution environments. The remainder of this thesis focuses on devising algorithms for partitioning WS applications. This chapter presents an analysis of graph-partitioning based design time WS partitioning algorithms.

5.1 Overview

Hosting web services on wireless mobile devices can be simple or complex depending on the goals of a WS application. Some applications such as checking the availability of resources in a resource pool require only a few lines of programming. However in certain applications, such as image format conversion used in image processing applications (discussed in Section 4.4.1.1), a WS can be a complex process that can involve a number of software components and execute complex algorithms to achieve its goals. Invoking such a service for a number of times by multiple clients can lead to temporarily stopping the mobile device from performing its core functionalities such as voice services. The repeated invocation of such a resource demanding (WS) application increases the probability of the device going out of battery power more quickly.
To facilitate execution of such resource demanding applications on mobile devices, this thesis proposes to apply application partitioning for hosting WS applications effectively on mobile devices. WS application partitioning is performed to divide a WS application into multiple components so that computationally complex components can be offloaded to remote computing nodes. As already mentioned in Chapter 2, the existing application partitioning algorithms available in the literature are designed to partition large scientific applications into multiple partitions of similar size so that the partitions can be run in parallel. Little work has been done for partitioning of WS applications that have different constraints and objectives. For example, achieving partitions of the same size is not a key requirement in case of mobile WS applications. The objectives for WS partitioning include achieving a considerable size for the offloaded partitions with smaller communication costs.

For mobile WS application partitioning, two types of approaches have been investigated in the past. Some researchers have suggested the offloading of the entire application code ([Hem05], [Kim07], [Riv07]) to a remote computing node in a fixed infrastructure. Another approach available in the literature proposes to use the minimum cut (also known as MinCut) algorithm for partitioning the application if the application can be modelled as a graph ([Hun99], [Mes02]). A key concern in applying the MinCut algorithm for application partitioning is that it tends to partition the application in such a way that the communication costs between the application components are minimized. This may not always lead to an improvement in overall performance in a mobile device based system where reducing the resource demands on the mobile device that includes the lowering of its CPU load is a key concern.
In this thesis, two new design time graph-based partitioning algorithms are proposed: Maximum Offloading Minimum Cost (MOMC) and Cluster based Application Partitioning (CAP). The proposed algorithms can be used for mobile WS applications as well as for traditional mobile applications. The MOMC algorithm uses a global maxima approach for achieving the partitions for offloading while the CAP algorithm uses a local maxima approach for obtaining the partitions for offloading. The effectiveness of the proposed algorithms is analysed by comparing the performance of the partitioned systems achieved with the two proposed algorithms with the un-partitioned system and the partitioned systems achieved with the MinCut algorithm and the offloading entire application approach.

The intermediate framework and the forwarding framework exhibits the best performance among the three partitioning frameworks discussed in Chapter 4. For the WS partitioning analysis, however the backend framework is used because of the limitations of the intermediate framework and the backward framework. The intermediate framework is virtually same as hosting web service on an intermediate node. The forwarding framework is useful only when the mobile node completes its execution first and then forward execution of the rest of the application to the forwarding node. Moreover, the relative performance of the proposed WS partitioning techniques is not expected to be affected by the partitioning framework used.

5.2 Design Time WS Application Partitioning Guidelines

Before presenting algorithms for WS partitioning, it is important to describe the different factors that should be considered in devising these algorithms. These factors are presented next:

- Number of partitions a WS application can be divided into (n).
• Dependency of the WS application on the local resources.
• Frequency of communication between different components of a WS application.
• Resource limitations of handheld devices.
• Resource capabilities of remote computing node (S).

Based on these factors, a set of guidelines are proposed for partitioning of WS applications and are devised from basic principles underlying distributed computing. These guidelines are described next.

Web services hosted on handheld devices are expected to use local resources. Services can make local systems calls to achieve their goals. The first guideline suggests identifying the components of the application that make local system calls. The identified components can be put in a partition that is to be deployed on the handheld device. The part of the application that does not have dependency on local resources can be put in one or more partitions that can be deployed on one or more remote computing nodes.

For improving system performance, the communication between different partitions of a WS application should be minimized. The different partitions of a WS must be designed to reduce inter-partition communication. The second guideline suggests moving a component of a WS to a partition that is to be deployed on a remote computing node only if it does not demand a large amount of data transfer between the remote computing node and the mobile node.

5.3 Graph Terminologies

To understand the algorithms presented in Section 5.4 and Section 5.5, the necessary graph related terminology is introduced.
5.3.1 Graph

A graph is characterized by two finite sets V and E.

\[ G = (V, E) \]

Where

\[ V = \{V_1, V_2, V_3, \ldots, V_i\} \]

\[ E = \{E_1, E_2, E_3, \ldots, E_j\} \]

Note that \( i \) and \( j \) represents the total number of vertices and edges respectively.

The elements of V are called Vertices (or nodes) and the elements of E are called Edges [Gro06]. For this research, a WS application is assumed to be modeled as a directed graph \( G = (V, E) \) in which the vertices correspond to the different components of the WS application and the edges represent communication between the different WS application components. A number of techniques for constructing a graph model of an application is discussed in [Ou07] and [Wan08]. Further discussion of constructing a graph model of an application is beyond the scope of this thesis.

5.3.2 Edge Weight (\( W_E \)):

The edge weight (\( W_E \)) represents the communication cost between the two components (vertices connected by the edge) when they are executed on different computing nodes. In the context of the research presented in this thesis, the communication cost is the time (in time units) consumed to exchange data between one component of the application and another if they are being executed on different computing nodes. The communication cost between the two components deployed on the same computing node is negligible and is assumed to be zero in our analysis because the data is exchanged through a shared memory. When the components of an
application run on different computing nodes, a cost due to network delays is incurred during communication across two partitions running on different nodes.

5.3.3 Vertex Weight ($W_v$):

Weight of a vertex can be used to represent requirement of resources such as CPU time and memory by an application component. The prototype WS applications used for the experimental analysis do not require a great deal of memory. Thus, the memory requirements are not considered as a critical constraint in this thesis. For the analysis presented in this thesis, the weight of a vertex represents only the CPU time (in time units) required for execution of an application component. The effect of memory constraint on partitioning of large applications forms an interesting direction for future research.

5.3.4 Source Vertex

A source vertex $s \in V$ represents the entry point for an application. The weight of the source vertex ($s$) is set to zero and is not considered for offloading while applying the partitioning algorithms.

5.3.5 Vertex Distance

A vertex distance ($D$) is the least distance of a vertex $v \in V$ from the source vertex $s$. $D$ is measured as the least number of edges that need to be traversed to reach a vertex $v$ from the source vertex.

5.3.6 Graph Size ($D_{\text{max}}$)

Graph size is the maximum value of $D$ for any vertex, $v \in V$. 
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5.3.7 Edge Cut

An edge cut is defined as a set of edges the removal of which leads to two disjoint graphs. In the context of this research, the “edge cut” represents partitioning of a graph into two sub-graphs. An edge cut weight is defined as the sum of the weights of all the edges in the edge cut.

5.3.8 Degree of Benefit ($\beta$)

The degree of benefit is a term introduced in this thesis. It is defined as the difference of the sum of the weights of vertices in set X and the sum of weights of edges that separate vertices in set X from rest of the graph. For vertices in set X, the degree of benefit can be computed using the following relation:

$$\beta (X) = \sum W_{VX} - \sum W_{EX}$$

where $\sum W_{VX}$ represents the sum of the weights of vertices in set X and $\sum W_{EX}$ represents the sum of weights of edges that separate vertices in set X from rest of the graph.

5.3.9 Beneficial Cut

This is another term introduced in this thesis. It is defined as the edge cut for which the degree of benefit is the maximum.

5.4 Maximum Offloading Minimum Cost (MOMC) Algorithm

The MOMC algorithm uses a heuristic approach for selecting a set of vertices from the graph for being offloaded for execution on a remote computing node. The selected set of vertices attempts to maximize the difference between the sum of the weights of vertices in the set and the weight of the edge cut that separates the set from rest of the
graph. This approach is used to achieve a maximum degree of benefit. The algorithm focuses on computing the beneficial cut using a global maxima approach.

The MOMC algorithm selects a starting vertex and iterates through the graph to find the beneficial cut. Once a starting vertex is selected, the next vertex is selected from a set of neighbor vertices. The vertex selected produces the maximum degree of benefit in comparison to other neighbor vertices.

5.4.1 Assumptions

Input for the algorithm is an application modeled as a directed graph \( G = (V, E) \) where \( V \) is a set of vertices representing the application components and \( E \) is a set of edges. An edge is placed between a vertex \( A \) and a vertex \( B \) when component \( B \) is invoked by component \( A \). The weights of vertices and edges are input parameters for the algorithm. It is assumed that resource contention on the remote computing node is not a concern and delay caused by other applications running on that node is negligibly small.

5.4.2 Objective Function

The objective function of MOMC is to divide a graph, \( G = (V, E) \), into two partitions, \( P_1 \) and \( P_2 \), such that

**Condition 1:** \( P_1 \cap P_2 = \emptyset \) \( \) \( P_1 \) and \( P_2 \) are two disjoint sets of vertices

**Condition 2:** \( P_1 \cup P_2 = V \)

**Condition 3:** \( \beta_{\text{max}}(P_2) = \text{Max} \left( \sum_{i=1}^{n} W_{V_i} - \sum_{j=1}^{m} W_{E_j} \right) \)

Where

- \( P_1 \) and \( P_2 \) are disjoint sets of vertices and \( P_1 \in V \) and \( P_2 \in V \).

- \( \sum_{i=1}^{n} W_{V_i} \) is the sum of weights of vertices in partition \( P_2 \).
\[ \sum_{j=1}^{m} W_{Ej} \] is the sum of weights of the edges that separate the vertices of set \( P_2 \) from set \( P_1 \).

*Condition 1* and *Condition 2* define the basic constraints. *Condition 1* states that the two sets of vertices \( P_1 \) and \( P_2 \) are disjointed sets. *Condition 2* requires the union of the sets \( (P_1 \) and \( P_2) \) equal to all vertices in graph \( G \), which is set \( V \).

*Condition 3* defines a beneficial cut for partition \( P_2 \). Partition \( P_2 \) is the one that is assumed to be offloaded to a remote computing node. This condition ensures computing of the edge cut (beneficial cut) in such a way that the degree of benefit for partition \( P_2 \) is maximized.

### 5.4.3 Algorithm Steps

The algorithm uses temporary variables that include different sets of vertices \( (B, X, Q, N \) and \( Y) \), variables \( (w, e \) and \( \beta) \) for calculation of the degree of benefit and a table \( T \) for storing candidate partitions. \( w \) and, \( e \) are used for storing the sum of the weights of vertices of \( X \) \( (W_{VX}) \) and the weight of the edge cut that separates vertices in set \( X \) from rest of the graph \( (W_{EX}) \) \( \beta \) is used for storing the degree of benefit for set \( X \). The set \( Q \) contains all vertices of set \( V \) except \( s \) (initialized in step 1 of the algorithm). Note that \( \setminus \) is a set operation of taking relative complement. If \( A \) and \( B \) are two sets, then the relative complement of \( B \) in \( A \), also known as the difference of \( A \) and \( B \), is the set of elements that are in \( A \), but not in \( B \). Rest of the variables are explained in line with explanation of individual steps of the algorithm presented in Figure 5-1.

The main steps of the algorithm (the pseudo code is presented in Figure 5-1) are explained next. The basic steps such as steps 1 and step 5 of Figure 5-1 that involve initializations of different variables are not included in this discussion.
//V is a set of vertices of graph G and Q is a set of vertices that are considered for
//partitioning. s is the source vertex and i is an index variable for the number of
//partitions computed. X and Y are temporary sets of vertices. β is the degree of
//benefit. T[β, Y] is a table to hold partitions and D is the vertex distance.

01: Q = V \ s, i = 0, T[β, Y] = Φ;
02: B = Set of vertices in Q with maximum D; (Boundary Vertices)
03: fi = Number of vertices in B;
04: do { //Outer Loop Start
    05: X = Φ, Y = Φ, β = 0;
    06: v = B[i]; // v is a variable to hold a selected vertex from B
    07: do { //Inner Loop Start
        08: X = X U v;
        // w and ε are temporary variables storing sum of the weights of vertices and the
        // edge cut weight respectively
        09: w = Sum of weights of vertices in X;
        10: ε = Edge cut weight of set X;
        11: If (w - ε) > β
        12: Y = X, β = w - ε;
        13: N = Set of vertices in Q that are directly connected to vertices of X;
        14: v = Vertex in N with maximum degree of benefit;
        15: } while (Q \ X != Φ) //Inner Loop End
    16: i++;
    17: Add (β, Y) to T;
    18: } while (i != fi) //Outer Loop End
19: P_{MOMC} = select Y from T with maximum β; (P_{MOMC} is a final partition)

Note: A\B = {x ∈ A, x ∉ B} (relative complement)

Figure 5-1: The MOMC algorithm for mobile WS partitioning
• **Find boundary vertices (B) from set Q (line 2 in Figure 5-1)**
  - In context of the algorithms presented in this thesis, the boundary vertices are those with maximum value of \( D \). It has been observed during preliminary research that by using different vertices of set \( Q \), when one of the vertices that exist far away from the source vertex \( s \) is used as a starting vertex, more beneficial partitions are achieved in comparison to partitions that are achieved by selecting a starting vertex randomly or by selecting vertices close to \( s \).

• **Select one boundary vertex (v) at a time as a starting vertex (line 6 in Figure 5-1)**
  - This step is only executed when a new vertex is to be selected from \( B \).

• **Add selected vertex 'v' to a temporary set (X) (line 8 in Figure 5-1)**
  - \( X \) is a set of vertices that represents a candidate partition for offloading.

• **Calculate \( w \) and \( e \) (line 9 and line 10 in Figure 5-1).**
  - \( w \) is the sum of the weight of the vertices in \( X \) and \( e \) is the weight of the edge cut that separates the vertices in set \( X \) from the rest of the graph.

• **Update \( \beta \) (lines 11-12 in Figure 5-1).**
  - \( \beta \) is used to hold the maximum value of the difference between \( w \) and \( e \) for any iteration in Inner Loop. It is initialized to zero at the start of every iteration of Outer Loop. The value of \( \beta \) is the degree of benefit in offloading the partition that is comprised of vertices in set \( X \). The objective of this algorithm is to find set \( X \) with the maximum value of \( \beta \) (degree of benefit). If the difference between \( w \) and \( e \) is more than the current value of \( \beta \), the vertices in \( X \) are assigned to \( Y \) and the value of \( \beta \) is updated to the current difference between \( w \) and \( e \). The set \( Y \) is a set used for temporarily
storing the vertices of $X$ for which the difference between $w$ and $\varepsilon$ is the maximum.

- **Select an appropriate neighbor vertex** (lines 13-14 in Figure 5-1).
  - For the rest of the iterations of Inner Loop, vertex 'v' is selected from a set of neighbor vertices of $X$. The set of neighbor vertices, $N$, (where $N$ is a subset of $\{Q \setminus X\}$) represents those vertices of $\{Q \setminus X\}$ that are connected to any vertex of $X$. A vertex in $N$ that results in the maximum degree of benefit is selected.

- **Repeat steps in lines 8-14 for all vertices of set $Q$.**
  - Once all vertices of set $Q$ are considered, the current value of set $Y$ will contain a set of vertices that gives rise to the maximum value of $\beta$ ($\beta_{\text{max}}$).

- **Add current value of $\beta$ and $Y$ to table $T$** (line 17 in Figure 5-1) that holds the maximum value of $\beta$ and the corresponding set of $Y$.

- **Select a new boundary vertex** for the next iteration of Outer Loop (line 6 in Figure 5-1) and repeat step 7-18.
  - The steps of finding $\beta_{\text{max}}$ are repeated by using one of the boundary vertices at a time. The value of $\beta_{\text{max}}$ and set $Y$ achieved using one boundary vertex are stored in table $T$ as a one row.

- **Select final partition (as $P_{\text{MOMC}}$) from table $T$** (step 19 in Figure 5-1) for which the value of $\beta_{\text{max}}$ is the largest.
  - This step is performed when all vertices of boundary set $B$ are evaluated.

The set of vertices stored in $P_{\text{MOMC}}$ represents the partition for offloading to a remote computing node. Rest of the vertices ($\{Q \setminus P_{\text{MOMC}}\}$) belongs to a partition to be executed locally on the mobile device.
Table $T$ used in the algorithm can be replaced with two variables to hold the maximum value of $\beta$ and the corresponding set $Y$ that is achieved through different iterations of Outer Loop. The advantage of using a table is to provide an opportunity to apply additional criteria other than the maximum value of $\beta$ for selecting $Y$. For example, if multiple iterations achieve the same value of $\beta$, then the set $Y$ can be selected based on the overall weight of vertices of set $Y$.

To obtain more partitions, the algorithm can be applied iteratively on the partitions $P_{\text{MOMC}}$ and $Q \setminus P_{\text{MOMC}}$ separately. For example, $P_{\text{MOMC}}$ can be partitioned further into two partitions if $P_{\text{MOMC}}$ is too large for a single remote computing node. By dividing $P_{\text{MOMC}}$ into two partitions, each partition can be executed on two remote computing nodes. Note that the MOMC algorithm focuses on achieving two partitions in a single iteration. The algorithm that focuses on computing multiple partitions in a single iteration is discussed next.

### 5.5 Clustering based Application Partitioning (CAP)

This algorithm uses a clustering approach for selecting a set of vertices from a graph to form a partition. The CAP algorithm is different from the MOMC algorithm in selecting a new vertex from a set of neighbor vertices. In the CAP algorithm, a new vertex is selected only if its inclusion results in an improvement in the degree of benefit of the selected set of vertices. If no such vertex is found from a set of neighbor vertices, the algorithm marks the already selected vertices as one partition and starts looking for another partition using a different starting vertex from the rest of the vertices of the application graph. In the MOMC algorithm, a new vertex is always selected from a set of neighbor vertices.
5.5.1 Objective Function

The objective of this algorithm is for partitioning a WS application into 'n' number of partitions \((P_1, P_2, ..., P_n)\) of a graph \(G = (V, E)\) such that

**Condition 1:** \(\cup (P_1, P_2, P_3, ..., P_n) = V\)

**Condition 2:** \(\cap (P_1, P_2, P_3, ..., P_n) = \emptyset\)

**Condition 3:** For any partition \(P_k\),

\[B_{\text{max}}(P_k) = \text{Max} \left( \sum_{i=1}^{n_k} W_{V_i} - \sum_{j=1}^{m_k} W_{E_j} \right)\]

Where

- \(\sum_{i=1}^{n_k} W_{V_i}\) is the sum of weights of vertices in partition \(P_k\).
- \(\sum_{j=1}^{m_k} W_{E_j}\) is the sum of weights of edges that separate the vertices of set \(P_k\) from rest of the graph.
- \(P_1, P_2, P_3 \text{ to } P_n\) are disjoint sets of vertices of set \(V\).

**Condition 1** and **Condition 2** define the basic constraints. Condition 1 states that all partitions (sets of vertices) are mutually exclusive. Condition 2 requires the union of the partition sets equal to all vertices in graph \(G\), which is set \(V\).

**Condition 3** defines a beneficial cut for any partition 'k'. The partition \(P_k\) can be any partition that is a candidate partition for offloading to a remote computing node. This condition requires computing the beneficial cut to be complied in such a way that the degree of benefit for partition \(P_k\) is maximized.

5.5.2 Assumptions

Input for the algorithm is an application modeled as a directed graph \(G = (V, E)\) and the weights of all edges and vertices are provided as an input to the algorithm. The required number of partitions can be provided as 'n'. The algorithm will stop when
the required number of partitions \(n\) is achieved. The algorithm steps are presented in Figure 5-2 and are explained next.

### 5.5.3 Algorithm Steps

To explain the working of the algorithm steps, temporary variables are introduced. These temporary variables include sets of vertices \((B, X, N \text{ and } Q)\), numeric variables \((w, \varepsilon \text{ and } \beta)\) for calculation of the degree of benefit and a table \(T\) for storing partitions achieved by the algorithm. The set \(Q\) contains all vertices of set \(V\) except \(s, w\) and \(e\) are used for storing the sum of the weights of vertices of \(X\) \((W_{VX})\) and the weight of the edge cut that separates vertices in set \(X\) from rest of the graph \((W_{EX})\) \(\beta\) is used for storing the degree of benefit for set \(X\). The remainders of the variables are explained in line with explanation of individual steps of the algorithm (see in Figure 5-2). The main steps of the CAP algorithm (presented in Figure 5-2) are explained next. Note that the steps involving initialization of different variables are not included in this discussion.

- **Find set of neighbor vertices ‘\(N\)’** (line 4 and line 15 in Figure 5-2).
  - In the first iteration when set ‘\(X\)’ is empty, a set of boundary vertices is determined and assigned to set variable \(N\) (line 4 in Figure 5-2). In following steps, a set of neighbor vertices of set \(X\) are determined and assigned to set \(N\) (line 14 in Figure 5-2). The boundary vertices for set \(Q\) are those with maximum value of \(D\). The neighbor vertices (a subset of \(Q \setminus X\)) are those vertices of \(Q \setminus X\) that are connected to any vertex of set \(X\).
//V is a set of vertices of graph G and Q is a set of vertices that are considered for
//partitioning. s is the source vertex and i is a variable for keeping track of the
//number of partitions computed. X and Y are temporary sets of vertices. β is the
//degree of benefit. C is a loop control variable, T[β, X] is a table to hold partitions.
//D is the vertex distance and n is the required number of partitions.
01: Q = V \ s; T[β, X] = Φ; C = false; i = 0;
02: do {  //Outer Loop Start
03:  X= Φ;
04:  N = Set of vertices in Q with maximum D;  (Boundary Vertices)
05:  β = 0, v = null;  // v is a temporary variable for a selected vertex
06:  do {  //Inner Loop Start
07:   v = Vertex in N with maximum degree of benefit;
       //see algorithm in Figure 5-3
08:   if v exists {
09:     X = X U v;
       //w and ε are temporary variables storing sum of the weights of vertices and the edge
       //cut weight respectively
10:     w = Sum of weights of vertices in X;
11:     ε = Edge cut weight of set X;
12:     if (w - ε) > β {
13:        β = w - ε; C = true;
14:        N = Set of vertices in Q that are directly connected to vertices of X;
15:     }
16:     else { 17:       X = X - v; C = false; }
17: }
18: } while (C == true)  //Inner Loop End
19: if β > 0 {
20:   add (β, X) as one candidate partition into table T;
21:   i++; Q = Q - X;
22: }
23: } while (i != n and β > 0 and Q != Φ)  //Outer Loop End
24: Table T contains partitions for graph G

Figure 5-2: The CAP algorithm for mobile application partitioning
// $X$ and $N$ are sets of vertices that are described in Figure 5-2. $u$ is a temporary
//variable for storing the vertex with the maximum degree of benefit. $Z$ is a
//temporary variable for holding vertices of set $X$. $\kappa$ is a temporary variable for
//holding a selected vertex from set $N$ and $\gamma$ is the degree of benefit for set $Z$.

01:   $u = \text{null}; \gamma = 0;$
02:   $Z = X;$
03:   for ($\kappa$ in $N$) { // select one vertex at a time
    04:     $Z = Z \cup \kappa;$
    05:     $w' = \text{Sum of weights of vertices in set } Z;$
    06:     $e' = \text{Edge cut weight of set } Z;$
    07:     If ($w' - e') > \gamma$
      07.1:       $u = \kappa;$
      07.2:       $\gamma = w' - e';$
      07.3:     }
08:   $Z = Z - \kappa;$
09:   }
10:   return $u;$

Figure 5-3: Algorithm for computing a vertex with the maximum degree of benefit
from a set of vertices

- Select a starting vertex ($v$) from set $N$ that produces the maximum degree of
  benefit (line 7 in Figure 5-2).
  - For this selection, all vertices in set $N$ are analyzed and the vertex which
    produces a maximum degree of benefit when added to set $X$ is selected.
    The details of the steps used for determining this vertex that produces the
    maximum degree of benefit are captured in the algorithm shown in Figure
    5-3. Note that $u$, the value returned by this algorithm, is assigned to $v$ (line
    7 in Figure 5-2).
• If a vertex $v$ is found, evaluate the selected vertex (lines 9-18 in Figure 5-2) by performing the following actions:

  o If vertex $v$ is not found based on the evaluation performed in lines 9-18 of Figure 5-2, skip all the actions and go to line 21 directly.

  o Add selected vertex 'v' to a set $X$ (line 9 in Figure 5-2). $X$ is a set of vertices that represents a candidate partition for offloading.

  o Calculate $w$ and $e$ (line 10 and line 11 in Figure 5-2). As already discussed, $w$ is the sum of the weight of vertices in $X$ and $e$ is the weight of the edge cut that separates the vertices in set $X$ from the rest of the graph $\{Q \setminus X\}$.

  o Compare current value of $\beta$ with the difference between $w$ and $e$ (lines 12-22 in Figure 5-2). Note that $\beta$ is initialized to zero in line 5 of Figure 5-2.

    - If the difference between $w$ and $e$ is greater than or equal to the current value $\beta$, then update the current value of $\beta$ (to the difference of $w$ and $e$), set $C$ equal to true and select a new set of neighbor vertices (line 14 in Figure 5-2). Note that the value of $\beta$ represents the degree of benefit in offloading the partition represented by vertices of set $X$.

    - If the difference between $w$ and $e$ is less than the current value $\beta$, the selected vertex is removed from set $X$ as it is not improving the overall degree of benefit ($\beta$) for set $X$. As already explained, the CAP algorithm only selects a new vertex when the selected vertex results in an improvement in the degree of benefit of the selected partition ($X$).
• Repeat steps in lines 7-16 as long as it is possible to select a new vertex that results in improving degree of benefit (β) of set X.

• Store partition X in Table T (lines 20-21 in Figure 5-2) if the degree of benefit for set X is greater than zero (line 19 in Figure 5-2). When it is not possible to find a vertex in Q that can improve the degree of benefit (β) of set X (as evaluated in line 12 of Figure 5-2), then store the current set X as a partition in table T if β_{max}(X) is greater than zero (line 19 of Figure 5-2). Note that table T contains the partition set and the value of the maximum degree of benefit associated with it. For the next iteration, set Q is updated by removing vertices that are selected as a partition in set X (line 20 of Figure 5-2). This updated set Q is used to find the next partition.

  o Once a partition is stored in table T, the partition count variable (i) is incremented (line 21 of Figure 5-2) and set Q is updated by removing the vertices of set X from it (line 21 of Figure 5-2).

• Repeat steps in lines 2-23 of Figure 5-2 to find another partition using an updated set Q. The steps in lines 2-23 are repeated as long as following conditions are true.

  o required number of partitions is not achieved (i != n condition in line 23 of Figure 5-2)

  o set Q is not empty (Q != Φ condition in line 23 of Figure 5-2)

  o it is possible to find a vertex ‘v’ in set Q that can give rise a positive value of the degree of benefit (β > 0 condition in line 23 of Figure 5-2).

Once the algorithm completes its execution, rows in table T represent partitions with corresponding degrees of benefit.
5.6 Using Remote Computing Node Information

The proposed (MOMC and CAP) algorithms can also use information of remote computing nodes that includes their processing speed while determining partitions of an application. For example, the processing speed up factor (S) for the remote computing node can be used to estimate a more accurate degree of benefit (w - ε). The speed up factor is the ratio of the CPU speed of a remote computing node and the CPU speed of the mobile device. When such information is available and is required to be used, the operation used for the computation of \( \omega \) in both algorithms (line 9 in MOMC and line 16 in CAP) will be replaced by the following operation:

\[
w = \frac{\sum (W_{Vj})}{S} \quad \text{where } V_j \in X \quad (1)
\]

Dividing \( \sum (W_{Vj}) \) by \( S \) results in reducing the degree of benefit \( (w - \varepsilon) \). Thus, it is expected that both algorithms may offload partitions of smaller sizes when remote node information is used. But the partitions achieved with MOMC by using the remote node information are expected to exhibit better performance than no partitioning.

The use of the MOMC and the CAP algorithms without using remote information is also useful because both algorithms attempt to offload a substantial part of an application from a mobile device to a remote computing node leading to an improvement in system performance. This can minimize the use of the resources on the handheld mobile device (such as the power, CPU and memory). The improvement in overall response time of an application using the partitioned systems achieved with MOMC and CAP is occurring because the remote computing node is more powerful than the handheld mobile device.
A detailed analysis of the proposed algorithms is performed by using a system prototype and a simulator. These are discussed in the next two sections.

5.7 Experimental Analysis using a System Prototype

System performances achieved by the MOMC algorithm and the CAP algorithm are compared with the system performance achieved with other partitioning techniques that are discussed in the literature. The other partitioning techniques are described next.

5.7.1 Partitioning Techniques Used

Effectiveness of the two proposed algorithms is compared with a no partitioning technique, an offloading entire application technique and the technique that uses the MinCut algorithm.

5.7.1.1 No Partitioning Technique

In this case, no partitioning is performed and the entire WS application is run on a resource constrained mobile device. The results of executing the WS application entirely on a mobile device helps in understanding the performance difference resulting from the partitioned systems achieved by the various partitioning techniques experimented with.

5.7.1.2 Offloading Entire Application (OEA) Technique

Previous techniques ([Hem05], [Kim07] and [Riv07]) suggest that the execution of the entire WS application on a more powerful computing node in the fixed infrastructure. These techniques are based on migrating the entire application from one node to the other without considering any dependency on local resources.
5.7.1.3 Partitioning using MinCut Algorithm (MinCut)

There is a number of algorithms proposed in the literature for determining the minimum cut in a graph. For the performance comparison of the partitioned systems, a tool available online, Internet Accessible Program Packet for Graph Algorithms (IAPPGA), [Wu05] is used. The tool provides different graph based algorithms including the Edmonds-Karp Max-Flow MinCut algorithm [Edm72]. There may be other algorithms available for achieving MinCut of a graph such as the simple MinCut algorithm [Sto97]. Note that the execution time or complexity of the MinCut algorithm does not concern the relative performance of the partitioned systems presented in this chapter because the partitioning is not performed at runtime.

Algorithms based on recursive bisection are not considered because of their complexity. Such algorithms are suitable for large scale scientific applications and are not considered in the context of mobile web services that are expected to be of much lower complexity.

5.7.2 Sample WS Application – Tracking WS

For this analysis, three different versions of a Tracking WS application are used. These versions are of different complexity. Prototypes of the Tracking WS application are invoked in a wireless environment using a mobile device. The details of the experimental environment are discussed in Section 5.7.4. The Tracking WS hosted on a mobile device can be invoked to get the location of a person carrying the mobile device. Such an application can be used in medical emergency situation, for example, for locating a doctor [Mes02]. The Tracking WS application can also be used to locate the current position of a shipment in a moving truck, the driver of which is carrying the mobile device [Asi07-1]. The Tracking WS is chosen because it has one or more
components that need local resources of the mobile device and it is easy to vary its complexity (by adding more components), which is important for the performance analysis presented in this section.

The prototype of Tracking WS1 is implemented in Java ME. Three different versions of Tracking WS are considered: Tracking WS1, Tracking WS2 and Tracking WS3. Tracking WS1 provides basic location information such as the closest city name, population etc. The Tracking WS2 and WS3 applications also provide a rescaled and transcoded image of the location in addition to the basic location information respectively. For Tracking WS2 and Tracking WS3, instead of rescaling and transcoding the retrieved image, the CPU execution time is emulated on the wireless mobile device by burning CPU cycles for processing costs of image processing related component using a while loop. The communication costs are only emulated if the components are to be executed on two different nodes.

The processing costs of the different components used in the three versions of Tracking WS are estimated by executing the application on the mobile device (Dell Axim PDA) a number of times (in the range of 10,000) and then taking the average of the execution times for each component. The communication cost is estimated based on the number of bytes transferred when the components are executed on different computing nodes. Note that the number of bytes transferred includes the parameters and the SOAP header.

The different versions of the Tracking WS application are described next.

5.7.2.1 Tracking WS 1

This is the simplest version that uses only three components to achieve its goal. The components of Tracking WS1 include GetMyCoordinates (GMC), DetailExtractor
and Packing (PCK). On receiving a WS request, GMC uses a Global Positioning System (GPS) receiver to get the GPS coordinates of the location. Since GMC uses a local resource (GPS receiver emulator) it is not to be offloaded to a remote computing node. Note that for this version of Tracking WS, the step of getting the GPS coordinates is emulated by fetching a random set of coordinates from a local file containing more than a thousand locations. This step is emulated because it was not possible to use a real GPS receiver inside a lab environment. The GPS receivers work when there is a direct line of sight with satellites. DE queries a database of locations to find the details of a location that is closest to the GPS coordinates. The details of the location include the closest city name, time zone, elevation and population. PCK serializes the location information as a response message and sends it back to the WS requester. The interaction of these three components is captured in a graph $G (V, E)$ presented in Figure 5-4.

Note that vertex ‘S’ represents the starting component of the WS application and is tagged as ‘*’ in all versions of Tracking WS. A component is tagged with ‘*’ when it must be executed locally on the mobile device because of its dependence on a local resource (e.g. the local file on the mobile device in the Tracking WS). The solid directed lines represent the edges between different components (vertices) of Tracking WS1. The labels on every edge show communication cost (in msec) and the label on every vertex indicates the processing cost (in msec). The edge cuts computed with different partitioning techniques are shown in the table of Figure 5-4 (also shown by two broken lines). For this version of Tracking WS, the partition \{DE\} is selected for offloading by all the three algorithms: MinCut, MOMC and CAP (see Figure 5-4). For the OEA technique, the partition \{DE, PCK\} is offloaded to the remote node.
Figure 5-4: Partitioning of Tracking WS1 achieved with the three techniques: OEA, MinCut, MOMC and CAP

5.7.2.2 Tracking WS 2

Tracking WS2 has two additional components. The components used in this version are: GetMyCoordinates (GMC), DetailExtractor (DE), ResponseParser (RP), ImageScaler (IS) and Packing (PCK). The functionalities of GMC and DE are the same as described in the last subsection except that DE fetches the location information from an external service such as Google Map Service [Goo08]. The CPU cycles spent in fetching the location information from the external WS are emulated. For this version of Tracking WS, it is assumed that location information also includes the image of the location. The component RP parses the location information and passes non-image data to the PCK component and the image data to the IS
component. The IS component resizes the image according to the requirements of the WS requester. The PCK component performs the serialization of the location information and the resized image data into a response message and sends it back to the WS requester. Tracking WS2 is captured as a graph G (V, E) that is shown in Figure 5-5. Note that the labels on every edge show communication cost (in msec) and the label on every vertex indicates the processing cost (in msec).

![Graph of Tracking WS2](image)

<table>
<thead>
<tr>
<th>Techniques</th>
<th>Partition for mobile device</th>
<th>Partition for offloading</th>
</tr>
</thead>
<tbody>
<tr>
<td>OEA</td>
<td>{S, GMC}</td>
<td>{DE, RP, IS, PCK}</td>
</tr>
<tr>
<td>MOMC/MinCut</td>
<td>{S, GMC, PCK}</td>
<td>{DE, RP, IS}</td>
</tr>
<tr>
<td>CAP</td>
<td>{S, GMC, PCK}</td>
<td>{DE, RP, IS}</td>
</tr>
</tbody>
</table>

Figure 5-5: Partitioning of Tracking WS2 achieved with the three techniques: OEA, MinCut, MOMC and CAP

For this WS application, the typical sizes of the images (40-60 KB) available from Google Map Services are estimated and then an average size of such images is used for the estimation of communication costs among DE, RP, IS, PCK components. The IS component is assumed to resize the retrieved image to half in size. The processing
cost of IS is estimated by executing a prototype of the Bicubic Interpolation algorithm [Rus02] that is used for rescaling of the retrieved image on the mobile device.

The table in Figure 5-5 shows the two partitions (also shown by broken lines on graph) that are selected by different partitioning techniques for offloading. The partition \{DE, RP, IS\} is selected for offloading by MinCut and MOMC (see Figure 5-5). Two partitions \{IS\} and \{DE, RP\} are achieved for offloading with the CAP algorithm based technique. For the OEA technique, the partition \{DE, RP, IS, PCK\} is executed on the remote node.

5.7.2.3 Tracking WS 3

This version of Tracking WS has one additional component in comparison to Tracking WS2. The components used in this version are: GetMyCoordinates (GMC), DetailExtractor (DE), ResponseParser (RP), ImageScaler (IS), Image Format Changer (IFC) and Packing (PCK).

For Tracking WS3, it is assumed that the retrieved image needs to be transcoded before it can be displayed on the WS requester's node (mobile device). The WS requester may require the image in a particular encoding. For example, the retrieved image may be in lossy Joint Photographic Experts Group (JPEG) format but the WS requester is expecting the image in a lossless Portable Network Graphics (PNG) format. So the role of IFC is to change the format of the fetched image in accordance with the requirement of the WS requester. The processing cost of IFC is estimated by executing the prototype of the Java ImageIO library [Jav04] API for transcoding the JPG image into a PNG image. The functionalities of the rest of the components are the same. The Tracking WS3 is captured as a graph \(G (V, E)\) is shown in Figure 5-6.
Note that the labels on every edge show communication cost (in msec) and the label on every vertex indicates the processing cost (in msec).

<table>
<thead>
<tr>
<th></th>
<th>Partition for mobile device</th>
<th>Partition for offloading</th>
</tr>
</thead>
<tbody>
<tr>
<td>OEA</td>
<td>{S, GMC}</td>
<td>{DE, RP, IS, IFC, PCK}</td>
</tr>
<tr>
<td>MinCut</td>
<td>{S, GMC, IFC, PCK}</td>
<td>{DE, RP, IS}</td>
</tr>
<tr>
<td>MOMC</td>
<td>{S, GMC, PCK}</td>
<td>{DE, RP, IS, IFC}</td>
</tr>
<tr>
<td>CAP</td>
<td>{S, GMC, PCK}</td>
<td>{IS, IFC}, {DE, RP}</td>
</tr>
</tbody>
</table>

Figure 5-6: Partitioning of Tracking WS3 achieved with the four techniques: OEA, MinCut, MOMC and CAP

The table in Figure 5-6 shows the different candidate partitions (indicated by broken lines on graph as well) that are selected for offloading by using the different partitioning techniques. The partition \{DE, RP, IS\} is selected for offloading by the MinCut algorithm, the partition \{DE, RP, IS, IFC\} by the MOMC algorithm, the partitions \{IS, IFC\} and \{DE, RP\} by the CAP algorithm and the partition \{DE, RP, IS, IFC, PCK\} by the OEA technique. Note that for this WS application, the partitions achieved with MOMC and MinCut are different. Workload and System Parameters
The following workload and system parameters are varied during the experimentation.

5.7.2.4 WS Complexity:

The proposed algorithms are analyzed by varying three different versions of Tracking WS. The three Tracking WS versions vary in complexity as discussed in Section 5.7.2.

5.7.2.5 Number of WS Clients (C):

The number of WS clients invoking one of the three versions of Tracking WS at a time is varied to investigate the scalability of the system.

5.7.2.6 Mobile Device Speed (ω):

The experiments are run on a real handheld device using different processing speeds configurations. The Dell Axim PDA device used in the experiments can be run with different processing speed. The option of running a mobile device at different processing speeds is provided to manage the battery power efficiently.

5.7.3 Performance Metrics

The performance of the system is analyzed by measuring the end to end response time (R). Response time is defined as the difference between the time when a WS response is received by the WS client and the time when the WS client sends the corresponding SOAP message request to a WS provider.

5.7.4 Experimental Setup

For the system prototype based performance analysis, the WS client program that is used to access different versions of Tracking WS is written using standard Java. The WS clients are run on a laptop equipped with 2 GB of RAM and an AMD Turion 64
X2 processor with speed of 1.9 GHz. The remote computing node is a desktop computer equipped with Intel Quad Core 2 processor that is running under Ubuntu Linux operating system. Its CPU speed is 2.4 GHz and 3 GB of RAM is available on this node. Various versions of the tracking WS application are deployed on a Dell Axim x51v PDA. The PDA used as the mobile device has an Intel XScale ARM processor (PXA270) that can be run at multiple speeds (208 MHz, 520 MHz and 624 MHz). The Dell Axim PDA used is equipped with a 64 MB of RAM and runs the Windows Mobile 5.0 operating system. The Java ME environment (J9) available on the PDA is a JVM (J9) provided by IBM [Ren09]. The installed JVM is based on the specification of Connected Device Configuration (CDC) 1.1 [CDC05]. The client machine and the remote computing node are on a fixed network and communicate with the PDA using an IEEE 802.11 compliant wireless local area network.

The partitions of sample WSs are hosted on the mobile device and the remote computing node using a lightweight web service execution environment (WSEE) described in Section 3.2. Note that the backend framework is used for investigation of WS partitioning techniques presented in this thesis.

5.7.5 Performance Results

The effectiveness of the proposed algorithms is analyzed by comparing the performance of partitioned Tracking WS applications achieved with MOMC, CAP and the other partitioning techniques. In all the experiments, the mean response times of the three versions of Tracking WS are measured when

- the application is deployed entirely on mobile device (no partitioning case – NPC),
- the application is partitioned based on the OEA technique,
• the application is partitioned using the MinCut algorithm (MinCut),
• the application is partitioned using the proposed MOMC algorithm,
• The application is partitioned using the proposed CAP algorithm.

Only one version of Tracking WS is invoked at a time. In the first set of experiments, the performance of partitioned systems for all three versions of Tracking WS is investigated for the situation in which only one WS client is used. In the second set of experiments, the sample Tracking WS applications are accessed using multiple WS clients for accessing the Tracking WS applications. The third set of experiments analyzes the effect of device speed. For this set of experiments, Tracking WS1 is invoked by 1, 2, 3, 6 and 12 WS client at a time and the mobile device is operated at two different CPU speeds.

For all the experiments, a closed system model is used for experimentation. Each client (a Java thread) operates cyclically and sends one request at a time. As soon as the response is received, the client repeats the cycle. The system is stressed by increasing the number of concurrent WS clients. For a single experiment, each client generates 10000 requests. So for an experiment with 10 WS clients, for example, the response time is calculated by taking the average of response times of 100,000 requests. Each experiment is repeated 10-30 times to obtain sufficiently small confidence intervals for the average values. For the experiments presented next, confidence intervals of ±5% (or less) for mean response time were obtained at a confidence level of 95%.

A Java system API that provides a milliseconds level accuracy was used in measurement of time (System.currentTimeMillis()). Such a number of requests and resolution of measurement for time were found to provide adequate measurement
accuracy required for analysing the relative performances of the partitioned Tracking WS based on the system prototype.

5.7.5.1 Performance of the Tracking WS When Accessed by Single WS Client

In this experiment, the mean response times of all the three sample WS applications are measured when invoked by a single WS client for both CPU speeds of the mobile device using all partitioning techniques (NPC, OEA, MinCut, MOMC and CAP). The mean response times observed for all three versions of Tracking WS when accessed by a single WS client are shown in Figure 5-7, Figure 5-8 and Figure 5-9 respectively. It is interesting to observe that the performance of the Tracking WS2 application and the Tracking WS 3 application, when partitioned using any of the partitioning techniques, is superior to the no partitioning case. The results of individual version of Tracking WS are discussed next.
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**Figure 5-7:** Performance of the partitioned systems achieved using different techniques (NPC, OEA, MinCut, MOMC and CAP) for Tracking WS1

The mean response times observed for Tracking WS1 when accessed by a single WS client are shown in Figure 5-7. As discussed in Section 5.7.2.1, the same
partitioned system is achieved with MinCut, MOMC and CAP techniques. The performance of the partitioned system achieved with these three techniques and the OEA approach is observed to be inferior in comparison to the one achieved with the NPC technique. This is because Tracking WS1 has a small processing demand and the communication overheads offset the benefit of offloading partitions.

Note that Tracking WS2 performs image processing, so it has significantly more computations to perform in comparison to Tracking WS1. For Tracking WS2, MinCut and MOMC gives rise to the same partition for offloading (see Figure 5-5). The CAP algorithm achieves two partitions although when the two partitions are combined they result in same partition as achieved with MinCut and MOMC. The partitioned application achieved with MinCut and MOMC performs better than the partition applications achieved with the OEA technique and the CAP algorithm for both CPU speeds of the mobile device (see Figure 5-8). The partitioned application achieved with CAP performs better than the one achieved with OEA. Although the OEA technique results in offloading majority of the application components to a remote computing node, it results in introducing significant communication overheads and thus results in degraded performance. The performance of the partitioned application achieved with the CAP algorithm based technique is marginally inferior to the performance achieved with MinCut and MOMC because of the additional overheads that accrue as a result of the coordination of multiple partitions achieved with the CAP algorithm.

For Tracking WS3, the partitioned application obtained using MOMC gives rise to the best performance. Surprisingly, the performance achieved with the MinCut algorithm is inferior to that achieved with the OEA technique. This trend is observed
for both CPU speeds of the mobile device (see Figure 5-9). The performance of the partitioned system achieved with the CAP algorithm is better than that for OEA and the MinCut techniques but inferior to the performance of MOMC.
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**Figure 5-8:** Performance of the partitioned systems using different techniques (NPC, OEA, MinCut, MOMC and CAP) for Tracking WS2
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**Figure 5-9:** Performance of the partitioned systems achieved using different techniques (NPC, OEA, MinCut, MOMC and CAP) Tracking WS3
5.7.5.2 Performance of Tracking WS When Accessed by Multiple WS Clients

In this experiment, all three versions of Tracking WS are invoked by multiple (1, 2, 3 and 6) WS clients. The experiments are performed with a mobile device at the CPU speed of 624 MHz. It was not possible to run the experiments with more than six concurrent WS clients and for the CPU speed of 208 MHZ. For both cases, the time required for executing the entire application on the mobile device is inordinately large. The large response times resulted in triggering timeouts for the transport protocol that is used to exchange data between WS clients and the WS application. The mean response times observed when the sample web services are accessed by multiple WS client are shown in Figure 5-10 (for Tracking WS1), Figure 5-11 (for Tracking WS2) and Figure 5-12 (for Tracking WS3). Note that these graphs presented in Figure 5-10, Figure 5-11 and Figure 5-12 are plotted using a log_{10} scale for the response time (Y-axis).

The relative performance achieved with the partitioning algorithms does not change significantly as the number of WS clients is increased (see Figure 5-10, Figure 5-11 and Figure 5-12). However, the performance improvement produced by a partitioned system over an un-partitioned system is observed to increase with multiple clients. As the number of concurrent clients is increased, the mean response times of the Tracking WS applications also increase linearly when one of the partitioning techniques is used. For Tracking WS2 and Tracking WS3 (see Figure 5-11 and Figure 5-12), the applications take inordinately large amounts of time when they are executed entirely on the mobile device and invoked by more than 1 WS clients at a time. Such performances are not acceptable and illustrate the importance of WS partitioning.
Figure 5-10: Performance comparison of the partitioned systems achieved with NPC, OEA, MinCut and MOMC and invoked by multiple WS clients for Tracking WS1.

Figure 5-11: Performance comparison of the partitioned systems achieved with NPC, OEA, MinCut and MOMC and invoked by multiple WS clients for Tracking WS2.
For all three versions of Tracking WS, the partitioned system achieved with the MOMC technique exhibit the best performance. The performance improvement observed for the partitioned system using MOMC over other partitioning algorithms is higher when:

- a higher number of WS clients are active (see bar 3 and 4 in Figure 5-10, Figure 5-11 and Figure 5-12).
- a complex WS application is accessed (see Figure 5-12).

The performance of the partitioned system using the CAP algorithm is observed to be marginally better than the system using OEA. The additional overheads that accrue as a result of the coordination of multiple partitions achieved with the CAP algorithm are the main cause of its inferior performance in comparison to the OEA and the MOMC based techniques.

![Performance comparison of the partitioned systems achieved with NPC, OEA, MinCut and MOMC and invoked by multiple WS clients for Tracking WS3](image)

Figure 5-12: Performance comparison of the partitioned systems achieved with NPC, OEA, MinCut and MOMC and invoked by multiple WS clients for Tracking WS3
The performance achieved with the MinCut algorithm is again inferior to that achieved with the OEA technique. The results of experiments presented in this section shows that the partitioning based on the knowledge of edge weights only (MinCut) can lead to an inferior performance for mobile web services in comparison to the other partitioning techniques.

5.7.5.3 Effect of the Speed of the Processing Resources ($\omega$)

In this set of experiments, a detailed analysis of the partitioned system for Tracking WS1 is performed using single and multiple WS clients and two different processing speeds (208MHz and 624 MHz) for the mobile device. Operating the mobile device at two different CPU speeds enables the investigation of the impact of applying application partitioning on different types of mobile devices. The number of WS clients is varied from 1 to 12. The performance results are captured in Figure 5-13.

Figure 5-13 shows the mean response time achieved with Tracking WS1 when multiple WS clients are active. When invoked by one WS client for both CPU speeds of the mobile device, the performance of a partitioned system achieved by using any of the partitioning techniques is inferior to that of an un-partitioned system. This trend is also observed when the service is invoked by 2 WS clients for 624 MHz CPU speed of the mobile device. This is because Tracking WS1 has a small processing demand and the communication overheads offset the benefit of offloading partitions. Note that for this application, MinCut, MOMC and CAP give rise to the same partitions for offloading; that is why their mean response times are the same in Figure 5-13.
Figure 5-13: Performance of the partitioned systems achieved with NPC, OEA, MinCut and MOMC for Tracking WS1 when mobile device is operated at CPU speed of (a) 624 MHz (b) 208 MHz.

As soon the number of concurrent WS clients is increased, the performance of partitioned Tracking WS1 achieved by using any of the partitioning techniques...
(especially with MOMC/MinCut/CAP) is superior to that of an un-partitioned system. This trend has been observed for both CPU speeds of the mobile device (see Figure 5-13-a and Figure 5-13-b). However, the performance improvement produced by a partitioned system with MOMC/MinCut/CAP over the OEA technique is observed to increase more significantly. Also, the MOMC/MinCut/CAP based partitioned systems showed a significantly better performance in comparison to the un-partitioned system and the partitioned system achieved with OEA for slower CPU speed of the mobile device (see Figure 5-13) when it is invoked by more than 2 WS clients.

For the CPU speed of 624 MHz, the OEA technique is observed to show inferior performance (see Figure 5-13-a) in comparison to the un-partitioned system for any number of WS clients except 12. For 12 WS clients, the communication overheads for a system achieved with the OEA technique appear to be lower than the benefit of offloading partitions and thus results in marginally better performance in comparison to the no offloading case.

5.8 Experimental Analysis using a simulator

The experiments performed with the prototype produces limited insights into the behavior of the system. As discussed in the last section, it was not possible to experiment with a very large number of WS clients. The complexity of sample web services is also limited. For a detailed investigation, simulation based experimentation is performed. The WS partitioning techniques based on the proposed algorithms are compared with no partitioning, the offloading entire application based technique and the MinCut algorithm based technique. These techniques are already described in Section 5.7.1.
Before discussing the experimental setup and the results of the simulation based experiments, it is important to discuss the tool for generating random graphs and the simulator used for experimentation. To apply the proposed algorithms to a large variety of graphs, a random graph generating tool, Random Graph Generator (RGG), is devised. The RGG tool is described in Section 5.8.1. The performance of the resulting partitioned systems is measured by using a simulator that is developed for this purpose. The simulator is described in Section 5.8.2. The RGG tool and the simulator are implemented using the standard Java edition. The simulator and the RGG tool used for this thesis are designed for the requirements of this thesis analysis.

5.8.1 Random Graph Generator (RGG)

Generating a random graph requires a careful consideration. The graphs generated without following the WS applications requirements can result in misleading analysis and conclusions. Before discussing the internal details of the graph generating tool, a brief discussion of the templates supported by the tool is presented.

5.8.1.1 Templates

To study the nature of graphs for different applications, the eclipse TPTP profiling tool [Pop10] is used. The profiling tool is used to study Call Tree graphs of a few sample applications (see Appendix B). The results of the profiling tool have been used to determine the templates used in the simulation analysis. Based on this analysis, three types of templates are selected to generate graphs: Linear, Binary and Binary Meshed. These templates are shown in Figure 5-14. The linear template is observed for very simple applications in which a component A invokes another component B that in turn invokes another component C (see Figure 5-14-a). Note that a component
can be an application module, a library, a method of a class or even a block of statements.

The binary template is applicable to applications in which every component is invoking two more components to achieve its goals. From the analysis performed with the profiling tool on a few applications as discussed earlier, only small parts of applications are observed to be using this template. A sample graph based on this template is shown in Figure 5-14-b. This is because the template does not represent reusable components and the applications use reusable components very often in modern programming languages. The reusable components are the ones that are being invoked multiple times by different components.

![Figure 5-14: Sample directed graphs based on (a) Linear Template (b) Binary Template (c) Binary Meshed Template](image)

To represent reusable components on a graph, a binary meshed template is introduced. A number of components of applications that are analyzed with the profiling tool are observed to be characterized by the mesh template. In the binary
meshed template, every component uses one private component and one shared component representing a reusable component such as a third party library component. A sample graph based on this template with a graph size equal to 3 is presented in Figure 5-14-c. The shared components are shown as shaded vertices in Figure 5-14-c. Note that the binary meshed template converges to the binary template if there is no reusable component.

The graph generating tool uses a number of input parameters which are described next.

5.8.1.2 Input Parameters

The input parameters for the RGG tool are presented next.

Graph Template:

The type of graph template to use for generating graphs needs to be provided as an input to the tool. Currently, the tool accepts one of the three types of templates described in the last subsection.

Graph size ($D_{\text{max}}$):

Larger the value of this parameter, larger is the graph. Its values can vary from 2 to any finite number.

Mean Vertex Weight ($W_{\text{MV}}$):

It is the mean weight of the vertices in a graph. It is generated using the uniform distribution that ranges from $L_{\text{vw}}$ to $U_{\text{vw}}$.

Mean Edge Weight ($W_{\text{ME}}$):

It is the mean weight of the edges in a graph. It is generated using the uniform distribution that ranges from $L_{\text{ew}}$ to $U_{\text{ew}}$. 
Variability Factor (Δ):

The variability factor indicates the breadth or spread of the uniform distributions:

\[ \Delta = W_{MV} - L_{vW}; \]

In the simulation results presented in Section 5.8, the same value of Δ is used for generating the vertex and edge weights.

Certain edges are assigned high edge weights in the graph. Such edges (called salted edges) represent dependency of a component on local resources and offloading them to a remote node can lead to additional communication costs. For a binary meshed template, from a set of vertices leading to the same value of D, one edge is randomly selected as a salted edge. The edge weight of a salted edge (W_{SE}) is computed based on how far it is from the source vertex. The salted edges close to the source vertex are assumed to have high communication costs in comparison to the ones that are away from the source vertex. This assumption is based on the fact that the vertex representing the local dependencies are more likely to be close to the source vertex as local information is collected first and then actions are performed to accomplish objectives of a WS application. An empirical formula (decaying exponential function) is introduced to compute varying weights for salted edges. The formula also uses the graph size (D_{max}) and the mean edge weight as input parameters:

\[ W_{SE} = W_{ME} \cdot e^{(D_{max} - D)} \]

Note that D is a vertex distance for the target vertex of the edge and it represents how far the edge is from the source vertex. Also, in all simulation based experiments discussed in this thesis, the time is measured in simulation time units.
5.8.1.3 Components

Different components of the graph generating tool are presented in Figure 5-15 and are explained next.

*Graph Controller* is a key component of the tool that takes input parameters and interacts with other components (described next) to generate a graph. *Init* takes input parameters and initializes the tool for generating a graph. *Edge Factory* is used to generate an edge. This component is repeatedly used by the graph controller whenever a new edge is to be created. *Vertex Factory* either provides an already created vertex for sharing or creates a new vertex. *RN Generator* is a random number (RN) generator which is used to compute randomly distributed values for edge weights and vertex weights.

Graphs are normally represented by an adjacency matrix. To save a generated graph in an output file, *Adjacency Matrix Writer* is used to generate the adjacency matrix along with a list of vertices and their weights. The output file can be used to analyze...
the graph using third party tools. In this analysis, the output is used for computing the MinCut of the generated graph.

RGG works as an independent tool as well as a plug-in. As an independent tool, it generates a graph in an adjacency matrix format and saves it in an output file. As a plug-in tool, it outputs the graph as a Java object which can be directly provided to a partitioning tool (for MOMC and CAP algorithms) and the simulator.

5.8.2 Simulator

The simulator can work as an independent tool and as a plug-in. The simulator takes a graph and the value of the speed up factor (S) as input parameters. As an independent application, the simulator takes an input graph in an adjacency matrix format, builds an in-memory graph object from the adjacency matrix and then simulates execution of the application represented by the graph. When it is used as a plug-in with the RGG tool, it takes an in-memory graph as a Java object from the RGG tool and then simulates the execution of the application (graph).

The speed up factor is provided as an input as well. The speed up factor is used to compute the execution time of an application component when it is to be executed on a remote computing node (see Section 5.6). The default value of the speed up factor is 4 but an analysis is performed to investigate its impact on overall performance of partitions when it is varied from 2 to 8 which is close to the speed up of the real devices available in the market.

Working of the simulator is explained with the help of two sample graphs which are presented in Figure 5-16. Note that the simulator can simulate an application with a graph of any size. The technique used for computing the execution time of different components using the graph model of an application is explained next.
Figure 5-16-a shows the execution of a sample application when it is not partitioned and is executed on a single computing node. Different components of this sample application are shown as A, B, C, D, E and Vs vertices. The numbers in the shaded balloons attached with the vertices shown in Figure 5-16-a indicate the order of execution of application components when simulated by the simulator. The order of execution is determined by the simulator as it traverses through the application graph. The execution starts with vertex ‘Vs’. Since there are two outgoing edges from ‘Vs’, the control moves to a vertex connected to one of the outgoing edges of vertex Vs. Let us assume the simulator picks vertex A (as it connects to the edge that comes first in the list of outgoing edges). From vertex A, there are two edges going out to vertex B and vertex D. If the simulator picks the edge going towards vertex B, then control moves to vertex B. Since there is no outgoing edge from vertex B, the weight of vertex B is added to the execution time. Once the weight of vertex B is added to the execution time, control comes back to vertex A. From vertex A, control moves to vertex D through the second outgoing edge. Since there is no outgoing edge from vertex D, the weight of vertex D is added to the execution time and the control comes back again to vertex A. After navigating vertices B and D, vertex A has no more outgoing edge left, the weight of vertex A is now added to the execution time. Since all vertices accessible from vertex A are navigated, control comes back to vertex Vs. From vertex ‘Vs’, control goes to C, D and E to add their weights to the execution time in a similar fashion as described for A, B and D. Because vertex D is connected to vertex A and vertex C (an example of reusable component), its weight is added twice to the execution time. Since the application graph shown in Figure 5-16-a is not partitioned (running on a single machine), weights of edges are not considered. This is
because all components are assumed to be interacting through a shared memory and
the communications costs (edge weights) are negligible.

Figure 5-16-b shows an application graph which is partitioned across two computing
nodes. In the sample graph, the vertices that are to be executed on a remote computing
node with a speed up factor of ‘S’ are marked by a flag (for simulator engine) and are
shown with horizontal lines in Figure 5-16-b. Note that the weight of the edges linked
to such vertices will be used in computing the execution time and that is why they are
indicated in Figure 5-16-b. As an example consider the edge between vertex A and
vertex D. The component represented by vertex D is marked (by horizontal lines) as
part of the remote partition and the component represented by vertex A is to run
locally on a mobile node. Since two vertices are running on different nodes, the
communication costs (edge weight) between them need to be considered. Thus, weights
of such edges are shown in Figure 5-16-b. The simulator adds weights of such edges
to the execution time.
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Figure 5-16: Execution of application (a) on a single machine (b) on two machines
As discussed for Figure 5-16-a, the execution of an application starts from vertex ‘Vs’ and it walks to vertex A and then to vertex B. Simulator adds the weight of vertex B to the execution time as there is no edge going out from vertex B. When the control goes to vertex D as par the order of execution, the simulator identifies vertex D as a component that is to be executed on a remote computing node. For such a vertex (vertex D), the simulator performs following actions:

- Add the weight of the edge between vertex A and vertex D (communication cost) to the execution time. Whenever there is a communication cost involved, the simulator also adds a randomly generated network delay to the execution time. Network delays are modeled by using an exponential distribution [Suk10]. In all the experiments reported in this section, the mean value of the network delay used is 10 time units.
- Add the result of the weight of vertex D divided by the speed up factor to the execution time. The speed up factor represents the ratio of the processing speed of the remote computing node and the processing speed of the mobile node. Note that the weights assigned to each vertex (by the RGG tool) are based on a uniform distribution.

The simulator adds weights of the rest of the vertices and the edges (if they are connecting vertices in different partitions) to the execution time in a same manner as explained for vertex B and vertex D.

5.8.3 Workload and system Parameters

In all the experiments, performance of partitioned systems is measured by varying various system and workload parameters. The workload and system parameters that are varied are presented in Table 5-1. These parameters were defined in Section 5.8.1.
The majority of the parameters are for varying the characteristics of randomly generated graphs. In one experiment, only one of the parameters is varied at one time. All other parameters used in the experiment are set to their default values.

5.8.4 Performance Metrics

The key performance metric is the mean execution time ($\tau$). The execution time (in time units) is the difference between the time when the simulator has finished execution of an application and the time when the simulator receives a request for execution of that application. The mean execution time is computed by taking an average of the execution times measured for all randomly generated applications (graphs) for each experiment. As mentioned in Section 5.8.1.2, the execution time is measured in simulation time units.

Table 5-1: Mean values/Value Range and default mean values used for workload and system parameters

<table>
<thead>
<tr>
<th>Graph Template</th>
<th>Linear, Binary, Binary Mesh</th>
<th>Binary Mesh</th>
</tr>
</thead>
<tbody>
<tr>
<td>Graph Size ($D_{\text{max}}$)</td>
<td>2 to 24</td>
<td>8</td>
</tr>
<tr>
<td>Mean Vertex Weight (time units)</td>
<td>20 to 180</td>
<td>100</td>
</tr>
<tr>
<td>Mean Edge Weight (time units)</td>
<td>20 to 180</td>
<td>100</td>
</tr>
<tr>
<td>Variability Factor</td>
<td>0.05 to 0.2</td>
<td>0.1</td>
</tr>
<tr>
<td>Speed Up Factor</td>
<td>2 to 8</td>
<td>4</td>
</tr>
</tbody>
</table>

Another performance metric used is percentage improvement ($P$). Percentage improvement is the proportional reduction in the mean execution time of a partitioned
system achieved with one of the partitioning techniques from the mean execution time of an un-partitioned system.

5.8.5 Experimental Results

Four different sets of experiments are performed. In the first set of experiments, the performance of the partitioned systems that are achieved using the proposed algorithms (discussed in Section 5.4 and Section 5.5) for different graph sizes are compared with the performance of an un-partitioned system. In the second set of experiments, the performance of the partitioned systems achieved with the proposed algorithms is compared with the performance of partitioned systems achieved with other partitioning techniques that are discussed in Section 5.7.1. In the third set of experiments, the partitioned systems achieved with the proposed algorithms are analyzed by varying different input parameters described in the last subsection. In the fourth set of experiments, the effect of using the remote node information discussed in Section 5.6 is investigated.

Experimental results reported in this section are obtained with 10,000 graphs. An analysis is performed by experimenting with various numbers of graphs and the accuracy resulting from the experiments with 10,000 graphs is found to be adequate for analyzing the relative performance of the partitioned systems achieved with the various partitioning algorithms discussed in this chapter. Each experiment is repeated 15-30 times to obtain sufficiently small confidence intervals for the average values. For the experiments presented next, confidence intervals of ±5% (or less) for mean response time were obtained at a confidence level of 95%.

The execution time for each non-partitioned application modeled by a graph is determined using the simulator. Next, the graphs are partitioned using one of the
partitioning algorithms and execution times of the partitioned systems are determined by the simulator as explained in Section 5.8.2. Results reported in the following subsections are mean execution times and are presented in the form of bar graphs.

5.8.5.1 Analyzing MOMC and CAP Algorithms for Different Graph Sizes

In this set of experiments, performance of the partitioned systems achieved with the MOMC and the CAP algorithms is compared with the performance of the unpartitioned systems. The performance comparison is performed for different graph sizes. The graph size \( D_{\text{max}} \) is varied from 2 to 24. The results presented in Figure 5-17 show the percentage improvement observed in the mean execution time when the MOMC and the CAP algorithms are used. Due to large execution times observed for graphs with graph sizes greater than 10, it is not possible to show the actual mean execution times for all graph sizes using a single scale. That is why Figure 5-17 shows percentage improvement (defined in Section 5.8.4) for MOMC and CAP.

Figure 5-17 presents an interesting pattern in the results. For graph sizes less than 10, the MOMC algorithm is observed to produce partitions that exhibit better performance than the one achieved with the CAP algorithm. For large graph sizes (graph size > 10), however, the percentage improvement of the partitioned systems achieved with the CAP algorithms are observed to be higher than the percentage improvement of the partitioned systems that are achieved with the MOMC algorithm. This is because of the difference in objectives of the two algorithms. MOMC performs a complete walk through over the application graph and it attempts only once to find the best suitable cut in the graph to obtain the two candidate partitions.
For small graphs, the algorithm has a high probability of finding a suitable cut in the graph where one of the disjoint sub-graphs has the maximum difference between the sum of the weights of its vertices and the edge cut weight that separates it from the other sub-graph. For large graphs, the performance of the partitioned systems achieved with MOMC is still significantly better than the performance of the unpartitioned systems. For large graphs, the effectiveness of the CAP algorithm is more significant. It is because it attempts multiple times to get different sets of vertices from the graph to form the partitions. The CAP algorithm first selects a single set of vertices based on the local maxima approach. Once a set of vertices is selected, the algorithm walks through the rest of the graph to identify another set of vertices for making another partition. This technique of selecting sets of vertices in multiple attempts is observed to be effective in case of large graphs (see Figure 5-17).
5.8.5.2 Comparison with Other Partitioning Techniques

In this set of experiments, effectiveness of the proposed algorithms is analyzed by comparing the performance of the partitioned systems achieved with the proposed algorithms (MOMC and CAP) with the ones achieved with the OEA technique and the MinCut algorithm based technique.

In the first experiment, analysis is performed using different graph sizes ($2 \leq D_{\text{max}} \leq 10$). The graphs are partitioned using the offloading entire application technique and the two proposed algorithms (MOMC and CAP). The results are presented in Figure 5-18. The sequence of bars in Figure 5-18 is the same as the legends shown at the bottom of the figure. Note that the graph presented in Figure 5-18 is plotted using a log$_{10}$ scale for the execution time $\tau$ (Y-axis).

Performance of partitioned systems achieved with the offloading entire application technique is observed to be poor for majority of the cases (especially when the graph size is greater than 2). MOMC is observed to exhibit the best efficacy because the mean execution time of partitioned systems achieved with it is the lowest in comparison to all other techniques.

For comparison with the MinCut algorithm, 10,000 graphs for each graph size of 4, 6 and 8 as maximum $D$ are generated. To apply the MinCut algorithm, it is also required to identify a source vertex and a sink vertex. A source vertex is a vertex which has no incoming edges (start point) while vertices with no outgoing edges are candidates for the sink vertex. Note that the proposed algorithms do not require a sink vertex to be identified. The proposed algorithms select the sink vertex using a heuristic as discussed in Section 5.4 and Section 5.5. For a comparison of MinCut with MOMC and CAP, a list of boundary vertices for each graph along with their
adjacency matrix is generated. The boundary vertices used to select a sink vertex for the MOMC and the CAP algorithms are also used for selecting a sink vertex for the MinCut algorithm. One vertex from the set of boundary vertices is selected at a time and is used as a sink vertex for achieving a partitioned system with the MinCut algorithm. This is repeated for all boundary vertices. The execution times of all the partitioned systems (achieved using the MinCut algorithm for every boundary vertex) are determined using the simulator. The partitioned system with the minimum execution time is used in this comparison.

Figure 5-18: Comparison of MOMC and CAP with OEA and NP (no partitioning)

For the same graphs, the execution times of the partitioned systems achieved with MOMC, CAP and the offloading entire application technique are also determined. A comparison of the execution times of the partitioned systems is presented in Figure 5-19 and the execution time (Y-axis) is plotted using a $\log_{10}$ scale.
For small graph sizes (graph size = 4 in Figure 5-19), the performances of the partitioned systems achieved with all partitioning techniques are observed to be comparable although the partitioned system achieved with MOMC demonstrates the best performance. For graph sizes larger than 4, the performance of the partitioned systems with OEA and MinCut is observed to be significantly inferior in comparison to the performance of the partitioned systems achieved with MOMC and CAP. The results of experiments presented in Figure 5-19 show that the partitioning based on using no knowledge (OEA) or using the knowledge of edge weights only (MinCut) can lead to an inferior performance especially in comparison to the MOMC and the CAP algorithms.

Figure 5-19: Comparison of efficacy of different partitioning techniques with the MinCut algorithm
5.8.5.3 Effect of Varying Mean Vertex Weight

In this set of experiments, the effect of varying the mean vertex weight is investigated. Note that a uniform distribution is used to generate a value for vertex weights. The results reported in this section use a mean vertex weight that is varied from 20 time units to 180 time units. The values used for the mean vertex weights are not affecting the relative performance of the partitioning techniques. One value of the mean vertex weight is used in one experiment and rests of the parameters are set to their default values as listed in Table 5-1. The mean execution time of the un-partitioned system is compared with that of the partitioned systems achieved with the MOMC and the CAP algorithms. The results are presented in Figure 5-20

![Figure 5-20: Effect of the mean vertex weight on the mean execution time of the un-partitioned system and partitioned systems using the MOMC algorithm and the CAP algorithm](image)

Relative performance of un-partitioned and partitioned systems is observed to be not affected significantly with variation of the mean vertex weight. The mean execution
time $\tau$ seems to increase linearly with the mean vertex weight. This is expected behavior. As the mean vertex weight is increased, the mean execution time of a partitioned or un-partitioned system is also expected to increase as the vertices represent execution components of an application.

5.8.5.4 Effect of Varying Mean Edge Weight

In this set of experiments, the effect of varying the mean edge weight is analyzed by varying the mean edge weight. Note that a uniform distribution is used to generate a value for weight of edges. The mean value for edge weight is varied from 20 time units to 180 time units. A specific mean value is used for one experiment. The default values are used for rest of the parameters as mentioned in Table 5-1. The mean execution times of the un-partitioned system and the partitioned systems achieved with the MOMC and the CAP algorithms are measured. The results are presented in Figure 5-21. Note that the execution time $\tau$ (Y-axis) is plotted using a $\log_{10}$ scale.

The mean execution times of un-partitioned and partitioned systems are observed to be not affected much by the variation of the mean edge weight. The variation in the mean execution times achieved with different mean edge weights for a given partitioning technique presented in Figure 5-21 are observed to be within 1%. The reason for this behavior is that the edge weight contributes to the execution time only when the end point vertices of that edge are to be executed on different nodes (e.g. one on the mobile node and the other on a remote computing node). Thus the effect of varying the mean edge weight is not affecting the overall execution time of the application.
Figure 5-21: Effect of the mean edge weight on the mean execution time of the un-partitioned system and partitioned systems using the MOMC algorithm and the CAP algorithm.

5.8.5.5 Effect of Varying Variability Factor

In this set of experiments, un-partitioned system and the partitioned systems achieved with the MOMC and the CAP algorithms are analyzed by varying the variability factor ($\Delta$). Note that a uniform distribution is used to generate a value for the variable factor for each graph. The experiments are repeated using four different values $\Delta$ (0.05, 0.1, 0.15 and 0.2). Values of rest of the parameters (listed in Table 4-2) are held at their default values. The mean execution times achieved for the un-partitioned system and the partitioned systems are presented in Figure 5-22.

The mean execution times of un-partitioned and partitioned systems are observed to be not affected significantly by the variation in the variability factor. The variability factor is used in calculation of random weights of vertices and edges. The variation of the variability factor seems to contribute evenly for weights of vertices and edges and thus the overall performance of un-partitioned and partitioned systems is not affected significantly.
Figure 5-22: Effect of the mean variability factor on the mean execution time of the un-partitioned system and partitioned systems using the MOMC algorithm and the CAP algorithm.

5.8.5.6 Effect of Varying Speed Up Factor

In this set of experiments, the effect of the speed up factor on the performance of the un-partitioned system and the partitioned systems achieved with the MOMC and the CAP algorithms is investigated. The speed up factor represents the ratio of the processing speed of the remote computing node and the processing speed of the mobile device. Four different values (2, 4, 6 and 8) of the speed up factor are used. Values of rest of the parameters (listed in Table 5-1) are held at their default values. The mean execution times achieved for the un-partitioned system and the partitioned systems are presented in Figure 5-23.

The relative performance of the un-partitioned and partitioned systems is observed to remain the same for the variation of the speed up factors. Note that the execution time for the un-partitioned system is unchanged for all values of the speed up factor because the speed up factor is only applied when one or more partitions are run on
one or more remote computing nodes. The partitioned system achieved with MOMC is observed to exhibit the best performance for all values of the speed up factor. With increase in the speed up factor, the mean execution times for the partitioned system achieved with the MOMC algorithm and the CAP algorithm are reduced. This is expected because the execution time of the partition when it is run on a more powerful remote computing node is reduced with increase in the speed up factor. Note that the speed up factor is the ratio of the processing speed of the remote computing node and the processing speed of the mobile device.

![Figure 5-23: Effect of the speed up factor on the mean execution time of the un-partitioned system and partitioned systems using the MOMC algorithm and the CAP algorithm](image)

5.8.5.7 Effect of Using Remote Node Information (RNI)

In this set of experiments, the effectiveness of using the knowledge of the processing characteristics of the remote computing node at the time of computing the partitions is analyzed. As discussed in Section 5.6, the MOMC and the CAP algorithm can use
information of the remote node while computing the partitions. The partitioned systems are achieved with the MOMC algorithm and the CAP algorithm using the remote node information. Performances of these partitioned systems that use the remote node information are compared with the performance of the un-partitioned system. The results are captured in Figure 5-24.

Figure 5-24: Effect of using remote node information in computing partitions with the MOMC algorithm and the CAP algorithm

The experiments show only a marginal improvement in the system performance when a partitioned system achieved with the MOMC algorithm that uses the remote node information in comparison to the partitioned system achieved with the MOMC algorithm without using any remote node information (see 2nd and 4th bars in Figure 5-24).

Since the CAP algorithm already uses a strict policy for selecting vertices, the use of additional remote node information results in either producing no partitioning or partition with very small size and thus resulting in degraded performance in
comparison to the system achieved with the CAP algorithm that uses no remote node information (see bar $3^{rd}$ and $5^{th}$ in Figure 5-24).

5.9 Summary

In this chapter, two algorithms for mobile WS partitioning are proposed: Maximum Offloading Minimum Cost and Cluster based Application Partitioning. The effectively of the proposed algorithms is investigated through a system prototype as well as simulation. For prototyping, real world sample web services are used. The sample web services are partitioned using MOMC, CAP, MinCut and OEA. The unpartitioned and partitioned systems achieved are hosted on a mobile device and are accessed through a local area wireless network. For simulation, a graph generating tool is devised for generation of random graphs of different sizes and different characteristics. The randomly generated graphs are partitioned using MOMC, CAP and the other partitioning techniques (MinCut and OEA). The performances of the resulting partitioned systems are analyzed through a simulator.

The results achieved with the prototype and the simulations demonstrate that the proposed algorithms outperform the existing algorithm for WS partitioning. The experimental analysis shows that:

- The MOMC partitioning algorithm performs the best for small to medium size applications.

- The effectiveness of the CAP algorithm is observed to be better for large scale applications in comparison to MOMC and other partitioning techniques. For smaller applications, the algorithm is inferior in comparison to MOMC but it always performs better than the no partitioning case, the offloading entire application technique and the MinCut algorithm based technique.
• The partitioned systems achieved with offloading entire application and MinCut exhibit poor performances in general.

• The graphs generated by the RGG tool have randomly distributed edges with significantly high weights. Such edges have more probability to exist closer to the source vertex of the graph than to the sink vertex. For such graphs, OEA and MinCut are observed to produce poor partitions. These two techniques (OEA and MinCut) can however be expected to produce good partitions only when the edges closer to the source vertex have significantly lower weights in comparison to the rest of the edges. For such graphs, the proposed MOMC algorithm also produce partitions similar to the ones achieved with the OEA and the MinCut techniques. This is observed in Figure 5-4, Figure 5-5 and Figure 5-6.

The OEA and the MinCut based WS partitioning techniques produce effective partitions only for specific types of graphs whereas the MOMC algorithm and the CAP algorithm based WS partitioning techniques are effective on a wide variety of graphs. The type of knowledge to be used in devising a partitioning algorithm is an important issue. MinCut that uses only the communication cost is found to lead to an inferior performance of the partitioned system in comparison to that achieved with MOMC that uses both communication and processing costs.
Chapter 6: Run Time WS Partitioning

Chapter 5 discussed design time WS partitioning algorithms to achieve one or more partitions that can be offloaded to a remote computing node. This chapter proposes a runtime WS partitioning technique with the objective of improving the overall system performance. The proposed WS partitioning technique is devised to offload different sizes of partition on a remote computing node based on the system load. Performance of the proposed WS partitioning technique is analyzed by performing experiments on a simulator.

6.1 Overview

As already discussed, WS application partitioning is a process of dividing a WS application into multiple components so that computationally complex components can be executed on powerful remote computing nodes. The objectives of WS partitioning considered in this thesis include achieving a considerable size of the offloaded partitions with least possible communication costs. In case of change in the device system load or available battery power, a dynamic partitioning technique can help to offload more considerable size of an application for execution on a remote computing node.

The results presented in Chapter 5 show the two main drawbacks of design time partitioning:
1. The partitioned system achieved with it may not be a best solution for various devices on which the system may get deployed.

2. The partitioned system is generally insensitive to the variation in the system load.

Performing an application partitioning at runtime can use system load information and device characteristics for achieving an effective partitioned system. Achieving a partitioned system with runtime partitioning approach has a few limitations as well. For example, deciding when to run the application partitioning algorithm is an important question. Should it be run for every request arrival or run only when the system load changes significantly? In both cases, there will be a substantial overhead affecting the application response time. The benefit that accrues from running the application on a partitioned system must be able to offset the overheads. But there are many situations when it makes sense to use a runtime partitioning approach. For example, the device may be running multiple applications at a time sharing the device resources such as CPU and memory or a large number of WS clients are sending requests for hosted web services or the device has a limited battery power.

In such situations, using a runtime application partitioning is expected to be effective because the size of the partition to be executed on a remote computing node can be varied based on the situation. For example, in a situation when a device is running out of battery power, then a substantial amount of application components can be offloaded to preserve device’s battery power. If a large number of WS requests are waiting to be executed, running large part of an application on a remote computing node can improve system response time. If a device is not experiencing
any of the situations as mentioned earlier, it may be beneficial to execute a little part of an application (or even no part of an application) on a remote computing node.

In this chapter, a hybrid technique for runtime application partitioning that combines advantages of both the design time application partitioning and the runtime application partitioning is proposed. The proposed hybrid technique for runtime application partitioning first applies a graph based algorithm for achieving multiple execution plans (discussed in the next section) for a WS application at design time. The technique uses a runtime middleware system which selects an appropriate execution plan based on the system load information and then uses that execution plan for executing the application partition.

6.2 Generating Execution Plans for a WS

An execution plan is a scheme that determines what part or parts of an application is to be executed on a local mobile node and what part or parts to be run on a remote computing node (see Figure 6-1). A part of an application can be a method of a class or a collection of methods of one or more classes. An execution plan also defines a sequence of execution of different methods within a partition. For the work presented in this thesis for runtime WS partitioning, the execution plan is a set of a maximum of two partitions ($P_L$ and $P_R$), each partition comprises of one or more methods. The two partitions are shown as vertical grey line boxes ($P_L$ – to be executed on a local mobile node) and horizontal grey line boxes ($P_R$ – to be run on a remote computing node) in Figure 6-1.

The WS partitioning used for run time WS partitioning technique computes different sized partitions for execution on a remote computing node for different range of system load. For achieving this, a graph based algorithm is proposed for generating
multiple execution plans that are ordered based on the size of $P_R$. A set of a few sample execution plans is shown in Figure 6-1. Execution plan #1 shown in Figure 6-1 suggests executing the whole application on a local mobile node. Execution plan #2 represents a plan that suggests running a small part (~25%) of the application on a remote computing node. Execution plan #3 and Execution plan #4 suggest running a major part of the application (~50% and ~75% respectively) on a remote computing node. Execution plan #5 suggests executing the entire application on a remote computing node.

Figure 6-1: A set of sample execution plans

The proposed algorithm for achieving multiple execution plans is based on navigating a graph modeling the application to be partitioned iteratively.
6.2.1 Input Parameters

The graph based WS partitioning algorithm requires the following input parameters.

6.2.1.1 Application Graph

A graph model \( (G(V, E)) \) of a WS application is a key input parameter.

6.2.1.2 Number of Execution Plans \( (N_E) \)

This is the number of execution plans to achieve. The value of \( N_E \) can be between 1 and the number of vertices in a graph.

6.2.2 Upper Bound for Remote Partition of an Execution Plan

As already mentioned, an execution plan includes two partitions: one for running locally \( (P_L) \) and the other for running on a remote computing node \( (P_R) \). The two partitions are computed using a graph based algorithm proposed in the following subsections. The size of the remote partition, \( P_R \), is the sum of the weights of vertices (representing processing costs) in \( P_R \). Each execution plan is associated with an upper bound on the size of \( P_R \). The approach used for the calculation of upper bound on the size of \( P_R \) for each execution plan is discussed next.

The upper bounds on the size of remote partitions for any two consecutive execution plans are separated by a fixed size step. The fixed size step is the same for all execution plans. The fixed size step is determined from the number of execution plans \( (N_E) \) and the total processing cost of the application which is a sum of the weights of all vertices of an application graph. If the number of executions plans is \( N_E \), then the fixed step size \( (P_{SS}) \) between the upper bounds on the size of remote partitions for any two consecutive executions plans is calculated by dividing the sum of the weights of all vertices in the application graph by the number of executions plans.
\[ P_{SS} = \left( \sum W_{vi} \right) / N_E \quad \text{where} \quad v_i \in V \]  

Now, the upper bound on the size of \( P_R \) for any execution plan can be computed by adding the fixed step size to the upper bound on the size of \( P_R \) of the previous execution plan. For example, for the first execution plan, the upper bound on the size of the remote partition will be

\[ L_{U-1} = 0 + P_{SS} = P_{SS} \]

Note that there is no previous execution plan for the first execution plan, thus zero is added to \( P_{SS} \). Similarly for the second and third execution plans, the upper bounds on the size of remote partitions will be

\[ L_{U-2} = L_{U-1} + P_{SS} = P_{SS} + P_{SS} = 2P_{SS} \]
\[ L_{U-3} = L_{U-2} + P_{SS} = 2P_{SS} + P_{SS} = 3P_{SS} \]

Thus, an upper bound on the size of a remote partition for any \( k^{th} \) execution plan will be

\[ L_{U-k} = k \times P_{SS} \]

where \( k = 1, 2, 3, \ldots N_E \)

6.2.3 Objective Function

The proposed technique for run time WS partitioning is based on computing multiple execution plans of different sizes in advance and then selecting an execution plan based on the system load. The computation of ‘N’ execution plans is performed in advance in order to eliminate the computation overheads during runtime. Each execution plan is computed with an objective of selecting a beneficial partition such that the difference between the processing cost of that partition and the communication cost incurred by offloading the partition is the maximum. Each computed execution plan is also characterized by the size of the partition that is
marked to be executed on a remote computing node. The run time component of the proposed technique selects the execution plan based on the system load and executes the WS application according to the execution plan.

The objective function for the graph based algorithm for generating execution plans is to achieve a partitioned system of a graph \( G \) with \( N_E \) execution plans such that for every \( k^{th} \) execution plan, the following two conditions are satisfied

\[
\text{Condition 1: } \beta (P_k) = \text{Max} \left[ W_V (P_k) - W_{EC} (P_k) \right]
\]

\[
\text{Condition 2: } W_V (P_k) < L_{U,k}
\]

Where
- \( W_V (P_k) \) is the sum of the weights of vertices of a partition \( 'P_k' \) to be executed on a remote computing node (processing cost).
- \( W_{EC} (P_k) \) is the sum of the weights of edges that separates the vertices of a partition \( 'P_k' \) (communication cost).
- \( \beta (P_k) \) is a maximum difference of \( W_V (P_k) - W_{EC} (P_k) \)

The rationale behind condition 1 and 2 is presented next.

*Condition 1* defines a 'Beneficial Cut', a term introduced in the last chapter (see Section 5.3.9), that renders a graph into two disjoints sets such that the difference of sum of the weights of vertices in a partition (\( W_V (P_k) \)) and the sum of the weights of edges (\( W_{EC}(P_k) \)) that separates the graph is maximized.

*Condition 2* concerns the size of a partition that can be executed on a remote computing node. According to this condition, the maximum size of a partition (\( W_V (P_k) \)) for an execution plan cannot exceed the upper bound on the size of \( P_R \) computed for that execution plan.
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6.2.4 Algorithm Steps

To explain the working of the algorithm steps, temporary variables are introduced. These temporary variables include sets of vertices \((B, X, N \text{ and } Q)\), numeric variables \((w, s \text{ and } \beta)\) for calculation of the degree of benefit and a table \(T\) for storing candidate execution plans. The set \(Q\) contains all vertices of set \(V\) except \(w\) and \(s\) are used for storing the sum of the weights of vertices of \(X\) \((W_{VX})\) and the weight of the edge cut that separates vertices in set \(X\) from the rest of the graph \((W_{EX})\). \(\beta\) is used for storing the degree of benefit for set \(X\). Note that \(\setminus\) is a set operation of taking relative complement. The rest of the variables are explained during the discussion of the individual steps of the algorithm.

The main steps of the algorithm, the pseudo code for which is presented in Figure 6-2, are explained next. The steps that involve initializations of different variables (such as lines 1-6 and lines 5-6 of Figure 6-2) are not included in this discussion.

- **Find boundary vertices** \((B)\) from set \(Q\) (line 3 in Figure 6-2). As mentioned for MOMC and CAP algorithms, the boundary vertices are those with the maximum value of vertex distance \((D)\). It has been observed that choosing the starting vertex which is located far away from the source vertex ‘s’ results in more effective partitioned systems in comparison to the partition systems that are achieved by selecting a starting vertex randomly or by selecting a starting vertex closer to source vertex ‘s’.

- **Select a boundary vertex** \((v)\) with maximum weight as a starting vertex (line 5 in Figure 6-2).
//V is a set of vertices of graph G, Q is a set of vertices that are considered for //partitioning and s is the source vertex. X is a temporary set variable for vertices. //β is the degree of benefit. T[X, β, w] is a table to hold partitions and Ne is the //required number of execution plans.

01: Q = V \ s;
02: T [set, number, number] = \emptyset;
03: B = Set of vertices in Q with maximum D; (Boundary Vertices)
04: X = \emptyset, β = 0;
05: v = Vertex with maximum weight in set B;
06: do {
07: X = X U v;
   //w and ε are temporary variables storing sum of the weights of vertices and
   //the edge cut weight respectively
08: w = Sum of weights of vertices in X;
09: ε = Edge cut weight of set X;
10: β = w − ε;
11: Add X, β and w to table T;
12: N = Set of vertices that are directly connected to vertices of X;
13: v = Vertex in N with maximum degree of benefit;
14: } while (v != null)
15: for (k = 1 ... Ne) { //k is an index variable, Lu-k is an upper bound on
   //the size of the remote partition for the kth
   // execution plan
16: Select a set of rows (T_l) from table T for which w < L_u-k;
17: Select a row from T_l rows for which β is the maximum;
18: P_R = X of the selected row; // P_R is a remote partition
19: P_L = V − P_R; // P_L is a local partition
20: }

Figure 6-2: The runtime partitioning algorithm for achieving multiple partition plans
• Add selected vertex ‘v’ to a temporary set X (line 7 in Figure 6-2). X is a set of vertices that represents a candidate partition to be executed on a remote computing node.

• Calculate \( \beta \) as follows (see line 8-10 in Figure 6-2).

\[
\beta = w - \varepsilon
\] 6-3

where \( w \) is the sum of weights of vertices in set \( X \) (\( W_V(X) \)) and \( \varepsilon \) is the sum of weights of edges that separates vertices in set \( X \) from rest of the graph (\( W_{EC}(X) \)).

Store values of \( X, \beta(X) \) and \( W_V(X) \) in the partition table \( T \) (line 11 in Figure 6-2).

• Select vertex ‘v’ for the next iteration (lines 12-13 in Figure 6-2)

• The set of neighbor vertices, \( N \), (where \( N \) is a subset of \( \{Q \setminus X\} \)) represents those vertices of \( \{Q \setminus X\} \) that are connected to any vertex of \( X \). Note that this step was not executed in the first iteration when a new vertex was selected from the set of boundary vertices. In this step, a vertex ‘v’ that has the maximum degree of benefit is selected from a set of neighbor vertices of \( X \).

• Repeat steps in lines 7-13 for all vertices of set \( Q \). Once all vertices of set \( Q \) are evaluated, the table \( T \) will contain a list of records that can be used to compute execution plans.

• Compute execution plans by walking through all rows of table \( T \). For the \( k^{th} \) execution plan with upper bound \( L_{U-k} \) on the size of a remote partition, the execution plan can be computed by using following steps.

  - Select all rows (\( T_1 \)) from table \( T \) for which value of \( W_V(X) \) is less than or equal to \( L_{U-k} \) (condition 2 of the objective function).

  - Select a row from \( T_1 \) rows for which value of \( \beta(X) \) is the maximum (Condition 1 of the objective function).
6.3 Runtime Middleware for WS Partitioning

In this section, a middleware for runtime partitioning of WS applications hosted on mobile devices is proposed. The implementation of the proposed middleware uses only one remote computing node for executing partition \( P_R \). Techniques for the selection of a remote computing node from a set of available nodes or a cloud for execution of a given partition can form an important direction for future research. Various characteristics such as the system load can be used in mapping a partition to a remote computing node. The proposed middleware will be an enhancement of the WS execution environment proposed in Chapter 3. The middleware with WSEE is based on three main components: a web service execution environment (WSEE), a runtime WS partitioning engine and executions plans for web services applications that are to be hosted on a mobile device. A high level architecture of the proposed middleware is presented in Figure 6-3. The details of each of these components are described next.

6.3.1 Web Service Execution Environment

A WSEE is a platform that facilitates the execution of web services. In the context of the proposed middleware, WSEE uses two key components: Transport Listener and WS Manager. A brief overview of these two components is presented next. A more detailed discussion is available in Section 3.2.

6.3.1.1 Transport Listener

Transport Listener is responsible for exchanging SOAP messages. SOAP messages can be exchanged between nodes using any transport mechanism. Note that there is no specific transport protocol associated with the exchange of SOAP messages. The proposed Transport Listener uses standard transport protocols such as HTTP or TCP for exchange of SOAP messages. On receiving a WS request, Transport Listener
extracts the SOAP message from the incoming request and puts in a queue ‘Qsrv_in’. Transport listener is also responsible for sending a response back to a WS client. For this, Transport Listener gets the response message (a SOAP message put by WS Manager in ‘Qsrv_out’) from ‘Qsrv_out’ and sends the message to the WS client.

Figure 6-3: Architecture of the proposed middleware for runtime WS partitioning
6.3.1.1 WS Manager

The primary responsibilities of WS Manager are the parsing of the incoming SOAP messages, executing the WS application, and then wrapping the results of the WS application into a response SOAP message. Multiple threads of WS Manager are available in a thread pool. These threads are used to process WS requests waiting in ‘Qsrv.in’. On receiving a new SOAP message, WS Manager parses the SOAP message using standard SOAP/XML libraries available for mobile devices (such as KSOAP [Kso03] and KXML [Kxm03]). The implementation discussed in this thesis uses both KSOAP and KXML libraries. After parsing the request, WS Manager looks up the appropriate WS application based on the WS request parameters. Once a WS application is selected, WS Manager hands over the parsed input parameters and name of the WS application to Runtime Engine for execution.

6.3.2 Runtime WS Partitioning Engine (Runtime Engine)

The execution plans for a WS application are computed using the graph based WS partitioning algorithm described in Section 6.2. In the proposed runtime partitioning technique, all partitions of web services are available on a remote computing node. No code migration is performed at runtime; only the appropriate WS partition identified by the execution plan is executed at runtime. Application partitioning can be performed either at a class level (object oriented Java class) or at a class method level. For the proposed runtime WS partitioning, a method level granularity is used. This means each component partition would comprise one or more class methods.

Runtime Engine is responsible for selecting an appropriate plan based on the system load. To establish a relationship between the system (load) information and available
execution plans for a WS application, a mechanism based on the real time profiling is devised. This is discussed further in Section 6.3.4.

6.3.3 Relationship between System Load Information and Execution Plans

The system load is typically estimated by measuring CPU utilization due to other applications or by measuring the number of requests waiting to be executed by a system. This research focuses only on the system load based on the number of WS requests arriving for a hosted WS. Therefore, number of WS requests waiting to be processed (size of the queue) is used as an indicator for the system load.

The following terms are introduced before discussing the relationship: degree of system load, device profile and device profile index. These are described next.

6.3.3.1 Degree of System Load (p)

The degree of system load can be different for different scenarios. For the work presented in this thesis, the focus is to improve the overall response time. That is why the degree of system load is the number of requests waiting to be executed. The degree of system load is determined by computing an exponential moving average of the number of WS requests waiting in $Q_{srv_{in}}$. The size of the window used for computing the exponential moving average is 5. The exponential moving average (EMA) is computed by using a simple moving average model described by Brown [Bro04]:

$$\text{EMA} = a_n \cdot e + (a_{n-1} \cdot (1 - e))$$

Where $a_n$ is a current value, $a_{n-1}$ is a previously calculated value and $e$ is an exponential factor (2 / size of window)
6.3.3.2 Device Profile/Device Profile Index ($\chi$)

The device profile includes device processing power (for example CPU speed), total memory, available memory for execution and number of applications running on the device. Factors such as processing speed and the total available memory are available from the device specifications. Factors such as memory in use and number of applications running on a device depend on system state and are available at runtime through an operating system’s application interfaces.

Device profile index is an indicator of device ability to accept new tasks for execution. One or more factors (such as CPU speed, available memory, number of applications running) can be used to determine the device profile index. The technique used in this thesis for measurement of the device profile index is based on real time profiling and it does not consider the device processing speed and its memory. The objective of this technique is to use the device profile index as an indicator of the number of WS requests that can be processed without degrading the overall response time significantly. The real time profiling is performed by running an experiment for a different number of WS clients for a graph application of sizes of four, eight and twelve. The number of concurrent WS clients is varied from 1 to 100. The results of this experiment are presented in Appendix C.

6.3.4 Selecting an Execution Plan

As already mentioned, the runtime partitioning engine is responsible for selecting an appropriate execution plan for a partitioned system based on the system load. The proposed algorithm for selecting an execution plan is presented next. The input to the proposed algorithm is the set of execution plans for a partitioned system and the device profile index ($\chi$).
*Step 1:* Compute the degree of system load ($\rho$) using the number of waiting requests.

*Step 2:* Compute $k$ (execution plan #) using the following relation:

$$k = 1 + f(\rho, \chi / N_E)$$  \hspace{1cm} \text{(6-4)}

where

- $\rho$ is the current system load (moving exponent average), $\chi$ is a device profile index and $N_E$ is the number of execution plans
- Dividing the device profile index by the number of execution plans ($\chi / N_E$) gives the range of the system load for each execution plan. For example, if the device profile index is 20 and the number of execution plans is 4, then the range of system load for each execution plan is 5 ($20 / 4$).
- $f(\rho, \chi / N_E)$ is an integer division function of $\rho$ and $\chi / N_E$. This function divides the system load ($\rho$) by the range of the system load for an execution plan which is given by $\chi / N_E$. The result of this integer division identifies the execution plan # corresponding to the current system load. For the example shown earlier, if the current system load is 12, then the result of $f(\rho, \chi / N_E)$ will be 2 ($12 / 5$). Note that the remainder is discarded in integer division. ‘1’ is added to the result of $f(\rho, \chi / N_E)$ to make the execution plan (k) index starts from ‘1’ instead of ‘0’.

*Step 3:* Select $k^{th}$ execution plan from the available execution plans for a partitioned system.

In the following subsection, different subcomponents of the runtime partitioning WS engine are introduced.
6.3.5 Components of Runtime Partitioning Engine

The components of the proposed implementation of the runtime partitioning engine are discussed next.

6.3.6 Runtime Engine

Runtime Engine is the main controller for executing a WS execution plan based on the system load. On receiving a request for executing a WS application from WS Manager, Runtime Engine communicates with Partition Manager (see Figure 6-3) to determine a particular execution plan.

6.3.7 Partition Manager

Partition Manager is responsible for determining an execution plan based on the system load and the device profile index. The degree of system load is computed by Load Monitor (see Figure 6-3). Once the degree of system load is known, Partition Manager selects an appropriate execution plan using the algorithm presented in the previous subsection.

6.3.8 Load Monitor

For computation of the system load, Load Monitor interacts both with the operating system of the mobile device and the input queue (see $Q_{srv\_in}$ Figure 6-3). Since memory is not considered in the determination of the system load (as discussed in Section 6.3.3.1), Load Monitor only measures the number of requests waiting to be executed in $Q_{srv\_in}$ to compute an exponential moving average (EMA) of the number of waiting requests using a window size of 5.
6.3.9 Device Profile

For the research presented in this chapter, the device profile indicates the number of requests that can be run on the device simultaneously without affecting device performance significantly as discussed in 6.3.1.1.

6.4 Approach used for Performance analysis

The approach used for analyzing the effectiveness of the proposed runtime WS partitioning technique is based on analyzing system performance by using a variety of application graphs. For this, a tool Random Graph Generator (RGG) described in Section 5.8.1 is used. The performance of the proposed middleware system for runtime WS partitioning is evaluated by using a simulator that is developed for this purpose. The simulator is described briefly in the next subsection. Note that the RGG tool and the simulator are implemented using the standard Java edition.

6.4.1 Simulator

The simulator used for performance analysis of the proposed middleware system is an enhanced version of the simulator that is described in Section 5.8.2. For a given size of the graph and the template, the simulator is provided a partitioned system with multiple execution plans. The execution plans are achieved using the graph based WS partitioning algorithm proposed in Section 6.2. The other input parameters are speed up factor(S), number of WS request to simulate, the device profile index to use and the number of execution plans. The speed up factor represents the ratio of the processing speed of the remote computing node and the processing speed of the mobile device. The default value of the speed up factor used is 4. The simulator incorporates network delays when a remote computing node is involved. Network
delay is a component of $W_{EC}$ in equation 6-3. A more detailed discussion of generating a random network delay is presented in Sukhov et al. [Suk10]. Network delays are modeled by using an exponential distribution [Suk10]. In all the experiments reported in this chapter, the mean value of the network delay used is 10 time units. The core of the simulator is the same as discussed in Section 5.8.2.

6.5 Performance Analysis

System performance achieved by using the proposed runtime WS partitioning technique is analyzed by using the simulator described earlier. The different input parameters that are varied to get insights into system behavior and performance are described next.

6.5.1 Input Parameters

In all the experiments, the mean response times of application graphs (partitioned or un-partitioned) are measured by varying a number of input parameters. In one experiment, only one input parameter is varied while all other parameters are held at their default values. The input parameters and their default values are presented in Table 6-1. Note that the client think time used in experiments is generated by using an exponential distribution. Similar distributions for clients think times have been used by Rosen [Ros87].

Graph size is equal to the maximum value of the vertex distance (defined in Section 5.3.5). For graph generation, default values are used for the mean vertex weight, the mean edge weight and the variability factor as discussed in Table 5-1. The number of Execution Plans ($N_E$) is the number of execution plans to be used for the runtime WS partitioning. In a preliminary analysis, the number of execution plans equal to four is
observed to be appropriate for the application graphs used in the experimentation. Number of WS clients (C) is the number of applications that are accessing the system simultaneously. Each client sends a request, waits for the response, receives the response, waits for a time interval equal to the mean think time and then sends the request again. The mean think time is the mean time a client waits before sending the next request.

Table 6-1: Input Parameters and their default value

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Graph Size</td>
<td>4, 8 and 12</td>
</tr>
<tr>
<td>Number of Execution Plans (NE)</td>
<td>4</td>
</tr>
<tr>
<td>Number of Clients (C)</td>
<td>Varied from 1 to 40.</td>
</tr>
<tr>
<td>Mean Think Time (time units)</td>
<td>Varied from 500 to 5000</td>
</tr>
<tr>
<td></td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>1000</td>
</tr>
</tbody>
</table>

6.5.2 Performance Metrics

The key performance metric is the mean execution time ($\tau$). The execution time (in time units) is the difference between the time when the application has finished its execution and the time when the application request is received by the simulator for execution. The mean execution time is computed by taking an average of the execution times measured for all randomly generated applications (graphs) for each experiment. Energy of the mobile device consumed before and after web service partitioning is an interesting performance parameter. Investigation of this performance parameter forms an important direction for future work.
6.5.3 Experimental Results

Two different sets of experiments are performed. In the first set of experiments, the mean execution time of a partitioned system using one of the execution plans at a time is measured. The experiment is repeated for graph sizes of 4, 8 and 12. In the second set of experiments, the performance of the partitioned system achieved with the runtime WS partitioning technique is compared with a 'no partitioning’ case and the partitioned system achieved with the design time WS partitioning technique (described in Chapter 5). The comparison is performed by varying number of clients (C).

A closed system model is used for all the experiments. Each client operates cyclically and sends one request at a time. As soon as the request is processed, the client sends another request after a delay equal to the client think time. Each experiment is performed by using a randomly generated graph. Random graphs are generated using a Random Graph Generator tool discussed in Section 5.8.1. The result of each experiment is obtained by using 10,000 randomly generated graphs. Each experiment is repeated 15-30 times to obtain sufficiently small confidence intervals for the average values of the execution times. For the experiments presented in this chapter, confidence intervals of ±5% (or less) for mean response time were obtained at a confidence level of 95%.

6.5.3.1 Performance Analysis using One Execution Plan at a Time

In this set of experiments, the effectiveness of the proposed runtime WS partitioning technique is analyzed by measuring the mean execution time achieved with the partitioned systems using one of the execution plans (preselected) at a time. The number of WS clients is varied from 1 to 20. The performance comparison is
presented for different graph sizes (see Figure 6-4 for graph size = 4, Figure 6-5 for graph size = 8 and Figure 6-6 for graph size = 12). The results observed for different graph sizes appear to exhibit a similar trend in the performance. Each line shown in the graphs of Figure 6-4, Figure 6-5 and Figure 6-6 displays the mean execution time of the partitioned system when a preselected execution plan is used. The number of execution plans used for this set of experiment is 4. Execution plan #1 represents an un-partitioned system. Execution plan #2, #3 and #4 are achieved with the graph based WS partitioning algorithm. Higher the execution plan number, higher is the size of $P_R$. Note that no runtime selection of an execution plan is performed for this experiment.

![Figure 6-4: Comparison of performance of partitioned systems for various execution plans, C and for a graph size = 4](image)

The results presented in Figure 6-4, Figure 6-5 and Figure 6-6 exhibit an interesting pattern. For all graphs shown in Figure 6-4, Figure 6-5 and Figure 6-6, for a lower number of clients, using an execution plan that runs a larger part of an application on
a remote computing node (such as execution plan #3 or #4) is resulting in a
degradation in the system performance. For such scenarios, using no partitioning
(execution plan #1) appears to be the most effective. This is because the overheads of
executing a partition on a remote computing node in comparison to executing it
locally are significant and thus results in a degradation of overall system performance
of the partitioned system (see bars for C = 1 and C = 4 in Figure 6-4, Figure 6-5 and
Figure 6-6).

![Figure 6-5: Comparison of performance of partitioned system when one execution
plan is used at a time for graph size = 8](image)

For C = 8, overall system performance is observed to be the best with execution plan
#3 for graphs of size 8 and 12. For a higher number of clients (e.g. 12, 16 and 20 in
Figure 6-4, Figure 6-5 and Figure 6-6), using execution plan #4 is observed to result
in the best performance. This set of experiments demonstrates that using an
appropriate execution plan based on the system load information (number of clients in
these experiments) is important. Using a different execution plan for different number
of clients accessing the system can result in achieving a high system performance.
This set of experiments provides a motivation for devising a runtime technique of selecting an execution plan based on the system load.

![Execution Plan Comparison](image)

Figure 6-6: Comparison of performance of partitioned system when one execution plan is used at a time for graph size = 12

6.5.3.2 Performance Comparison with No Partitioning Case and the Design Time WS Partitioning Technique

For this set of experiments, the mean execution times are measured for an unpartitioned system, a partitioned system achieved with a design time partitioning technique and the partitioned system achieved with the proposed runtime WS partitioning technique. For the design time partitioning technique, the MOMC algorithm is used. The experimental analysis presented in Section 5.8 has demonstrated that the MOMC algorithm gave the best performance in comparison to the other design time partitioning techniques for small to medium sized application graphs. For the simulator used for experimentation, the value of the profile index measured is 20. As discussed in Section 6.3.3.2, the device profile index represents the maximum number of requests handled by a device. The device profile index is
measured by experimenting with different number of clients. The performance comparison of the three techniques is done using three different ways of varying the number of clients. These are presented in the following subsections.

![Graph](image)

**Figure 6-7**: Performance comparison of the partitioned systems achieved with the three techniques using a fixed number of clients with a zero think time.

For each set of bars shown in Figure 6-7, Figure 6-8 and Figure 6-9, the first bar represents the mean execution time achieved for an un-partitioned system. The second bar is for the mean execution time of a partitioned system achieved with the MOMC algorithm based on the design time WS partitioning technique. The third bar represents the mean execution time that is observed for a partitioned system achieved with the proposed runtime WS partitioning technique.
6.5.3.3 A System with a Fixed Number of Clients with No Client Think Time

In this set of experiments, the results are achieved on a system hosting a fixed number of clients with a zero think time. The values of the number of clients used are 1, 5, 10, 15 and 20. The results are presented in Figure 6-7.

The graph presented in Figure 6-7 shows that the design time partitioning technique seems to demonstrate the best performance for various number of clients (see the third, fourth and fifth sets of bars in Figure 6-7). For a lower number of clients, an unpartitioned system and the runtime partitioning technique seem to exhibit marginally better performance (see the first and second sets of bars in Figure 6-7) in comparison to the design time partitioning technique. The benefit of the design time WS partitioning technique is significant only when the partitioned system is actively accessed by a large number of clients. For a lower number of clients, the overheads of executing a part of an application on a remote computing node seem to be offsetting its benefits. The performance achieved with the runtime WS partitioning technique is always superior to that achieved on a non-partitioned system because it uses a different execution plan based on the number of clients. For example, for a lower number of clients, the runtime WS partitioning technique uses an execution plan that may demand to run the whole application locally or execute a small part of the application on a remote computing node. For a higher number of clients, the runtime WS partitioning technique is expected to use execution plans that require execution of a major part of an application on a remote computing node. The performance improvement over an un-partitioned system achieved by the runtime WS partitioning technique is observed to increase with an increase in the number of clients.
6.5.3.4 A system with a Fixed Number of Clients with Non-Zero Think Times

For this set of experiments, the number of clients used is 10, 20 and 40. Experiments are repeated with different values of the mean think time (500, 1000, 2000, 3000, 4000 and 5000 time units). The results presented in Figure 6-8 are obtained when with mean think time equal to 1000 time units. When the number of clients used is 10, the partitioned system achieved with the design time partitioning exhibits an inferior performance in comparison to cases when no partitioning or the runtime WS partitioning technique is used.

![Performance comparison of the partitioned systems](image)

Figure 6-8: Performance comparison of the partitioned systems achieved with the three techniques using fixed number of clients with mean think time = 1000 time units

When a large number of clients are used (see the second and third sets of bars in Figure 6-8), the partitioned systems achieved with the design time partitioning and the runtime partitioning are showing better performance in comparison to the case when no partitioning is used. The performance of the partitioned system achieved with the runtime WS partitioning technique is observed to be the best among the three techniques. This experiment confirms the effectiveness of the runtime WS
partitioning especially when the system is experiencing a variation in the number of active clients accessing the partitioned system because of the different values of think time.

Figure 6-9: Performance comparison of the three WS partitioning techniques with varying mean client think time and a) $C = 10$ and b) $C = 20$
The graphs presented in Figure 6-9 show the mean response time for the three WS partitioning techniques for different values of the mean think time. When a lower number of clients such as 10 is used, the proposed runtime WS partitioning technique exhibits the best performance (see Figure 6-9-a) for all values of the mean think time. But for a large number of clients such as 20, an interesting pattern is observed. The design time WS partitioning technique is observed to be the winner for lower values of the mean think time (see Figure 6-9-b) whereas the proposed runtime WS partitioning technique displays the best performance for higher values of the mean think time (see Figure 6-9-b).

6.5.3.5 Using Variable Number of Clients

In this set of experiments, the number of clients is varied at runtime between 1 and the maximum number of clients \((C_{\text{max}})\) which is an input for each experiment. Each experiment starts with 1 client. A set of clients are added to the system after processing a fixed number of requests. The value used for the fixed number of requests for this experiment is 500. Once the maximum number of clients \((C_{\text{max}})\) is reached, a number of clients is set to 1 client again and then incremented after processing every 500 requests and so on. The experiment is repeated using different values of \(C_{\text{max}}\). The values used for \(C_{\text{max}}\) are 5, 10, 15, 20 and 40. The results observed for the partitioned systems achieved with the three WS partitioning techniques are presented in Figure 6-10.

For all values of the maximum number of clients \((C_{\text{max}})\), the partitioned system achieved with the runtime partitioning techniques exhibit the best performance. The performance improvement of this partitioned system over the other two techniques (no partitioning case and the design time WS partitioning technique (MOMC)) is
more significant for various values of maximum number of clients ($C_{\text{max}}$). This means that for systems with large variations in the system load, the runtime WS partitioning techniques is expected to show a significant performance improvement.

The partitioned system achieved with the design time WS partitioning technique (MOMC) shows an inferior performance in comparison to the no partitioning case when a lower value is used for $C_{\text{max}}$. The partitioned system achieved with MOMC shows an improvement in the mean execution time in comparison to the no partitioning case only when $C_{\text{max}}$ is greater than 15. The design time WS partitioning algorithm (MOMC) tries to compute a significant part of a WS application for offloading and can result in increased overheads. When lower values are used for $C_{\text{max}}$, the overheads that accrue for the partitioned system achieved with MOMC offset the advantages of executing a part of application on the remote computing node.

![Figure 6-10: Performance comparison of the three techniques using variable number of clients.](image)

Figure 6-10: Performance comparison of the three techniques using variable number of clients.
With the variable number of clients, the partitioned system achieved with the design time partitioning technique (MOMC) seems to exhibit an inferior performance in comparison to the un-partitioned system and the partitioned system achieved with the runtime WS partitioning technique. The partitioned system achieved with the runtime WS partitioning technique proposed in this chapter is observed to outperform the other two techniques for all scenarios experimented with. The performance improvement observed on the partitioned system achieved with the runtime WS partitioning technique is higher when the variation in the number of clients is large.

6.6 Summary

This chapter introduced a runtime WS partitioning technique for mobile web services. WS application partitioning is expected to improve system performance on resource constrained mobile devices by executing a part of the application on a remote computing node. The partitioned system with multiple execution plans is determined first using the proposed graph based WS partitioning algorithm. The runtime middleware is then used for selecting an appropriate execution plan based on the system load information. The experimental analysis shows that

- For different system load scenarios, offloading a different size of partitions to be executed on a remote computing node is important. For a lower system load, executing a small part of an application on a remote computing node is beneficial. For heavier loads, the system performance is observed to be better when a large part of the application is executed on a remote computing node.

- For systems with a fixed number of clients and zero client think times the relative performance of the three techniques, no partitioning, design time partitioning and run time partitioning depends on the number of clients. If the number of clients is
lower than 10 then it is better to use run time partitioning (see graphs for C < 10 in Figure 6-7 for example). Using design time partitioning for a higher number of clients gives rise to the best system performance (see graph for C >10 in Figure 6-7 for example).

- For systems with a fixed number of clients but non-zero client think times the relative performances of the three techniques depends on the number of clients. For a smaller number of clients, the run time partitioning technique gives rise to the best performance for all the think times experimented with (see Figure 6-9 (a) for example). For a higher number of clients, 20 for example, the winner depends on the value of the mean think time. For higher values of the mean think time, run time partitioning displays the best performance (see Figure 6-9 (b)). As shown in this figure, when the mean think time is lower than 2000, the design time partitioning technique exhibits the best performance but performance achieved with the runtime WS partitioning technique is close to the design time partitioning technique.

- For systems with a variable number of clients discussed in Section 6.5.3, the run time partitioning technique always gives rise to the best performance for the parameter values experimented with (see Figure 6-10).

The experimental results indicate that for low to medium load when the number of clients is fixed, run time partitioning is to be used. For high load, design time WS partitioning is a better choice. For systems characterized by a large variability in the number of clients running at a time on the system the run time partitioning technique gives rise to the best performance.
Chapter 7: Conclusions

Hosting web services on mobile devices is challenging because of the resource constraints associated with such devices. A number of different techniques for addressing these challenges are presented in this thesis. System performance is investigated in detail in the context of each of these techniques. This chapter summarizes the thesis contributions, conclusions and directions for future research.

7.1 Summary

Hosting web services on mobile devices is investigated in detail. The results of these investigations are summarized next.

7.1.1 Lightweight and Partitioned Web Service Execution Environments

For hosting web services on mobile devices, two web service execution environments (WSEE) are proposed: a lightweight WSEE (see Section 3.2) and a partitioned WSEE (see Section 3.3). The lightweight WSEE is proposed for resource constrained mobile devices to support a set of basic WS standards for hosting web services. To conform to the data and the resource intensive WS standards such as WS-Security and WS-AtomicTransaction, a configurable partitioned WSEE is proposed. For a lower number of WS clients and a basic set of WS standards, the lightweight WSEE demonstrates better performance over the partitioned WSEE. For a larger number of WS clients or when additional resource demanding WS standards are
required to be supported, the partitioned WSEE exhibits a superior performance. For mobile devices with very limited resources such as pagers and conventional mobile phones, the performance of the partitioned WSEE is observed to be less sensitive to the increase in the number of WS clients in comparison to the lightweight WSEE. Also, the partitioned WSEE is observed to be scalable with the number of WS clients.

7.1.2 WS Partitioning Frameworks

The thesis also analyzes performance of three application partitioning frameworks (Intermediate framework, Backend framework and Forwarding framework) for hosting of web services on mobile devices. The intermediate and backend frameworks were proposed in the literature for both mobile and conventional applications. This thesis analyzes their feasibility for hosting web services on mobile devices. Note that these two frameworks were never been analyzed for WS hosting. This thesis also proposes a new framework called the forwarding framework (see Section 4.2.3). Based on prototyping and measurement, an in-depth analysis is performed to investigate the performance of the three partitioning frameworks for hosting web services on resource constrained mobile devices. The analysis shows that the intermediate and the forwarding frameworks lead to a significant performance improvement over an un-partitioned system but the performance of the backend framework is observed to be superior to an un-partitioned system only when a large number of WS clients are active or a significantly large portion of an application is executed on a backend computing node. For the experimental data presented in Section 4.6, both the forwarding and the intermediate frameworks have shown a superior performance in comparison to the backend framework. The intermediate framework seems to be a better choice over the backend framework and the
forwarding framework for web services that require the WSEE to support extra WS standards such as the security standard. The rationale behind such a behavior is the execution of a larger component of the WSEE on the intermediate node. The forwarding framework is observed to show a slightly better performance over the intermediate framework when large volumes of data are exchanged among different WS partitions. This seems to be an effect of the lower number of messages exchanged in the forwarding framework, the impact of which becomes significant for higher volumes of data exchanged. For most of other scenarios, the forwarding framework achieved a comparable performance as the intermediate framework.

7.1.3 Design Time WS Partitioning Techniques

The thesis proposes two design time graph based algorithms for WS partitioning. The proposed design time algorithms are Maximum Offloading Minimum Cost (see Section 5.4) and Cluster based Application Partitioning (see Section 5.5). The effectiveness of these proposed algorithms is investigated through a system prototype (using sample web services) as well as simulation (using randomly generated application graphs). The results achieved with the prototype and the simulations demonstrate that the proposed algorithms outperform the existing techniques (OEA and MinCut) for WS partitioning. The MOMC partitioning algorithm is observed to perform the best for small to medium size applications whereas the CAP algorithm exhibits its effectiveness for large applications. The OEA and the MinCut based WS partitioning techniques produce effective partitions only for specific types of graphs whereas the MOMC algorithm and the CAP algorithm based WS partitioning techniques are effective on a wider variety of graphs. The type of knowledge to be used in devising a partitioning algorithm is investigated. MinCut that uses only the
communication cost is found to lead to an inferior performance of the partitioned system in comparison to those achieved with MOMC and CAP that use both communication and processing costs.

7.1.4 Runtime WS Partitioning Technique

The thesis proposes a runtime WS partitioning technique for mobile web services (see Section 6.2). For the runtime WS partitioning technique, the partitioned system with multiple execution plans is determined first using the proposed graph based WS partitioning algorithm. The runtime middleware is then used at runtime for selecting an appropriate execution plan based on system load information. For different system load scenarios, offloading a different size of partitions to be executed on a remote computing node is observed to be important. For a lower system load, executing the whole application locally or executing only a small part of the application on a remote computing node is beneficial. For heavier loads, the system performance is observed to give rise to a significant performance improvement over an un-partitioned system when a large part of the application is executed on a remote computing node.

An analysis is performed to compare the performance of design time WS partitioning techniques and the runtime WS partitioning technique. This comparison produces interesting results (see Section 6.5.3.3, Section 6.5.3.4 and Section 6.5.3.5). For low to medium load and when the number of clients is fixed, run time partitioning seems to be a better choice. For high load, the design time WS partitioning is a better choice.

A number of important insights into the system behavior and performance gained through the performance analysis of the WS partitioning techniques is presented next. For WS applications with a small number of components that are invoked by a single
WS client, using no WS partitioning is a better choice. For systems characterized by a large variability in the number of clients running at a time on the system, the run time partitioning technique gives rise to the best performance. For systems with a large number of WS clients and characterized by a low variability in the number of clients running at a time, the design time WS partitioning is a better choice. Among the design time partitioning techniques, the MOMC based technique exhibits the best performance for low to medium sized WS applications whereas the CAP based technique is suitable for WS applications comprising a large number of components.

7.2 Directions for Future Research

A few directions for future research are presented next.

- The use of information on the battery life of a mobile device and the available memory on a mobile device by the WS partitioning algorithms forms another important direction of future work.
- For runtime WS partitioning techniques, the use of remaining battery life of the mobile device for selection of an execution plan forms another direction for future research.
- Generating partitions such that the bandwidth used is lower than a predefined bandwidth budget warrants further investigation.
- The three nodes of the proposed WS partitioning frameworks can be connected via switching nodes. Analyzing the effect of the number of such switching nodes on the relative performance of the frameworks can be another interesting direction for future research. The impact of the location of WS clients and mobile devices on the relative performance of the proposed frameworks warrants investigation. For example, if a WS client
and a WS provider (mobile device) exist in the same network, a system that
does not involve an intermediate, backend or forwarding node may result in
a better performance in comparison to the frameworks involving such
nodes.

- Investigation of a WS partitioning framework that uses caching techniques
  for caching data from a mobile device on an intermediate node and access
  the mobile device only whenever it is required forms another direction for
  future research.

- Techniques for the selection of one or more remote computing nodes from a
  set of available computing nodes for execution of one or more partitions
  require further investigation.

- Getting one more remote computing nodes from a cloud on demand and
downloading the appropriate partitions for execution forms another
interesting direction for future research.
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Appendix A: WS Partitioning Frameworks

A.1 Effect of the Size of Data Exchanged between WS Partitions using one WS client

Figure A-1: The effect of the size of data exchanged between WS partitions on the performance of the three frameworks when the sample π Calculator WS with O = 50% is invoked by one WS client (a) with N = 1000 (b) with N = 100000
A.2 Effect of the Size of Data Exchanged between WS Partitions using six WS clients

Figure A-2: The effect of the size of data exchanged between WS partitions on the performance of the three frameworks when the sample π Calculator WS with O = 50% is invoked by six concurrent WS clients (a) with N = 1000 (b) with N = 100000
A.3 Effect of Using a WS Security Standard with One and Six WS client

Figure A-3: Effect of using WS security standard on the relative performance of the three partitioning frameworks when the mobile device is operated at 624 MHz and the sample $\pi$ Calculator WS with $O = 50\%$ is invoked by (a) one (b) six WS clients
A.4 Effect of the Speed of the Processing Resource using six WS clients

Figure A-4: Effect of CPU speed of the mobile device on relative performance of the three partitioning frameworks when the sample WS (with N = 1000000) is invoked by six concurrent WS clients
Appendix B: Profiling Output of a Few Sample Applications

The profiling outputs of the sample applications presented in this Appendix are a few of the applications which are investigated to study the call graph.

B.1 Call Tree of a π Calculator Application

<table>
<thead>
<tr>
<th>Thread name</th>
<th>Percent Per Thread</th>
<th>Cumulative Time (seconds)</th>
<th>Min Time</th>
<th>Avg Time</th>
<th>Max Time</th>
<th>Calls</th>
</tr>
</thead>
<tbody>
<tr>
<td>main(java.lang.String[]) void</td>
<td>19.82%</td>
<td>0.030341</td>
<td>0.030341</td>
<td>0.030341</td>
<td>0.030341</td>
<td>1</td>
</tr>
<tr>
<td>calculateP() double</td>
<td>19.82%</td>
<td>0.030178</td>
<td>0.030178</td>
<td>0.030178</td>
<td>0.030178</td>
<td>1</td>
</tr>
<tr>
<td>calculate() double</td>
<td>10.80%</td>
<td>0.30158</td>
<td>0.30158</td>
<td>0.30158</td>
<td>0.30158</td>
<td>1</td>
</tr>
<tr>
<td>calculateSin(double, int) void</td>
<td>16.66%</td>
<td>0.25720</td>
<td>0.000003</td>
<td>0.000003</td>
<td>0.000003</td>
<td>1</td>
</tr>
<tr>
<td>output(double, int) void</td>
<td>14.29%</td>
<td>0.021699</td>
<td>0.000035</td>
<td>0.000035</td>
<td>0.000035</td>
<td>100</td>
</tr>
<tr>
<td>calcSum(int) double</td>
<td>0.17%</td>
<td>0.000036</td>
<td>0.000036</td>
<td>0.000036</td>
<td>0.000036</td>
<td>50</td>
</tr>
<tr>
<td>calcSum(int) double</td>
<td>0.00%</td>
<td>0.000005</td>
<td>0.000005</td>
<td>0.000005</td>
<td>0.000005</td>
<td>1</td>
</tr>
</tbody>
</table>

Figure B-1: Call tree achieved using eclipse TPTP profiling tool for π Calculator Application

B.2 Call Tree of an Echo Application using Two Classes (Cat and Dog)

<table>
<thead>
<tr>
<th>Thread name</th>
<th>Percent Per Thread</th>
<th>Cumulative Time (seconds)</th>
<th>Min Time</th>
<th>Avg Time</th>
<th>Max Time</th>
<th>Calls</th>
</tr>
</thead>
<tbody>
<tr>
<td>main(java.lang.String[]) void</td>
<td>5.49%</td>
<td>0.0006302</td>
<td>0.0006302</td>
<td>0.0006302</td>
<td>0.0006302</td>
<td>1</td>
</tr>
<tr>
<td>echo() void</td>
<td>0.07%</td>
<td>0.0000080</td>
<td>0.0000080</td>
<td>0.0000080</td>
<td>0.0000080</td>
<td>1</td>
</tr>
<tr>
<td>echo() void</td>
<td>0.62%</td>
<td>0.0000070</td>
<td>0.0000070</td>
<td>0.0000070</td>
<td>0.0000070</td>
<td>1</td>
</tr>
<tr>
<td>Dog()</td>
<td>0.01%</td>
<td>0.0000011</td>
<td>0.0000011</td>
<td>0.0000011</td>
<td>0.0000011</td>
<td>1</td>
</tr>
<tr>
<td>Cat()</td>
<td>0.02%</td>
<td>0.0000020</td>
<td>0.0000020</td>
<td>0.0000020</td>
<td>0.0000020</td>
<td>1</td>
</tr>
</tbody>
</table>

Figure B-2: Call tree achieved using eclipse TPTP profiling tool for an Echo application using two Classes
B.3 Call Tree for a Factorial Calculator Application

Figure B-3: Call tree achieved using eclipse TPTP profiling tool for a Factorial Calculator Application

B.4 Call Tree for a 2D Points Arithmetic Application

Figure B-4: Call tree achieved using eclipse TPTP profiling tool for 2D Points Arithmetic Application
Appendix C: Real Time Profiling for Device Profile Index

C.1 Real Time Profiling for Device Profile Index with Graph Size = 4

Figure C-1: Mean execution time measure by varying number of WS clients for a graph size = 4
C.2 Real Time Profiling for Device Profile Index with Graph Size = 8

Figure C-2: Mean execution time measure by varying number of WS clients for a
  graph size = 8
C.3 Real Time Profiling for Device Profile Index with Graph Size = 12

Figure C-3: Mean execution time measure by varying number of WS clients for a graph size = 12