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Abstract

The purpose of scheduling in wireless downlink shared-channel is to allocate appropriate bandwidth and proper coding options to User Equipments at the appropriate times, with the aim of achieving optimal performance. The scheduling algorithm has a considerable influence on the system throughput and service fairness. Developing a simple and efficient scheduling algorithm for the High Speed Downlink Packet Access (HSDPA) channel within Wideband Code Division Multiple Access (WCDMA) is left as an open topic. This thesis studies several frame-to-frame fast scheduling strategies for WCDMA-HSDPA. We study the system performance by simulation, and compare the different schemes in terms of system throughput, average packet call completion time and user satisfaction rate.

The Round Robin (RR) and Maximum C/I (MaxC/I) are two well-known scheduling schemes. The RR algorithm allocates resources evenly among different users while the MaxC/I provides high channel throughput. We propose another scheme called Maximum Self Index (MSI). This proposed scheme provides a better trade-off between fairness and throughput. Furthermore, the MSI fast scheduling algorithm can well adapt to the rapidly changing wireless channel conditions by integrating adaptive modulation and coding techniques.
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Chapter 1. Introduction

1.1. Research Motivation

The technology for the third generation (3G) CDMA wireless systems has been advanced at an ever-increasing speed in recent years. The focus of the technology development has shifted from improving systems that provides traditional voice and other circuit-switched services to enabling high-speed, high-efficiency wireless packet data systems. As the concept of wireless Internet gradually turns into reality, and with an increased demand for wireless data services, there is a need for an efficient high-speed data system. Specifically, the research effort has been mainly focused on improving the downlink capacity. The High Speed Downlink Packet Access (HSDPA) has been recently proposed by 3GPP [2] for future deployment in UMTS Release 5 (R5). Several enhancement techniques, such as Adaptive Modulation and Coding (AMC), Hybrid ARQ (H-ARQ), Fast Cell Selection (FCS), Multiple Input Multiple Output (MIMO) Antenna Processing, and Frame-by-Frame Scheduling, are proposed in order to provide very high speed downlink packet access by means of a high-speed downlink shared channel (HS-DSCH)[2]. Among these technologies, frame-by-frame scheduling is left as one of the open topics for further investigation. It is known that selecting a simple and efficient scheduling algorithm is very important in the sense that it has considerable impact on the system performance, such as channel throughput and service fairness. Based on this background, our research is focused on the studies of fast scheduling strategies for HSDPA system.
1.2. Thesis Summary

Round Robin (RR) and Maximum C/I (MaxC/I) are two well-known scheduling algorithms in packet data services. RR runs the scheduling in a fixed cyclic order. All active users are identified by their ID numbers, and each user is allocated an equal, fixed number of time slot(s) in a ring fashion. Transmission service will not be re-granted to the same user before every other user has been served. MaxC/I schedules packets in a way under which all active users are periodically ranked by their reported C/I values. At every scheduling event, the user with the highest C/I value is first selected, allocated a number of time slots (maximum 15 time slots, i.e., the whole frame), depending on the service requirement and the availability of slot resources. The same user can be re-scheduled in the next adjacent frame provided that it still possesses the highest C/I value at the next scheduling event. It’s been widely accepted that RR has the advantage of being “fair” in the sense of giving equal slots to every individual user. It is also known that MaxC/I provides high channel throughput.

Under wireless channel conditions, in order to obtain the numerical performance of RR and MaxC/I in WCDMA-HSDPA system, simulation is carried out based on the system parameters of HSDPA, including the C/I distribution, and their corresponding throughput hulls. The performance is measured in terms of system throughput, packet delay and user satisfaction rate as functions of the system load. The impact of users’ locations is also studied by grouping users according to their distance to the cell center.

Our simulation result shows that in RR, assigning equal chance and equal number of time slots to each user couldn’t ensure equal amount of data transmission due to the impact of each user’s location, and accordingly, the channel condition. RR is not able to provide
fairness as was expected before. This is a major difference between scheduling in the wireless and wired environments. RR is also very poor in system throughput performance, with only 30% utilization of the downlink shared channel capacity.

With MaxC/I, a considerably high channel throughput is achieved. However, this high throughput is obtained at the cost of fair allocation when the system load is heavy. In 3G wireless environments, it’s very likely that users near the base station see statistically higher C/I values than those far from the base station, which can be translated that near users have higher possibilities to obtain transmission services. The inequality between near and far users in getting services is the main disadvantage of the MaxC/I.

In order to improve the fairness in service to all users without sacrificing much in the obtainable throughput, one should incorporate aspects of both scheduling methods. This is one of the main objectives and contribution of this thesis. The idea of splitting one frame into two parts, each of which uses either RR or MaxC/I was firstly simulated. The results obtained illustrate that the improvement in fairness wasn’t worth the cost of the throughput that was sacrificed. We also designed a new scheduling scheme that provides a trade-off between throughput and fairness by introducing an indexed criteria. The scheme considers both of the user’s C/I value and its buffered queue length at each scheduling event. However, the simulation results were not satisfactory either.

By incorporating an idea [9] proposed for cdma2000-HDR system and transplanting it to WCDMA-HSDPA, a fresh scheduling scheme is introduced and studied. In this scheme (we call it MSI), which is similar to the second suggested algorithm, users are selected for service based on two factors: the data rate that can be supported at the instantaneous scheduling event, and the data amount that has been transmitted for that user in the past.
It is the definition of the index that makes MSI different. Rather than applying a composite sum operation (as was tried before), the MSI applies the ratio of these two factors. By analyzing the performance of MSI and comparing it with RR and MaxC/I, two noticeable results were obtained:

1). MSI is superior to RR in terms of fairness, in that each user can get highly identical individual throughput in data transmission service, regardless of its location.

2). MSI is superior to MaxC/I in terms of system throughput. With MSI, the system can achieve an even higher throughput than with MaxC/I. This phenomenon seems to be an interesting paradox, since MaxC/I selects the user with the highest C/I value, thus the highest data rate, at each scheduling event, and is usually considered to provide the upper bound in system throughput over all other schedulers [2].

To explain the mechanisms behind these superior properties of MSI, further research is carried out by examining some detailed information at each scheduling event. The parameters of interest are: user locations and C/I values while being selected, their buffer queue length and valid time duration, the size of packets in each transmission frame, and the number of decision times in each frame. The explanation of the observed result is provided at the end of the thesis.

We concluded that MSI ensures not only a considerably high system throughput, but also a complete fair and satisfactory service to all users. In this sense, MSI is the best suitable option for packet scheduling in HSDPA system [4].
1.3. Thesis Organization

The thesis is organized as follows. Chapter 1 introduces the motivation and outline of the thesis. Chapter 2 explains the background and main features of the WCDMA and HSDPA system, on which our scheduling study is based. A brief survey of the-state-of-the-art scheduling algorithms is in chapter 3. Chapter 4 outlines the simulation layout, model and parameters of our simulation. By simulation, Round Robin and Max C/I schedulers are studied and the simulation results are presented in chapter 5. Chapter 6 investigates an improved algorithm—Max Self Index (MSI), which gives better performance in both system throughput and user satisfaction rate. Chapter 7 compares among RR, Max C/I and MSI by their grouped performances. The mechanisms behind MSI and the reason for its better performance are further studied and explained in chapter 8. The thesis conclusion and future work is presented at the end.
Chapter 2. Background of WCDMA-HSDPA

2.1. Background of WCDMA

Analog cellular systems, (e.g., AMPS), are commonly referred to as the first generation systems. The digital systems that are currently in use, such as GSM, CDMA (IS-95) and TDMA (IS-136), are referred to as second generation (2G) systems. These systems have enabled wireless telephony and other services such as Short Messaging Service (SMS) and dial-up access to data networks. These applications achieved high commercial success. Third generation (3G) systems, such as Cdma2000 and the UMTS (Universal Mobile Telecommunications System), are designed to support multimedia communications. They are expected to enhance person-to-person communication with high quality images and video, and access to information and services on public and private networks with higher data rates and new flexible communication capability [18].

In order to save resources and minimize cost, the existing cellular systems (GSM/GPRS) will be incorporated into the overall UMTS structure. Within the UMTS, transmission of voice will be supported using circuit switched techniques. Transmission of data however, will be accomplished using separate packet switched core networks, which are already a part of the existing GPRS systems, as shown in Figure 2-1. UMTS, therefore, uses the existing core network, which is currently part of GPRS, but an entirely new radio interface. The new network in UMTS is called UTRAN (UMTS Terrestrial Radio Access Network). UTRAN is organized in a similar fashion as the older GSM/GPRS cellular systems. Within the UTRAN all of the UE (User Equipment) in one cell communicate with the base station in that cell. A number of base stations are controlled by, and
communicate with one Node B. A number of Node Bs are in turn controlled by, and communicate with one RNC (Radio Network Controller), as shown in Figure 2-2. A system consisting of one RNC which controls multiple Node Bs, which in turn control multiple base stations is called the RNS (Radio Network Subsystem).

Figure 2-1. UMTS High-Level System Architecture.
Within the UTRAN, WCDMA (Wideband Code Division Multiple Access) is the most widely adopted air interface standard, and its specification has been created by 3GPP (the 3rd Generation Partnership Project), which is the joint standardization project, with contributions from standardization bodies in Europe, Japan, Korea, the USA and China.

The main physical parameters of WCDMA are listed in Table 2-1.
Table 2-1. Main Physical Parameters in WCDMA

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Channel bandwidth</td>
<td>5 MHz</td>
</tr>
<tr>
<td>Duplex mode</td>
<td>FDD and TDD</td>
</tr>
<tr>
<td>Downlink RF channel structure</td>
<td>Direct spread</td>
</tr>
<tr>
<td>Chip rate</td>
<td>3.84 Mbps</td>
</tr>
<tr>
<td>Frame length</td>
<td>10 ms</td>
</tr>
<tr>
<td>Spreading modulation</td>
<td>Balanced QPSK (downlink), Dual-channel QPSK (uplink)</td>
</tr>
<tr>
<td></td>
<td>Complex spreading circuit</td>
</tr>
<tr>
<td>Data modulation</td>
<td>QPSK (downlink), BPSK (uplink)</td>
</tr>
<tr>
<td>Channel coding</td>
<td>Convolutional and turbo codes</td>
</tr>
<tr>
<td>Coherent detection</td>
<td>User dedicated time multiplexed pilot (downlink and uplink), common pilot in the downlink</td>
</tr>
<tr>
<td>Channel multiplexing in downlink</td>
<td>Data and control channels time multiplexed</td>
</tr>
<tr>
<td>Channel multiplexing in uplink</td>
<td>Control and pilot channel time multiplexed</td>
</tr>
<tr>
<td></td>
<td>I&amp;Q multiplexing for data and control channel</td>
</tr>
<tr>
<td>Multirate</td>
<td>Variable spreading and multicode</td>
</tr>
<tr>
<td>Spreading factors</td>
<td>4–256 (uplink), 4–512 (uplink)</td>
</tr>
<tr>
<td>Power control</td>
<td>Open and fast closed loop (1.5 kHz)</td>
</tr>
<tr>
<td>Spreading (downlink)</td>
<td>OVSF sequences for channel separation</td>
</tr>
<tr>
<td></td>
<td>Gold sequences $2^{18}$-1 for cell and user separation (truncated cycle 10 ms)</td>
</tr>
<tr>
<td>Spreading (uplink)</td>
<td>OVSF sequences, Gold sequence $2^{41}$ for user separation (different time shifts in I and Q channel, truncated cycle 10 ms)</td>
</tr>
<tr>
<td>Handover</td>
<td>Soft handover</td>
</tr>
<tr>
<td></td>
<td>Inter-frequency handover</td>
</tr>
</tbody>
</table>
The main features of WCDMA are as follows:

- **WCDMA** is a wideband Direct-Sequence Code Division Multiple Access (DS-CDMA) system. User information bits are spread over a wide bandwidth by multiplying the user data with quasi-random bits (chips) derived from CDMA spreading codes. In order to support very high bit rates (up to 2Mbps), the use of a variable spreading factor and multi-code connection is supported.

- The system fixed chip rate of 3.84 Mcps leads to a carrier bandwidth of approximately 5MHz. The inherently wide carrier bandwidth of WCDMA supports high user data rates and also has certain performance benefits, such as increased multipath diversity.

- WCDMA supports variable user data rate and the concept of Bandwidth on Demand (BoD). Transmission takes place in frames of 10ms duration, during which the user data rate is kept constant. However, the data rate can change from frame to frame. This fast radio capacity allocation will typically be controlled by the network to achieve optimum throughput for packet data services.

- WCDMA supports two basic modes of operation: FDD and TDD. In the FDD mode, two separate 5 MHz bands are used for the uplink and downlink respectively, whereas in TDD only one 5 MHz is time-shared between up and down link.

- WCDMA supports the operation of asynchronous base stations, so unlike in the synchronous IS-95 system, there's no need for a global time reference, such as GPS. Deployment of indoor and micro base stations is easier when no GPS signal
(required line-of-sight) is needed, but the inter-frequency handover is different from IS-95 handover techniques.

- The WCDMA air interface has been crafted in such a way that advanced CDMA receiver concepts, such as multi-user detection and smart adaptive antennas, can be deployed by the network operator as a system option to increase capacity and/or coverage.

- WCDMA is designed to be deployed in conjunction with GSM. Therefore, handovers between GSM and WCDMA are supported in order to be able to leverage the GSM coverage for the introduction of WCDMA.

- In WCDMA, upon connection set up, terminal users shall tell the network a set of parameters indicating their radio access capabilities. Upon these parameters, the maximum user data rate is determined in particular radio configuration.

Figure 2-3. WCDMA Frame Structure
A general WCDMA MAC layer frame is shown in Figure 2-3. The frame is 10ms long, and consists of 15 time slots, each of which is 0.667ms. Each frame is part of a super frame, which is 720ms long, and consists of 72 frames.

2.2. WCDMA Packet Access

Packet Access is an important feature and focus of 3G cellular communications [1]. It provides data services up to 2Mbps. Packet allocations in WCDMA are controlled by the packet scheduler (PS), which is typically located in the Radio Network Controller (RNC) where the scheduling can be done efficiently for multiple cells. The functions of packet schedulers are:

- Properly allocate the available resources (time, code or power) among the packet data users
- Decide the allocated bit rates and the length of the allocation
- Determine which transport format to use on the current data
- Monitor packet allocations and the systems loads

WCDMA packet access allows NRT (non-real-time) UE to use common, dedicated or shared channels dynamically. The usage of different channels is controlled by the packet scheduler based on:

- Service type or UE parameters, e.g., delay requirement;
- Data amount;
- Load of the common channels and shared channels;
- Interference levels in the air interface;
• Radio performance of different transport channels.

The features of different channels are summarized in Table 2-2.

Table 2-2. Features of Different Channels for Packet Transmission.

<table>
<thead>
<tr>
<th>Channel Type</th>
<th>Channel Characters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Common channel</td>
<td>Low set up time, but poor radio performance because there is no feedback channel, no fast closed loop power control.</td>
</tr>
<tr>
<td>(RACH/UL, FACH/DL)</td>
<td>Practical data type</td>
</tr>
<tr>
<td>Dedicated channel</td>
<td>Longer set up time, but improved link-level quality because of fast power control via feedback channels.</td>
</tr>
<tr>
<td>Shared channel</td>
<td>Share one or more physical channels (i.e., orthogonal codes), between many users in a time division manner, code efficient. Fast power control, fast allocation and rate modification</td>
</tr>
<tr>
<td></td>
<td>Suitable data type</td>
</tr>
<tr>
<td></td>
<td>Suitable for medium and large data amount transmission, but not for bursty data.</td>
</tr>
<tr>
<td></td>
<td>Targeted to transfer bursty packet data, also suitable for medium or large amount data transmission.</td>
</tr>
</tbody>
</table>

2.3. HSDPA --- High Speed Downlink Packet Access

High Speed Downlink Packet Access (HSDPA) is a packet-based data service in WCDMA downlink with data transmission up to 10 Mbps (and 20 Mbps for MIMO systems) over a 5MHz bandwidth [20]. HSDPA incorporates several advanced features, such as: Adaptive Modulation and Coding (AMC), Multiple-Input Multiple-Output (MIMO), Hybrid Automatic Request (HARQ), fast cell search, advanced receiver design, and fast scheduling scheme. HSDPA reuses the WCDMA framework and functionality,
and coexists with current services on the same carrier. This thesis focuses only on the study of frame-by-frame scheduling, while integrating AMC.

On the physical layer, HSDPA transmission is carried out on HS-DSCH, which is a set of downlink physical channels (codes) shared by users at least in time domain and possibly also in the code domain, as illustrated in Figure 2-4. In the time domain, the chip rate of downlink packet channel is fixed as 3.84 Mcps. Each Radio Frame is 10ms, consisting of 15 slots. The HS-DSCH operates in TDM fashion. Furthermore, there is no power control in HSDPA system. In our study, the base station transmits at a fixed power level (17watt) to multiple downlink physical channels. All resources, power and channels (code sequences), are dedicated to one scheduled user during a very small time period. The user adapts to instant link condition by exploiting AMCS (Adaptive Modulation and Coding Scheme).

![Diagram of HSDPA transmission](image)

Figure 2-4. Sharing By Means of Time Multiplex As Well As Code Multiplex in HSDPA
The purpose of time domain fat-pipe scheduling is to provide very high data rate under instantaneous channel condition to one user only, this is in contrast to splitting resources among multiple users, where each individual user gets a low average data rate. This is different from the averaging effort that is well known in CDMA, and is adopted to well suit the properties of bursty packet data.

Figure 2-5 shows the HSDPA physical layer structure.

Since the scheduling algorithms in our research incorporate AMCS, we will describe the used AMCS schemes in more details.

The term AMC means that the modulation and coding can be changed from frame to frame based on instantaneous channel measurement. It is an alternative way of link adaptation functioning similarly as power control. The concept is that with good channel condition, higher order modulation, less coding or less spreading may be used. With bad channel condition, lower order modulation, more coding or more spreading should be adopted for better error protection. The main benefits of using AMC are:
• Higher data rates are available for users in favorable positions, which in turn increases the average throughput of the cell;

• Reduced interference variation due to link adaptation based on variations in the modulation/coding scheme instead of variations in transmit power;

• Effective when combined with fat-pipe scheduling techniques such as those enabled by the Downlink Shared Channel.

While AMC has the above mentioned advantages, its realization is complicated by requiring instantaneous channel measurement and feedback, detection of signal with higher order modulation, and fast switching between different transmission mode.

In 3GPP’s study item, AMC scheme uses 7 Modulation and Coding Schemes (MCS), based on the combination of QPSK, 8-PSK, 16-QAM and 64-QAM as modulation, and R = ½ or ¾ as Turbo Coding [2]. The maximum information rate that can be supported by each MCS level is listed in Table 2-3. These parameters are used to calculate the throughput hull, which is employed in this thesis to calculate the system throughput under different scheduling schemes.
Table 2-3. Maximum Information Rate Supportable By Each MCS Level, Chip Rate = 3.84 Mcps, SF = 32.

<table>
<thead>
<tr>
<th>MCS</th>
<th>Chip Rate = 3.84 Mcps, SF = 32</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Info rate per code (Mbps)</td>
</tr>
<tr>
<td>7</td>
<td>0.54</td>
</tr>
<tr>
<td>6</td>
<td>0.36</td>
</tr>
<tr>
<td>5</td>
<td>0.24</td>
</tr>
<tr>
<td>4</td>
<td>0.27</td>
</tr>
<tr>
<td>3</td>
<td>0.18</td>
</tr>
<tr>
<td>2</td>
<td>0.12</td>
</tr>
<tr>
<td>1</td>
<td>0.06</td>
</tr>
</tbody>
</table>
Chapter 3. Survey in Packet Scheduling Algorithms

The packet scheduling function shares the available air interface capacity among packet users and aims at achieving the most efficient utilization of radio channels. The packet scheduling algorithm usually decides the following factors at each scheduling event:

- At what moment a user is to be served;
- Based on what parameters or indexes are users to be selected to be served;
- At what data rate will the data be transmitted;
- How many slots/codes should be allocated to a given data unit.

Recently, considerable attention was given to the research of efficient scheduling schemes in 3G WCDMA system.

Ref. [5] proposes a protocol based on the proposed 3G WCDMA standards that provides per-connection variable bandwidth guarantee to bursty data applications in the forward link of an OVSF-CDMA system. The heart of the protocol is a scheduler, which uses a credit-based reservation scheme to prioritize users and dynamically reassigns codes on a time slot basis to achieve statistical multiplexing of bursty traffic. The “credit” represents the difference between guaranteed transmissions and actual transmissions. A positive implies the connection is receiving less service than guaranteed. The main idea of the scheduling algorithms is to try to keep every connection’s credit upper-bounded by a small positive value, so that any connection is only lagging behind its guaranteed rate by a small amount.
Ref. [6] studies the MAC scheduling for uplink transmission in UMTS WCDMA system. It proposes a load-priority based algorithm and an algorithm with a fairness mechanism. The idea is to assign channels based on load-counter for pursuing a maximum throughput, or to reserve channels for fairness.

Ref. [7] compares the performance of four scheduling schemes in WCDMA downlink, such as round-robin and fastest-first schemes that are appropriate for uni-access mode, and an equal-rate and equal-weight schemes for multi-access mode transmission. Their result shows that the system employing the uni-access mode scheme performs better than the system with multi-access mode in terms of average delay, but performs worse in terms of fair allocation of data rates.

Ref. [8] examines the admission control and scheduling topics in WCDMA downlink, with the consideration of both real-time and non-real-time traffic (NRT) types. The scheduler always gives first priority to the real-time class. NRT can be scheduled based on largest queue priority.

Ref. [13] proposes an adaptive algorithm in UTRA/TDD mode that can deal with different satisfied user criteria by simply adjusting a single parameter. In this strategy, the available resources are divided among all users that have data to transmit. The data of every user are added up to a unique queue in the order they’re generated. The retransmission data are also appended to the queue, which works somewhat like a FIFO (First-In-First-Out) buffer. Certain amount of Protocol Data Units (PDU) per frame is allocated to every user as long as resources are available. If the number of PDUs per user is small, the scheduler behaves like a RR strategy, and can be expected to be suited for a “fairness based” schedule. If the number of PDUs per user is chosen in a way that the
requested data amount for a user is larger than the available resource units, the scheduler behaves like a FIFO buffer, and is expected to be suited for “delay based” criteria. By simply changing the parameter, number of PDUs per user, a smooth transition can be achieved from RR to FIFO behavior of the scheduler. Therefore a simple adjustment for different user satisfaction criteria is possible. This strategy is called “merged RR-FIFO” strategy.

Ref. [14] presents an approach for unifying power control, variable forward error correction (VFEC), and scheduling for a downlink in a multi-user, multimedia indoor wireless communication system by allocating the system resource, namely, fixed bandwidth available for each user and the transmit power budget for each cell. Power control (downlink) is used to control the received SNR at the mobiles. FEC introduces redundancy to combat transmission errors. Because the bandwidth demands for multimedia applications vary greatly, scheduling (i.e., prioritizing) among data streams is needed when bandwidth demand exceed the channel capacity. The objective is to maximize the overall system utility. This objective is suggested to be achieved by applying a distributed algorithm which divides the overall optimization problem into a hierarchy of three levels – system, cell, and user ---, with each performing independent and parallel optimizations. This partitioning helps to localize the problems. The locally optimized results are then presented to the next leveling the hierarchy. This layering approach yields a distributed algorithm, which is essential given that any practical wireless system has to be scalable.

Ref. [12] studies the scheduling and other techniques in cdma2000-HDR system, a CDMA High Data Rate system proposed to address wireless access to data network.
Similar to HSDPA, the HDR system design improves the system throughput by utilizing fast channel estimation feedback, dual receiver antenna diversity, Hybrid-ARQ and a scheduling algorithm that takes the advantage of multi-user diversity. In this paper, the downlink packet may take from 1 to 16 time slots. The transmission of a multi-slot packet is interlaced such that there are three time slots between two adjacent time slots. This slot organization facilitates the functionality of H-ARQ, which allows early termination of multi-slot packet transmission.

Ref. [9] is another paper that studied the downlink data throughput of CDMA-HDR system. Data is transmitted to different UE in a TDM fashion. The rate of transmission to each UE is variable and depends on each UE’s measured C/I, which is reported to the base station. In the scheduling algorithm, the scheduler at Node B determines the next UE to be served based on the supportable data rate and the amount of data that has been transmitted to each UE. Only the system throughput is provided with omni-antenna and beam-antenna in this paper. But the scheduling idea will be employed into our paper, and the performance will be compared with other algorithms, not only in terms of throughput, but also delay, user satisfaction rate and fairness analysis in the following chapters.

Many other useful resources related to our study could be found in [16][17][18][19].
Chapter 4. System Model and Related Definitions

This chapter describes the system model, configuration and parameters for simulating different scheduling algorithms in HSDPA system, and some related definitions. The packet data traffic model follows ETSI’s WWW browsing entity model [3], the C/I distribution of UEs and throughput hull model are derived in [11], and the results are used in our simulation.

4.1. System Assumption

In our study, we use parameters suggested by the 3GPP for the HSDPA channel. The data is spread over a 5MHZ bandwidth, with a Spreading Factor SF = 32 and a fixed chip rate = 3.84Mcps. The information rate can be variable by applying different Modulation and Coding schemes for transmission. The UE terminal monitors the forward channel, measures the channel quality (C/I), and reports it to the base station on a frame-by-frame basis. The scheduler at the Radio Node Center (RNC) uses the C/I value to estimate its supportable rate by looking up the throughput hull curve, and determines the data rate by allocating different Modulation and Coding Schemes (MCS) and number of code sequences. A typical HSDPA frame length is 10 ms, which consists of 15 time slots, each of which is 0.667ms. A 19-cell structure, with a cell radius of 1.616 Km, is adopted for calculating the C/I samples seen by a UE at any point within the cell of interest. Path loss and lognormal shadowing is considered in radio transmission. Only out of cell interference is accounted for since the inter-cell interference is small between orthogonal codes in the downlink direction. In HSDPA, there’s no power control. The base station transmits at a fixed power level. Link adaptation is implemented through variable
transmission data rate by applying AMCS. On a frame-by-frame basis, every UE obtains a random C/I ratio from an appropriate C/I distribution based on its' distance from the BS. Based on the obtained C/I value, the UE supportable data rate is calculated according to the throughput hull, which is the maximum achievable information rate for a given C/I value.

To study the effect of scheduling on performance, we only needed to perform a system level simulation. Our simulation is focused on one sector, wherein UEs are uniformly distributed and remain static. The system load increases by increasing the number of users, and all users, once fixed, are assumed to be in active sessions throughout the simulation.

4.2. Packet Data Traffic Model

Our simulation adopts the ETSI’s typical Internet browsing entity as non-real time data traffic model. This model is widely adopted in wireless communication research. Figure 4-1 depicts the ETSI model for a WWW browsing session, which consists of a sequence of packet calls [3]. The user initiates a packet call when requesting an information entity. During a packet call several packets may be generated, which means that the packet call consists of a bursty sequence of packets. The burstyness during the packet call is an important feature that affects the packet transmission rate.
Figure 4-1. Typical Characters of A Packet Service Session

A packet service session contains one or several packet calls depending on the application. For example, in a WWW browsing session, a packet call corresponds to the downloading of a WWW document. After the document is entirely arrived to the terminal, the user is consuming certain amount of time for studying the information. This time interval is called reading time [10]. A session that contains only one packet call is representative to the case for a file transfer (FTP). A widely accepted distribution patterns and parameters of the WWW entity is as follows:

- Number of packet calls per session: geometrical distribution, mean = 5;
- Number of packets per packet call: geometrical distribution, mean = 25;
• Size of each packet: Pareto distribution with cut-off, $\alpha = 1.1$, $k = 81$, $m = 66666$ bytes, mean = 480 bytes;

• Reading time: exponential distribution, mean = 412 second; (we adjusted the reading time to shorten the simulation time.);

• Inter-arrival time between packets: exponential distribution, mean = 0.0277.

The probability density function (PDF) of each distribution is used to generate the random numbers according to reverse function techniques. Specifically, the packet size, noted as $PacketSize$, adopts a Pareto distribution ($\alpha = 1.1$, $k = 81.5$) with cut-off ($m = 66666$ bytes).

The normal Pareto distribution (without cut-off) is defined by:

$$f_s(x) = \frac{\alpha \cdot k^\alpha}{x^{\alpha+1}}, x \geq k \quad \text{(Eq 4.1)}$$

$$F_s(x) = 1 - \left(\frac{k}{x}\right)^\alpha, x \geq k \quad \text{(Eq 4.2)}$$

$$\mu = \frac{k\alpha}{\alpha - 1}, \alpha > 1 \quad \text{(Eq 4.3)}$$

$$\sigma^2 = \frac{k^2 \cdot \alpha}{(\alpha - 2) \cdot (\alpha - 1)^2}, \alpha > 2 \quad \text{(Eq 4.4)}$$

$PacketSize$ is defined with the following formula:

$$PacketSize = \min(p,m), \quad \text{(Eq 4.5)}$$

where $p$ is normal Pareto distributed random variable ($\alpha=1.1$, $k=81.5$ bytes) and $m$ is maximum allowed packet size, $m=66666$ bytes.
The PDF of the PacketSize then becomes:

\[
f_{s}(x) = \begin{cases} 
\alpha \cdot k^\alpha / x^{\alpha+1}, & k \leq x < m \\
\beta, & x \geq m 
\end{cases}
\quad (Eq \ 4.6)
\]

where \( \beta \) is the probability that \( x \geq m \), and

\[
\beta = \int_{m}^{\infty} f_{s}(x)dx = \left( \frac{k}{m} \right)^\alpha, \quad \alpha > 1 
\quad (Eq \ 4.7)
\]

Then the mean packet size is calculated as:

\[
\mu_n = \int_{-\infty}^{\infty} x \cdot f_{s}(x)dx = \int_{m}^{\infty} x \cdot \frac{\alpha \cdot k^\alpha}{x^{\alpha+1}} dx + m \left( \frac{k}{m} \right)^\alpha = \frac{\alpha k - m \left( \frac{k}{m} \right)^\alpha}{\alpha - 1} 
\quad (Eq \ 4.8)
\]

With the parameters set above, Mean PacketSize = 480 bytes.

### 4.3. C/I Distribution Model

The C/I samples are collected every 100 meters along a radial line starting from the cell center to the cell edge. Refer to [11] for more information. A UE updates its C/I ratio by randomly picking up an appropriate sample according to its distance from the BS.

### 4.4. Throughput Hull Model

To translate a given C/I value seen by a UE to its supportable data rate, the throughput hull, which is the maximum achievable information rate for a given C/I value, is calculated. The method used in determining the maximum data rate is explained in [11] and it is not part of this thesis. Briefly, the scheduler calculates the channel throughput
for all possible MCS and "n" codes. There are seven MCS levels, and the number of code n ranges from 1 to 20. Obviously, the selected combination must be supported by the maximum available C/I.

![Diagram of FER vs. CIR for multiple MCS levels](image)

Figure 4-2. FER vs. CIR for multiple MCS levels
Generally, the following steps apply in the derivation of the throughput hull.

1. A target FER is set to be $10^{-3}$ as the channel requirement;

2. Given a target FER, different MCS combination requires different target C/I value. Higher MCS level needs higher target C/I value than lower MCS level, as shown in Figure 4-2.

3. For a given C/I value measured by a UE, its received power is optimally allocated to a plurality of channels (maximum 20) in a way that different MCS may be applied to each individual channel, so that from a particular set of channel and MCS combination out of exclusive possible combinations, the maximum throughput is obtained;

4. By increasing the measured C/I with a preset increment step, repeat the optimal power allocation procedure in point 3, so as to derive the corresponding maximum throughput against the given C/I value. In this way, the throughput hull curve is obtained.

5. One point should be clarified is that during the optimal power allocation, the power allocated to each individual channel should be at least the target C/I of its corresponding MCS level, in order to meet the FER requirement.

Figure 4-3 illustrates the throughput hull as a function of the C/I value, using maximum 20 codes/channels and 7 possible MCS as listed in Table 2-3. The FER is set to be $10^{-3}$. 
Figure 4-3. Throughput Hull, with 20 Codes, SF = 32, MCS Level = 7, FER = $10^3$ [11]

### 4.5. Performance Measurement and Related Definitions

The performance of various scheduling algorithms is measured in terms of system and UE throughput, delay, and UE satisfaction rate. Definitions of these measurement and related terms are as follows.

**Throughput**

In this thesis, throughput is defined as the number of information bits transmitted in each second (bps). It’s equal to the number of information bits that are received and accepted by the UE receiver within a time period $T$ divided by that time period.

**Delay**

Delay is defined by the mean value of packet call completion time, measured from the instant when the first packet of a packet call arrives at the BS’s buffer queue until the last packet of the packet call is received by the UE. The head and tail of a packet call is
therefore marked. The time of the first packet’s arrival and the last packet’s transmission is also recorded for the purpose of delay calculation.

**UE satisfaction rate**

UE satisfaction rate is the ratio of the number of satisfied users to the total number of users. A UE is defined as being "satisfied"[3] when the following criteria are fulfilled:

1. The user does not get blocked when arriving to the system;
2. Its throughput is greater than 10 % of the average bit rate of the source;
3. The user’s packets do not get dropped.

**Fairness**

Fairness is a measure of the similarities of the QoS provided to each individual UE, where the QoS is defined in this thesis as the throughput an individual UE experiences, as opposed to providing equal number of time slots among UEs. Fair service indicates that a UE can obtain a consistent download speed regardless of its physical location. Being fair in service does not guarantee a UE to be satisfied, and vice versa. Having both fair and satisfactory service is most desirable to operators and customers.

**Schedule event**

A scheduling event is the process of selecting appropriate UEs and allocating appropriate time slots to them in the immediate frame that follows the scheduling. A scheduling event, executed on a frame-by-frame basis, follows the procedure stipulated by the scheduling algorithm.
Decision point

In a scheduling event, a decision point is the point of scheduling the next UE, if the previously selected UE needs only part of a frame, i.e., the remaining part can be further filled by other UEs. There is at least one, but no more than fifteen decision points in every scheduling event.

System load

System load is the amount of traffic arrived to the transmission queues measured in bps. In our thesis, where every user follows the same traffic pattern, system load varies by changing the number of users.

Maximum system capacity

The maximum system capacity is defined as the maximum obtainable throughput which is stipulated in HSDPA system as 10.8Mbps (highest modulation level and highest code rate over 20 parallel codes).

Active session

A user is defined to be in active session if it generates download requests according to the traffic model described earlier.

Valid time duration

Valid time duration is the summation of time slices when a user’s buffer is not empty.

4.6. Simulation Environment and Software Validation

We use C++ as the simulation tool. Software is validated through validation examples, as well as by running some deterministic cases.
Chapter 5. Packet Scheduler---Round Robin (RR) and MaxC/I

5.1. Scheduling Procedures

Within the scheduling unit at the RNC, each UE that requests download packets is allocated a buffer associated with it. The requested download packets are temporarily stored in those buffers before being scheduled and transmitted to the end UE through the downlink shared-channels. At the end of the current frame, a UE reports its instantaneous C/I level, which is recorded and assumed fixed over one frame. By the end of the current frame, the schedule for the next frame is ready, as shown in Figure 5-1. (The signalling between base station and end UEs is beyond discussion in this thesis.) The performance of different scheduling algorithms are examined under various level of offered traffic load.

![Figure 5-1. Time Reference for Packet Scheduling vs. Downlink Transmission](image-url)

Figure 5-1. Time Reference for Packet Scheduling vs. Downlink Transmission
5.1.1. UE Procedures.

From UE’s perspective, the requested downloading packets of each UE arrive at base station and are appended to the end of the queue in its associated buffer. If the buffered queue size exceeds the maximum buffer size, the following incoming packets will be discarded, which makes the UE of interest “not satisfied”. (Refer section 4.5 for the definition of “user satisfaction”.) Once the concerned UE is selected for service, data will be drawn from its buffer and transmitted to the UE’s end.

5.1.2. Base Station Scheduling Procedures.

5.1.2.1 Base Station Scheduling Procedures When Adopting RR Algorithm

In RR, each UE is allocated an ID, which is used to poll the UE sequentially. Starting from the first time slot of a frame, the scheduler checks if a UE has data in its buffer. If no, the scheduler skips the current UE and checks the next one. Otherwise, it assigns one time slot to the current UE. This procedure is executed cyclically until the last time slot in the frame has been assigned, or until all UEs’ buffers are empty before all the fifteen time slots are used up. The last scheduled UE’s ID is recorded at the end of the current scheduling event. The next scheduling cycle (next frame) starts with the user whose ID is the next one to the currently recorded ID. And the round robin continues. All non-empty queues must be serviced before re-servicing a user.
Figure 5-2. RR, Base Station Scheduling Procedures
Specifically, the scheduling results can be categorised into three cases.

**Case 1. The number of users (whose buffers are not empty) is greater than the number of time slots in one frame (i.e., 15), and all the fifteen time slots has been filled at the end of the current scheduling event.**

In this case, the top fifteen waiting will be scheduled with one time slot each. The next scheduling procedure starts with the sixteenth user. Till a particular scheduling frame wherein the last user has been served, or equivalently, every users has been served at least once, the service continues by turning around to the first user for the second round.

**Case 2. The number of active users is less than the number of time slots in one frame (i.e., 15), and all the fifteen time slots has been filled at the end of the current scheduling event.**

In this case, since the number of users is less than the number of time slots in one frame, some users can be assigned multiple time slots, as opposed to case 1, where only one time slot is permitted for each user. In other words, all time slots in one frame are divided up among small number of users, for the purpose of maximizing the utilization of resources. Practical protocols for transmitting individual user’s data could be designed for either continuous or intermittent time slots, depending on the complexity of signalling and hardware realization.

**Case 3. Redundancy in time slot resource**

Under light traffic load, after all the users’ service requests have been fulfilled, there may still be some residual time slots remain unused at the end of a scheduling procedure. In this case, the channel capacity is more than the service requests.
5.1.2.2 Base Station Scheduling Procedures When Adopting MaxC/I Algorithm

![Diagram of Base Station Scheduling Procedures]

Figure 5-3. MaxC/I, Base Station Scheduling Procedures
In MaxC/I, at every scheduling event, all UEs with non-empty source queues are ranked by their C/I values, which is updated every frame. The scheduler first selects the UE with the highest C/I among those non-empty-buffered UEs, and calculates the needed number of time slots based on the C/I value and the buffered packet size. If the needed number of slots exceeds the available slots, then all the available slots will be allocated to the selected UE. Otherwise, the remaining slots can be assigned to the next-highest-C/I-valued and non-empty-buffered UE, and so forth till all the slots in a frame are assigned. Figure 5.4 illustrates an example of three consecutive frames and three UEs. We make the following points:

- Adaptive and multiple number of time slots, ranging from one to maximum fifteen, can be assigned to a particular selected UE, depending on its request and the availability of slot resource.

- The scheduler will skip an empty-buffered UE, even if it has the highest C/I level.

- If a UE is selected in the current scheduled frame, it can be re-selected in the following scheduling event provided that all the requirements of the scheduling algorithm are met, (i.e., it has non-empty buffer and highest C/I at a particular decision point in one scheduling frame,), even if other UEs haven’t been served. Refer to section 4.5 for the definition of decision point.

- As can be seen from the example in Figure 5-9, the whole frame can be assigned to only one UE (Frame 3 in the example), or it can be shared among multiple UEs (Frame 4 in the example). It’s also possible that some portion of frame is left unused in some scheduling case when the system load is small (Frame 2 in the example).
<table>
<thead>
<tr>
<th>Reported C/I (dB)</th>
<th>Requested number of slots to transmit buffered data (calculating from UE’s C/I and throughput hull)</th>
</tr>
</thead>
<tbody>
<tr>
<td>U1</td>
<td>U2</td>
</tr>
<tr>
<td>Frame 1</td>
<td>10</td>
</tr>
<tr>
<td>Frame 2</td>
<td>8</td>
</tr>
<tr>
<td>Frame 3</td>
<td>12</td>
</tr>
</tbody>
</table>

Figure 5.4. Example of a MaxC/I Scheduling Case, Number of Users = 3.
5.2. Simulation Result and Performance Analysis in the Whole Sector

The simulation results of both RR and Max C/I schedulers are shown in this section. The statistics are collected from all users throughout the whole sector.

Figure 5-5 shows the system throughput vs. the system load and Figure 5-6 shows the delay vs. the system load. Here we use the average packet call completion time as delay measurement. Figure 5-7 shows the UE satisfaction rate vs. the system load.

![Figure 5-5. RR and MaxC/I, System Throughput vs. System Load](image-url)
Figure 5-6. RR and MaxC/I, Average Packet Call Completion Time vs. System Load

Figure 5-7. RR and MaxC/I, the UE Satisfaction Rate vs. System Load
From the above curves, it can be seen that:

1. When the system load is small, there is no big difference between the two schedulers regarding the system throughput, data delay and UE satisfaction rate. All the data of every UE can be transmitted out of the buffers. With the system load increasing, different schedulers start to show different properties.

2. Considering the system throughput vs. system load, when the system load approaches about 30% of the maximum system capacity, RR starts to get saturated by showing a flat throughput. The buffer of each UE at BS will grow.

3. Under the MaxC/I strategy, the system throughput goes up with the increase of system load, until about 80% of the maximum system capacity (10.8Mbps), at the point of which MaxC/I also shows a saturation. Comparing the two scheduling schemes in the sense of system throughput, MaxC/I is much more efficient than RR.

4. Regarding the packet delay, measured by the average packet call completion time, the curves show similar behavior to the system throughput curves. The delay starts to shoot up at the point where the corresponding throughput gets saturated. This is explainable since a packet call completion time is measured from the arrival of the first packet at the base station until the last packet is received by the UE station. In the light load zone, there’s no data accumulated at the buffer. Accordingly, when the packet call head arrives at the buffer, it almost always gets transmitted immediately, generating a very short waiting delay in the queue. When the system saturates under heavy load, packet data wait longer in the queue, resulting a steep increase in the delay.
5. UE satisfaction rate. In the light load zone, all users can remain satisfied under both RR and Max C/I. The satisfaction rate for RR begins to drop earlier than Max C/I. In heavy load zone, RR drops much faster than Max C/I. (The explanation is given in point 6 and 7.)

6. In RR, each UE is allocated the same amount of time for transmission, although the transmission speed varies due to UE’s channel condition. Resources are divided up evenly among all UEs. With the number of UEs increasing, it takes longer time for a UE to be polled for transmission, resulting in a smaller throughput of a particular UE. When the throughput of an individual UE drops below a certain threshold, that UE falls into the category of being unsatisfied. As an extreme case when the sector is very heavily loaded, all UEs’ active throughput may drop below the threshold, leading to an almost zero UE satisfaction rate.

7. In Max C/I, resources are not evenly distributed among all UEs. UEs closer to the base station are more likely to have good channel conditions (higher C/I), thus have more chances to occupy transmission frames. When the sector load increases, it is those UEs at the cell edge that are first sacrificed, since they are in very disadvantageous positions to compete with those “strong” UEs. Their throughput can be expected to drop quickly below the satisfaction threshold. Even in very heavy load, there will always be a group of UEs in advantageous positions to monopolize the radio resources and remain satisfied. This is why the drop rate of UE satisfaction rate in Max C/I is slower than that of RR.
On one hand, MaxC/I provides a much higher system throughput, since it allocates the frame resource to users with good channel condition that can support higher transmission rate. On the other hand, this high throughput is achieved at the expense of fairness, since the resource may be occupied for a long time by only a small portion of users close to the base station, while leaving other users little chance to be served. In order to further study the relationship between the schedulers’ performances and UE locations, it’s natural to group UEs according to their distance to the base station, and collect their statistics independently, as we will do in the following section.

5.3. Performance Analysis as a Function of Distance

5.3.1. Grouping Strategy

![User Grouping Based on Distance](image-url)

Figure 5-8. User Grouping Based on Distance
In our simulation, all users are uniformly distributed in a sector and remain static. Let ‘R’ denotes the cell radius, ‘d’ denotes the random variable of each user’s position, and ‘r’ denotes a certain distance, we have:

\[ \text{Prob}(d < r) = \frac{r^2}{R^2} \]  \[ \text{, where } r < R; \]  \[ \text{(Eq 5.1)} \]

According to the cdf inverse technique, we can derive the formula to generate the random variable d, whose cdf conforms with Eq 5.1.

Let

\[ \frac{r^2}{R^2} = u \]  \[ \text{(Eq 5.2)} \]

where u is a random variable uniformly distributed from 0 to 1. By solving Eq 5.2, we get:

\[ r = \sqrt{u} \times R \]  \[ \text{, where } u \sim \text{U}[0,1] \]  \[ \text{(Eq 5.3)} \]

Eq 5.3 is the equation used to generate the position variable of each user so as to make them evenly distributed in a sector.

We now divide all users into three groups according to their distance so that the number of users in every group will be the same. As illustrated in Figure 5.8, let ‘a’ denotes the radius of the first group, ‘b’ denotes the radius of the second group, and ‘R’ denotes the radius of the third group, which is also the cell radius. To find out the values of ‘a’ and ‘b’, we have:

\[ \frac{a^2}{R^2} = \frac{1}{3} \]  \[ \text{(Eq 5.4)} \]
\[
\frac{b^2}{R^2} = \frac{2}{3} \quad \text{(Eq 5.5)}
\]

By solving the above equations, we have

\[
\begin{cases}
  a = 0.93Km \\
  b = 1.32Km
\end{cases}, \quad \text{where } R = 1.61Km.
\]

UEs can be grouped into three groups, i.e., near group, middle group and far group, according to their locations to the cell center.

### 5.3.2. Simulation Results and Analysis

Figure 5-9 and Figure 5-10 shows the average throughput of each UE in different groups vs. system load for RR and Max C/I schedulers. Figure 5-11 and Figure 5-12 shows the average packet call completion time vs. system load in different groups for RR and Max C/I. Figure 5-13 and Figure 5-14 shows the user satisfaction rate vs. system load in different groups for RR and Max C/I.
Figure 5-9. RR, Average Throughput of Each UE in Different Groups vs. System Load

Figure 5-10. MaxC/I, Average Throughput of Each UE in Different Groups vs. System Load
Figure 5-11. RR, Average Packet Call Completion Time vs. System Load in Different Groups

Figure 5-12. Max C/I, Average Packet Call Completion Time vs. System Load in Different Groups
Figure 5-13. RR, User Satisfaction Rate vs. System Load in Different Groups

Figure 5-14. Max C/I, User Satisfaction Rate vs. System Load in Different Groups
From the simulation results, it can be seen that:

1. When the system load is very light, say less than 30% of the maximum channel capacity, the average throughput of each UE is almost the same, regardless of where UEs are located and which scheduler is used. Within the load range of 30% – 80% of system capacity (which is 10.8 Mbps), it starts to show the difference between RR and Max C/I in the UE average throughput.

2. In RR, the UE average throughput in the near group maintains its high throughput till 50% of system capacity before it drops at the rate about 3% with each 10% increase in system load. In the middle group and far group, the UE average throughput drops at a similar rate with the increase of load, except that the drops begin at a lighter load. Although the UE average throughput in each group declines at almost the same rate, the absolute values of throughput in each group are different. Users near base station have higher average throughput than those far from base station, given that each UE is allocated equal amount of transmission time. In this sense, it can be seen that the obtainable UE throughput is affected by its location.

3. In Max C/I, the service quality remains the same in each group till the system load reaches 80% of maximum channel capacity. After that, there shows a great difference in different groups. In the near group, UEs can still maintain an average throughput as high as before, and data packets don’t get accumulated in the buffer. This high throughput can be maintained even when the system load is much greater than the channel capacity, say 150% of it. UEs in the near group will always get the best quality of service. In the middle group, the average
throughput declines very slowly from 80–100% of system load. The majority of users can still get high QoS. But in the far group, the average throughput drops dramatically to 50% when the system load increases from 80% to 100%. This fact tells that within MaxC/I, though a considerably high channel throughput is achieved, this high throughput is obtained at the cost of fair allocation when system load increases to more than 80% of the system capacity. In 3G wireless environment, it's very likely that users near base station see statistically higher C/I values than those far from the base station, therefore, near users have far more possibilities than far users to be selected by the MaxC/I scheduling algorithm. The inhomogeneous allocation, when the system works with 80% load or over, is the downside of MaxC/I.

4. The average packet call completion time in each group is closely related to the throughput performance. In RR, the delay increases at a similar rate when the system load increases, through the absolute values vary from every group due to the UE positions. In MaxC/I, delay in the near group is almost negligible as a result of very short waiting time in the buffer. In the far group however, the average delay shoots up after 80% of system load. This phenomenon can be explained by the lower average throughput in the far group. Especially, when the average throughput is lower than the packet arriving rate, packets get accumulated in buffers, causing a much longer waiting time before transmission is permitted.

5. UE satisfaction rate. In RR, all users become unsatisfied at 50% or higher system load in the middle and far group. Even in the near group, more users, if not all, will also get unsatisfied at heavier load. In Max C/I, however, all users in the near
group can remain satisfied at any system load, contrasting with the case in the far group, where the satisfaction rate falls steeply from 1 to 0 when the load changes from 80% to 100%.

5.4. Problems With RR and MaxC/I Schedulers

In this chapter, we studied RR and Max C/I schedulers.

RR can provide fair service in packet scheduling provided that each user can support the same transmission rate over the air. However, for wireless users, the instantaneous supportable data rate is variable due to their locations and the instantaneous channel conditions. As result, the service quality varies with users' locations. Fairness is not achievable as was expected. RR is also very poor in system throughput, delay and UE satisfaction rate performance.

Max C/I is featured by offering high system throughput. In our simulation, the maximum system throughput can be about 80% of the maximum channel capacity. It works well under 80% system load. But when the load exceeds 80%, the average throughput of each UE in the far group drops quickly, while that in the near group still maintains a high level. The inhomogeneity in scheduling is the shortcoming in MaxC/I, especially when the system load is heavy.

None of the two methods are perfectly desirable in a practical system. Trying to find out other scheduling schemes that trade off between fairness and throughput, or if possibly, combine the advantage of the two, is another task of our study.
Chapter 6. MSI – Maximum Self Index Scheduler

6.1. Initial Efforts for Better Scheduling Schemes

In order to find a compromising scheduling scheme, it’s natural to combine RR and Max C/I methods into one scheme. A frame is divided two parts, as shown in Figure 6-1. The first part uses RR, the remaining part of the frame is allocated to the users with good channel condition.

![Figure 6-1. Suggested Scheme Combining RR and MaxC/I](image)

Two different approaches are proposed for implementing the frame partitioning:

1. Fixed partitioning, where a fixed number of slots are reserved for RR, and the remaining slots use Max C/I scheduling.

2. Adaptive partitioning, where the partitioning is adaptive according to the system load or the length of buffer queue.

Either way, it can be expected that the throughput and fairness performance fall between Max C/I and RR. This expectation is verified by our simulation results.
Another possible scheme is based on the idea of tradeoff between throughput and delay. Rather than partitioning the whole frame, an index is invented based on which the scheduler determines the transmission order among users. This index is defined as:

\[
\text{Index} = \text{normalized}(C/I) + \text{weight\_factor} \times \text{normalized}(\text{buffer\_length})
\]

(Eq 6.1)

where \text{weight\_factor} is adjustable and affects the tradeoff between C/I and buffer length.

In this index, three factors are to be considered:

1. UE’s instantaneous C/I value is included for the purpose of achieving high throughput;

2. The instantaneous length of buffer queue of a user is included in order to shorten the waiting delay in the buffer;

3. A weighting factor is introduced to balance the above two elements.

The scheduler chooses the UE with the biggest index value for packet transmission. Intuitively, this index favors the users with both good and bad channel conditions. Good channel condition offers high C/I value, which leads to a big index. Also, bad channel condition permits lower UE throughput, which leads to longer buffer queue, which in turn leads to a bigger index. This index is an integration of a pair of contradictions. The normalized C/I tends to contribute to a high system throughput, while the normalized buffer queue length tends to improve the fairness. The weighting factor is adjusted to keep balance between the two contradictions. As an extreme case when the weighting
factor equals zero, the index scheduler turns to the Max C/I scheduler. A bigger weighting factor grants more resource to users in bad channel conditions. This, on one side, equalizes the data transmission amount among all users and provides more fairness, on the other side however, decreases the whole system throughput. By changing the weighting factor from 0 to 1, the performance of index scheduling is expected to fall between MaxC/I and RR. Our simulation results are consistent with this view.

All the above-mentioned proposals cannot exceed the boundaries of throughput and fairness performance, as limited by MaxC/I and RR respectively. Attention must be redirected to some fresh ideas in seeking for breakthrough.

6.2. Maximum Self Index (MSI) – Idea Analysis and Algorithm

Description

6.2.1. Basic Concept of MSI

Along the way of searching for new scheduling schemes, we noticed an idea based on the proportional fairness criteria described in [9]. Similar to our second suggestion in 6.1, where we used an index as the selection criteria at an scheduling decision point, they proposed an index, which we called the “self index”. In that paper, the scheduler determines the next UE to be served based on two factors: the current C/I, translating into the current supportable data rate of a UE, noted as \( \text{Ri}(t) \), and the amount of data that has already be transmitted to that UE till the referred time, or equivalently, the average data rate that has been experienced by that UE, noted as \( \text{AVG}_\text{Ri}(t) \). The UE with the highest ratio of \( \text{Ri}(t)/\text{AVG}_\text{Ri}(t) \), which is defined the Max Self Index (MSI), is selected by the scheduler at decision point for data transmission.
\[ SI(i,t) = \frac{R_i(t)}{\text{avg } R_i(t)} \]  

(Eq 6.2)

where \( SI(i,t) \) is the self index of user \( i \) at time \( t \).

In fact, this self index contains the same considerations as in our index in Eq 6.1, but in a form of ratio rather than composite sum. To demonstrate this, we have:

\[ SI(i,t) = \frac{R_i(t)}{\text{avg } R_i(t)} \sim \frac{(C/I)_i(t)}{\text{Total } Tx_i(0,t)/t} \]

\[ \sim \frac{(C/I)_i(t)}{(Total \_Arr_i(0,t) - Buffer \_Len_i(0,t))/t} \]  

(Eq 6.3)

where

\( \sim \) stands for “can be translated into”;

\((C/I)_i(t)\) is the instant C/I value of user \( i \) at time \( t \);

\(\text{Total } Tx_i(0,t)\) is the total amount of data that had been transmitted by time \( t \) for user \( i \);

\(\text{Total } Arr_i(0,t)\) is the total amount of data that had arrived at the buffer of user \( i \) by time \( t \);

\(\text{Buffer } Len_i(0,t)\) is the buffer queue length of user \( i \) at time \( t \);

In (Eq 6.3), the total arrived data is statically identical for all users, since every user follows the same traffic pattern. The only two variables are the instantaneous C/I value and the length of buffer queue, same as in the definition of “Index”, as previously described in (Eq 6.1).

In reference [9], the self-index algorithm was applied in cdma2000-HDR system, focusing purely on the effect of sector deployment upon system throughput. Based on the
idea of taking a division operation instead of addition on the related factors, we modified the algorithm and tailored it as MSI to the HSDPA system. In addition, MSI is compared with RR and MaxC/I in the whole sector as well as in different groups.

The definition of Self Index indicates that the MSI scheduler favors those UEs with high C/I values and with long buffer lengths at the same time. It first serves those UEs with relatively high rates and long chunk of data, from the practice of which some improvement in scheduling fairness can be reasonably expected. The system throughput under MSI scheduler however, is hard to foretell and needs to be assessed by simulations.

6.2.2. Base Station Scheduling Procedures Using MSI Strategy

MSI scheduling follows the same procedures as MaxC/I except that MSI ranks UEs by their self indexes, as opposed to C/I values in MaxC/I. Specifically,

- In MSI, channel measurement (C/I) and average data rate (by time t) of a UE is updated for every frame. The UE's average data rate equals the total transmitted data for that UE by time t, divided by the valid time duration of that UE, where the valid time duration is defined as the summation of time slices when the UE's buffer is not empty.

- At every scheduling event, the scheduler calculates all UE's SIs (self index) based on their current supportable data rates derived from their reported C/I values, and average data rates by the scheduling time, and assumes the SIs unchanged through the next coming frame period.
Figure 6-2. MSI, Base Station Scheduling Procedures
- All UEs with non-empty source queues are ranked by their SI values.

- The scheduler first selects the UE with the highest SI among those non-empty-buffered UEs, and calculates the needed number of time slots based on its currently supportable data rate and its buffered packet size.

- If the needed number of slots exceeds the available slots, then all the available slots will be allocated to the selected UE. Otherwise, the remaining slots can be assigned to the next-highest-C/I-valued and non-empty-buffered UE, and so forth till all the slots in a frame has been exploited.

In MSI, adaptive and multiple number of time slots, ranging from one to maximum fifteen, can be assigned to a particular selected UE, depending on its request and the availability of slot resource. The whole frame can be assigned to only one UE, or be shared among multiple UEs. It’s also possible that some portion of frame is left unused in some scheduling case when the system load is extremely small. Similar to MaxC/I, the MSI algorithm permits a previously selected UE to be re-scheduled in the following adjacent frame, so long as that UE possesses the highest SI at some decision point in that frame.

6.3. Simulation Result and Performance Analysis in the Whole Sector

In order to find out the performance of MSI in comparison with RR and Max C/I, simulation for MSI is carried out and the comparison results are shown below.
Figure 6-3. Throughput Performance in the Whole Sector -- System Throughput vs. System Load

Figure 6-4. Delay Performance in the Whole Sector -- Average Packet Call Completion Time vs. System Load
Figure 6-5. Fairness Performance in the Whole Sector -- UE Satisfaction Rate vs. System Load

Figure 6-3 shows the throughput vs. the sector load, Figure 6-4 shows the average packet call completion time vs. the sector load, and Figure 6-5 shows the UE satisfaction rate vs. the sector load. All the above results are collected from the whole sector.

Result Analysis:

1. **System throughput**: The system throughput under MSI outperforms not only RR, but also Max C/I! This conclusion is somewhat out of our expectation, in that MaxC/I is commonly believed to bind the high end in system throughput since at each decision moment, the scheduler serves the UE who can support the highest data rate. However, our simulation result shows that the MSI can utilize almost 98% of the channel capacity at 98% system load, as compared to a maximum of
80% channel capacity utilization at 80% system load in Max C/I. The seemingly contradiction will be further investigated and explained in later chapters.

2. Delay: The delay shoots up under RR at the load of less than 30% of the system capacity. For MaxC/I and MSI, the delay remains very small up to 75% of system load. From 75% to 95% load, the delay remains small for MSI but it starts to increase gradually for MaxC/I. From 95% to 110% load zone, the delay of Max C/I stops going up while that of MSI starts to increase rapidly. After 110% system load, MSI shoots up, as opposed to the almost constant value in Max C/I. Usually, the system won’t work more than 100% load of system capacity, so we’re more interested in the 80~100% load zone, where the delay of MSI is shorter than Max C/I.

3. UE satisfaction rate: In contrast to RR and Max C/I schedulers where the average UE satisfaction rate of the whole sector goes down slowly as system load increases, the curve in MSI is almost a square wave that turns from a 100% satisfaction rate steeply to zero at 100~110% system load. From this feature, it can be assumed that unlike the other two schedulers, in MSI, there’s no big difference in packet transmission service that every user can get. In other words, every user could get the same amount of data transmission regardless of its location, the way in which service fairness among users is achieved to the most extent. This assumption is verified in the next section when MSI is studies in near, middle and far groups.
6.4. Simulation Result and Performance Analysis in Different Groups

Following the same grouping strategy in chapter 5, we further studied MSI in different groups in order to find out the relationship between scheduling performance and users' locations. Simulation results are listed in Figure 6-6, 7, 8.

![Graph showing MSI, Average Throughput of Each UE vs. System Load in Different Groups](image)

Figure 6-6. MSI, Average Throughput of Each UE vs. System Load in Different Groups
Figure 6-7. MSI, Average Packet Call Completion Time vs. System Load in Different Groups

Figure 6-8. MSI, UE Satisfaction Rate vs. System Load in Different Groups
Result analysis:

From the above results, it’s surprising that the statistics in all three groups are highly identical regarding the average throughput of each UE, the delay and the group- averaged UE satisfaction rate. The average throughput in each group starts to decline at the same rate at the same system load, and users in each group simultaneously become unsatisfied when their throughput drop below the threshold. Any user, located at either the cell center or the edge, will get the same quality of service from base station.

In short, a complete fairness and uniformity is achieved among users within the whole sector under MSI, where the QoS of a near user won’t get any better, nor will a far user get any worse. This is extremely different from all other schedulers, and is regarded as one of the most important discoveries in our study. Another important contribution is that we find that MSI can achieve an even higher system throughput than Max C/I. The reasons of these superior properties of MSI will be further investigated and analyzed in chapter 8.
Chapter 7. Comparisons among RR, Max C/I and MSI by Their Grouped Performances

In Chapter 5 and Chapter 6, we studied the RR, Max C/I and MSI scheduling schemes individually, with statistics from both the whole sector and three groups. In this chapter, instead of analyzing each scheduling method in different groups, we will be focusing on one certain group in which the three scheduling methods are compared with each other.

7.1. Average UE Throughput: Near_Group, Middle_Group, Far_Group

![Graph showing performance comparison]

Figure 7-1. Performance Comparison in Near Group -- Average Throughput of Each UE vs. System Load
Figure 7-2. Performance Comparison in Middle Group -- Average Throughput of Each UE vs. System Load

Figure 7-3. Performance Comparison in Far Group -- Average Throughput of Each UE vs. System Load
Figure 7-1 shows the average throughput of each UE in the near group, within which the three scheduling schemes are compared. Figure 7-2 and Figure 7-3 shows middle and far group respectively.

Result analysis:

1. *In the near group*, Max C/I is superior to MSI in that its average throughput of each UE always remains highest (same as packet arrival rate,) under any system load. The average throughput for MSI starts to decline gradually after 95% system load, and that of RR starts to drop at 40% system load. This is true because for MaxC/I, higher service priority is inclined to be given to users with high C/I levels in the near group, who can support fast data rate and guarantee high average throughput of each UE.

2. *In the middle group*, Max C/I and MSI has almost the same behavior regarding the average UE throughput, remaining the highest before 95% of system load and starting to decline afterwards. The throughput of RR starts to drop even before 30% of system load.

3. *In the far group*, things get reversed between Max C/I and MSI as MSI exhibits a better performance than Max C/I in this group. The average throughput of Max C/I declines significantly after 80% system load, while that of MSI keeps constant as in the near and the middle groups. The reason for this performance transition is that MaxC/I tends to select users in the far group less frequently than in the near group, whereas MSI can schedule packets transmission consistently homogeneously and efficiently in any group. The average throughput of RR in this group starts to drop at an even lighter load than in the middle group.
7.2. Average Packet Call Completion Time: Near_Group, Middle_Group, Far_Group

![Graph showing performance comparison](image)

Figure 7-4. Performance Comparison in Near Group -- Average Packet Call Completion

Time of Each UE vs. System Load
Figure 7-5. Performance Comparison in Middle Group -- Average Packet Call Completion Time of Each UE vs. System Load

Figure 7-6. Performance Comparison in Far Group -- Average Packet Call Completion Time of Each UE vs. System Load
Figure 7-4 shows the average packet call completion time of each UE in the near group, within which the three scheduling schemes are compared. Figure 7-5 and Figure 7-6 show middle group and far group respectively.

Result analysis:

1. *In the near group*, the delay for Max C/I is almost zero. The delay of MSI remains the same as in Max C/I before 95% of system load, and starts to increase after that. The delay of RR begins to rise at about 40% load.

2. *In the middle group*, the delay of RR increases much faster than in the first group and the other two schedulers. Max C/I and MSI have similar delay performance in this group.

3. *In the far group*, the delay of RR shoots up very steeply even when the system load is very light (lighter than 20% of system load). The delay of Max C/I also increases very rapidly when the system load reaches 70% of its maximum capacity. MSI shows a better delay performance than the others do in this group. Its delay character is the same in this group as in other two groups.
7.3. UE Satisfaction Rate: Near_Group, Middle_Group, Far_Group

Figure 7-7. Performance Comparison in Near Group -- Average UE Satisfaction Rate vs. System Load

Figure 7-8. Performance Comparison in Middle Group -- Average UE Satisfaction Rate vs. System Load
Figure 7-9. Performance Comparison in Far Group -- Average UE Satisfaction Rate vs. System Load

Figure 7-7 shows the average UE satisfaction rate in the near group, within which the three scheduling schemes are compared. Figure 7-8 and Figure 7-9 shows middle group and far group respectively.

Result analysis:

1. In the near group. For Max C/I, all UEs’ average throughput is above the threshold, therefore, all users remain satisfied even at load as heavy as 150% of maximum system capacity. The UE satisfaction rate in MSI is also 100% before a heavy load of about 110% of maximum system capacity, from where all UEs’ throughput drop right below the threshold simultaneously, causing a sudden drop of the satisfaction rate to be zero. The satisfaction rate in RR drops from 100% to
0% when the system load increases steadily from 40% to 110% of its maximum capacity.

2. *In the middle group.* For RR, the satisfaction rate drops more quickly since users in this group get lower throughput than in the near group. The satisfaction performance for RR is much worse than that of the other two. For Max C/I, some users turn to be unsatisfied after 90% load, but there is still a portion of users that can get a satisfactory service when the load increases, although this portion will get smaller and smaller. This is because in this group, there’re still some users who can get good channel conditions in some cases, and can keep a throughput higher above the threshold. The satisfaction rate in MSI is similar to the near group.

3. *In the far group.* For MSI, all UEs can still remain satisfied at a heavy load of 100%, while the satisfaction rate for Max C/I drop dramatically from 100% to 0% when the system load increases from 80% to 100%. MSI shows superiority to Max C/I in this group in every sense.

Till now we’ve compared the performances of the three schedulers in near, middle and far group respectively. We can tell from the results that although Max C/I outperforms MSI in the near group, it loses in the far group where MSI can schedule packet transmission consistently homogeneously and efficiently. MSI works the best among the three schedulers in respect of providing high system throughput and homogeneous fair service under 95% system load, therefore, is the best scheduling scheme as compared to the other two.
Chapter 8. Further Study of MSI

In the previous study of Maximum Self Index scheduler, we’ve got two important results. One is its uniformity in performance regardless of user’s location, the other is the high obtainable system throughput in MSI, which is even higher than that in Max C/I. In this chapter, we’ll further study the details of MSI scheme, and provide more explanations for these results.

8.1. Strategy for Sampling Study

In this chapter, different from collecting the statistics of system throughput, delay and user satisfaction, we’ll keep track of the samples of some detailed information at each scheduling decision point, such as the locations of UEs that are selected for packet transmission, their C/I values while being selected, the length of buffer queue and the duration of valid time. All these information are categorized as the UE status at the time of being selected for service. Besides, we will also collect the samples of the number of packets in each transmission frame, translated to the system throughput, and the number of decision times in each frame, translated to the number of scheduled users in each frame.

For the purpose of sampling study, the system load is set fixed at 92% of maximum system capacity, yielding to 650 users generating 10M bps load. The figure is chosen based on the fact that at 92% load, both MSI and Max C/I are in crucial transitional stage, yet MSI has a higher throughput than Max C/I, leaving the room for discovering the
reasons behind. The user distribution is also set the same in these two methods. Related samples are collected at each decision point in each frame.

Through this sampling study, we hope to be able to explain the following questions:

1. Why users at the cell edge get as high throughput as those in cell center under MSI, i.e., the homogeneous fair service;
2. Why MSI provides an even higher system throughput than Max C/I.

8.2. Results of Sampling Study and Analysis

8.2.1. Status of Selected UEs

Figure 8-1 and 8-2 shows the probability distribution of locations of UEs while being selected in MSI and Max C/I; Figure 8-3 and 8-4 shows the probability distribution of their C/I values; Figure 8-5 and 8-6 shows the distribution of buffer queue length, and Figure 8-7 and 8-8 shows the distribution of valid time duration.
Figure 8-1. MSI, Probability Distribution of Locations of UEs While Being Selected,

\[ \text{Mean} = 1.0056 \text{ Km} \]

Figure 8-2. MaxC/I, Probability Distribution of Locations of UEs While Being Selected,

\[ \text{Mean} = 0.6689 \text{ Km} \]
Figure 8-3. MSI, Probability Distribution of C/I Values of UEs While Being Selected,

\[
\text{Mean} = 17.5642 \text{ dB}
\]

Figure 8-4. MaxC/I, Probability Distribution of C/I Values of UEs While Being Selected,

\[
\text{Mean} = 21.7636 \text{ dB}
\]
Figure 8-5. MSI, Probability Distribution of Buffer Queue Length of UEs While Being Selected, Mean = 18,596 bytes

Figure 8-6. MaxC/I, Probability Distribution of Buffer Queue Length of UEs While Being Selected, Mean = 7,079.4 bytes
Figure 8-7. MSI, Probability Distribution of Valid Time Duration of UEs While Being Selected, Mean =31.8765 second

Figure 8-8. MaxC/I, Probability Distribution of Valid Time Duration of UEs While Being Selected, Mean =10.6784 second
Analysis:

1. From Figure 8.1 and 8.2, it can be seen that while Max C/I allocates more resources to the users at nearer location (mean distance=0.6689km), MSI allocates more slots to users farther away (mean distance=1.0056km), as a compensation for bad channel conditions. In MSI, while packets to near user can be transmitted at higher speed, transmissions to far users are scheduled more frequently. This mechanism ensures a user, wherever located, experience coherent transmission rate. In addition, by the definition of SI, longer time of being un-served leads to longer buffered queue and bigger SI, which further leads to more likelihood of being scheduled in the next scheduling event. Reversely, executed transmission service provided to a user increases its average data rate in the past, therefore reduces its SI, which further reduces the possibility of being scheduled in the following frame. With this balancing, MSI scheduler breaks the resource monopoly by those users at advantageous locations, providing homogeneity and complete fairness among all users in the whole embedded sector.

2. Regarding the C/I samples, MSI selects a UE with an average C/I value of 17.5642 dB, in comparison with a 21.7636 dB in Max C/I. It is no surprise that Max C/I has a higher mean C/I value than MSI, but there’re three phenomena worth more discussion.

   - Although MSI allocates more time slots to users at farther locations, its average C/I value is not much sacrificed than in Max C/I. This tells us that MSI is able to allocate time slots intelligently to the far users at such moment that they see higher C/I values comparing the historical experiences of their own.
That is, the scheduler holds to serve each UE until it reports an instantaneous supportable data rate comparatively higher than its own average throughput. Having more users in the sector allows the scheduler more choices, which increases the likelihood that when an UE is served, it is always served near the peak data rate during a particular period of time, i.e., at a local maximum [12].

- The MSI scheduler could have selected a UE with C/I value as low as –15dB, as long as the length of its buffer queue is long enough to lead a highest self index at the decision point of scheduling. This could also explain why a UE in disadvantageous location can still be served. In contrast, in Max C/I, the UE, while being selected, must have a C/I higher than 3 dB.

- By looking up the throughput hull in chapter 4, we know that when the C/I value is greater than 16dB, the supportable data rate reaches the maximum 10.8Mbps, and won’t go up with any higher C/I. Since the average selected C/I values in Max C/I (21.8dB) and MSI (17.7dB) methods both exceed that threshold, the supported throughput in MSI won’t suffer much than Max C/I from a statistical point of view. Put it in other way, under our simulation circumstances, the Max C/I scheduler may have selected a user with unnecessary high C/I value (but probably with short packets arriving at the buffer), given a BER requirement is met. This could partially explain why Max C/I scheme doesn’t have an advantage over MSI in throughput performance. The block size of transmission in each frame will further explain why MSI has an even higher throughput, as analyzed in point 3.
3. Now look at the samples of the buffer queue of UEs while being selected. In MSI, the scheduler chooses a UE with an average queue of 18,596 bytes for service. In Max C/I, this queue length is 7,079.4 bytes, less than half of that in MSI. Accordingly, the average valid time duration (the time when buffer is not empty) of a UE while being selected in MSI and Max C/I are 31.8765 seconds and 10.6784 seconds respectively. These values imply that in MSI, the data tend to be held on purpose in the buffer, even that user may have the highest C/I value at that moment, until more packets arrive at the buffer so that the scheduler can schedule a bigger chunk of packets for transmission at the most appropriate moment. In Max C/I, however, when a user has the highest C/I value among all users at the decision moment, it’s selected for service no matter how many packets are in the buffer at that moment. This practice could result in squeezing more users with short queues in one frame, leaving more unused gaps in slots, which in effect reduce the amount of data transmitted in one frame, in other words, reduce the UE throughput and system throughput. The transmission length in one frame and the number of decision times in each frame is listed in next section.

8.2.2. Transmission Packet Length and Number of Decision Times in Each Frame

Figure 8-9 and 8-10 shows the probability distribution of transmission packet length in each frame. We also collected the number of decision times in each frame, with a mean of 5 times in Max C/I and 2 times in MSI.
Figure 8-9. MSI, Probability Distribution of Transmitted Packet Length in Each Frame,

Mean = 12,072 byte

Figure 8-10. MaxC/I, Probability Distribution of Transmitted Packet Length in Each Frame, Mean = 10,894 byte
Analysis:

In MSI, the transmission length in each frame is greater than 12,000 bytes for most cases. In Max C/I, the mean transmission length is 10,894 bytes per frame, translated to a less throughput than MSI. Also considering the number of decision times, or equivalently, the number of users being served in each frame, (as is 5 times in Max C/I and 2 times in MSI,) it can be seen that the MSI schedules bigger chunk of data of each user to fill up the time slots as much as possible, therefore, leaving less slot gaps in between. This gives the reasons of why MSI can schedule more data in a frame, and can gain a higher throughput than Max C/I.

8.3. Summary of Sampling Results

Table 8-1 summarizes the sampling results.

Table 8-1. Summary of Sampling Results of MSI and MaxC/I

<table>
<thead>
<tr>
<th>Mean Value</th>
<th>Max C/I</th>
<th>MSI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Location</td>
<td>0.6689 Km</td>
<td>1.0056 Km</td>
</tr>
<tr>
<td>C/I value</td>
<td>21.7636 dB</td>
<td>17.5642 dB</td>
</tr>
<tr>
<td>Buffer length</td>
<td>7,079.4 byte</td>
<td>18,596 byte</td>
</tr>
<tr>
<td>Valid time duration</td>
<td>10.6784 second</td>
<td>31.8765 second</td>
</tr>
<tr>
<td>Tx length in each frame</td>
<td>10,894 byte</td>
<td>12,072 byte</td>
</tr>
<tr>
<td>Number of decisions in each frame</td>
<td>About 5 times</td>
<td>About 2 times</td>
</tr>
</tbody>
</table>
In this chapter, we further studied MSI scheduler in comparison with Max C/I, by sampling the status of UEs while being selected for data transmission, the transmission length and number of decision times in each frame, and answered two questions.

The complete uniformity in MSI is explained by two contributing factors. First, MSI allocates more resources to users at physically farther locations as a compensation for bad channel conditions. In MSI, while packets to near user can be transmitted at higher speed, transmissions to far users are scheduled more frequently. This mechanism ensures a user, wherever located, experience coherent transmission rate. In addition, by the definition of SI, longer time of being un-served leads to longer buffered queue and bigger SI, which further leads to more likelihood of being scheduled in the next scheduling event. Reversely, executed transmission service provided to a user increases its average data rate in the past, therefore reduces its SI, which further reduces the possibility of being scheduled in the following frame. With this balancing, MSI scheduler breaks the resource monopoly by those users at advantageous locations, providing homogeneity and complete fairness among all users in the whole embedded sector.

The higher throughput in MSI is explained by a). transmitting bigger chunk of data, leaving less gap in slots, and b). scheduling a user to be served when its current supportable rate is closer to the peak compared to its historical average data rates. This is done, in effect, by holding some data in the queue before transmitting them out at the most appropriate moment.

In MSI, the scheduler not only compares a particular user’s index with other users’ indexes, but also compares this user’s current supportable data rate with the historical average data rate of its own, a reason why we called this scheme MSI -- maximum self
index. It is right the two-dimensional comparisons that entitles the superiorities in MSI in both system throughput and complete fair service.
Conclusions and Future Works

This thesis studies the frame-by-frame scheduling schemes for WCDMA-HSDPA system. Performances of each scheme are analyzed in terms of system throughput, average packet call completion time and user satisfaction rate. Simulations are carried out in one sector of a 19-cell cellular layout, and statistics are collected both from the whole sector and from different groups, namely, near, middle and far group, in order to find out the relationship between the scheme performances and the users’ locations.

Round Robin and Max C/I scheduling schemes are studied in the first half of our thesis.

In RR, assigning equal chance and equal number of time slots to each user couldn’t ensure equal amount of data transmission due to the impact of each user’s location, and accordingly, the channel condition. RR is not able to provide fairness as was expected before. RR is also very poor in system throughput performance, with only 30% utilization of the downlink shared channel capacity.

Max C/I is characterized by providing high system throughput. In our simulation, the maximum system throughput can reach 80% of the channel capacity. It’s high channel efficient and fair under 80% system load. Beyond that, however, the average UE throughput in the far group drops quickly while UEs in the near group can still obtain high average throughput. The inhomogeneity in MaxC/I scheduler heavily affects the
QoS depending on users’ physical locations. The unfairness is a shortcoming in Max C/I scheduler, especially when the system load is heavy.

None of the two methods are perfectly desirable in practical system. Trying to find out other scheduling schemes that have a better tradeoff between fairness and throughput is the task in the second half of our study.

The idea of MSI scheme is that the scheduler determines the next UE to be served based on two factors: the current C/I, equivalently, the current supportable data rate of a UE, and the amount of data that has already be transmitted to that UE till the referred time, or equivalently, the average data rate that has been experienced by that UE. The UE with the highest ratio of the two, called maximum self index, is selected for service.

Scheduling protocol is designed based on the above-mentioned idea, and two important results are obtained in MSI scheme. One of them is the uniform performance with any system load, regardless of user’s location. A complete fairness among all users is achieved in that any user can get the same service quality no matter where it locates. The other important result is that MSI can achieve an even higher system throughput than MaxC/I, which contradicts the traditional belief that Max C/I binds the upper boundary of the system throughput. In our simulation, MSI can utilize almost 95% of the channel capacity at 95% system load, as compared to a maximum of 80% channel utilization at 80% system load in Max C/I. MSI outperforms both RR and Max C/I in both system
throughput and fairness, therefore, is the best scheme for packet scheduling in the said system.

In order to explain the superiority in MSI, further investigation is carried out by collecting the samples and probability distributions of the status of UEs while being selected for service, the transmission length and number of decision times in each frame.

The complete uniformity in MSI is explained by two contributing factors. First, MSI allocates more resources to users at physically farther locations as a compensation for bad channel conditions. In MSI, while packets to near user can be transmitted at higher speed, transmissions to far users are scheduled more frequently. This mechanism ensures a user, wherever located, experience coherent transmission rate. In addition, by the definition of SI, longer time of being un-served leads to longer buffered queue and bigger SI, which further leads to more likelihood of being scheduled in the next scheduling event. Reversely, executed transmission service provided to a user increases its average data rate in the past, therefore reduces its SI, which further reduces the possibility of being scheduled in the following frame. With this balancing, MSI scheduler breaks the resource monopoly by those users at advantageous locations, providing homogeneity and complete fairness among all users in the whole embedded sector.

The higher throughput in MSI is explained by a). transmitting bigger chunk of data, leaving less gap in slots, and b). scheduling a user to be served when its current
supportable rate is closer to the peak compared to its historical average data rates. This is done, in effect, by holding some data in the queue before transmitting them out at the most appropriate moment.

In MSI, the scheduler not only compares a user’s index with other users’ indexes, but also compares this user’s current supportable data rate with the historical average data rate of its own, this is where the name of maximum self index (MSI) arises. It is right the two-dimensional comparisons that entitles the superiorities in MSI in both system throughput and fair service.

Future works can be done from several aspects based on our current system model.

1. The traffic model can be improved as a combination of different traffic types rather than just web browsing, thus a more realistic multimedia data packets can be depicted and simulated.

2. In our simulation, all users are stationary. Future simulation can be improved by introducing user mobility.

3. In our research, the system load is increased by increasing the number of users, where every user follows the same traffic model. As an alternative, we can fix the number of users and increase their traffic load. This could reduce the probability of having users in favorite positions.
4. In our simulation, each user is associated with a unique buffer. If one user is able
to open up multiple connections of different service types, the buffer design
should be modified to accommodate the multi-session, different service scenario.
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