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Abstract

Considering numerous futuristic applications that will be enabled by wireless networks, one may wonder the essence of the next evolution in wireless networks. Recently, concepts and technologies such as polar codes, wireless network virtualization, millimeter wave communications, and non-orthogonal multiple access have emerged as new enablers. They provide promising solutions for significant problems by enhancing capacity, flexibility, and spectrum usage. However, they cannot address precisely the most needed new capability to handle diverse applications without relying on to gross over-engineering: Agility. This study proposes a new solution to dramatically improve agility without leaning on over-engineering: Using mobility for agility, where the inherent support of wireless networks for user terminal mobility is used to support the mobility of access points. In addition, we propose to influence the user demand in space and time to flexibly shape the network from both sink and source perspectives.

We propose the spatial network configuration (SNC) scheme, which utilizes drone-base-stations (drone-BSs) to re-configure topology of access points, and user-in-the-loop (UIL) to influence demand of users. Drone-BSs are shifting paradigms of heterogeneous wireless networks by providing radically flexible deployment opportunities. On the other hand, their limited endurance and potential high cost increase the importance of utilizing drone-BSs efficiently. Therefore, we thoroughly investigate efficient utilization of drone-BSs from placement methods to refinements on air-to-ground channel modeling. To further exploit drone-BSs, we influence locations of users via the UIL method, which aims at influencing mobility of the users by offering incentives. Finally, we investigate the SNC scheme with a holistic approach and propose the drone management framework. We show that the integration methods severely affect the network performance when wireless access virtualization is applied. Furthermore, we survey the latest developments in 3GPP 5G Release-16 standardization to discuss the capabilities and shortcomings of current and
prospective wireless networks to integrate drone-BSs efficiently. All in all, this study shows that it is time to re-imagine future wireless networks in three dimensions.
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<td>NF</td>
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</tr>
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</tr>
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<td>Non-orthogonal multiple access</td>
</tr>
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</tr>
<tr>
<td>NSI</td>
<td>Managed network slice instances</td>
</tr>
<tr>
<td>NSMF</td>
<td>Network slice management function</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Full Form</td>
</tr>
<tr>
<td>--------------</td>
<td>-----------</td>
</tr>
<tr>
<td>NSS</td>
<td>Network slice subnet</td>
</tr>
<tr>
<td>NSSI</td>
<td>Managed network slice-subnet instances</td>
</tr>
<tr>
<td>NSSMF</td>
<td>Network subnet slice management function</td>
</tr>
<tr>
<td>NSaaS</td>
<td>Network-slice-as-a-Service</td>
</tr>
<tr>
<td>NTN</td>
<td>Non-terrestrial network</td>
</tr>
<tr>
<td>NWA</td>
<td>PDCP-level NR and WLAN</td>
</tr>
<tr>
<td>NWIP</td>
<td>IP-level NR and WLAN</td>
</tr>
<tr>
<td>OMA</td>
<td>Orthogonal multiple access</td>
</tr>
<tr>
<td>OPEX</td>
<td>Operational expenditure</td>
</tr>
<tr>
<td>PDCP</td>
<td>Packet data convergence protocol</td>
</tr>
<tr>
<td>PL</td>
<td>Path loss</td>
</tr>
<tr>
<td>PM</td>
<td>Performance management</td>
</tr>
<tr>
<td>PM</td>
<td>Probabilistic model</td>
</tr>
<tr>
<td>QoS</td>
<td>Quality of service</td>
</tr>
<tr>
<td>RAN</td>
<td>Radio access network</td>
</tr>
<tr>
<td>RAT</td>
<td>Radio access technology</td>
</tr>
<tr>
<td>RHS</td>
<td>Right-hand-side</td>
</tr>
<tr>
<td>RL</td>
<td>Reinforcement learning</td>
</tr>
<tr>
<td>RLC</td>
<td>Radio link control</td>
</tr>
<tr>
<td>RN</td>
<td>Relay nodes</td>
</tr>
<tr>
<td>RRH</td>
<td>Remote radio head</td>
</tr>
<tr>
<td>Rx</td>
<td>Receiver</td>
</tr>
<tr>
<td>S-NSSAI</td>
<td>Single network slice selection assistance information</td>
</tr>
<tr>
<td>SA</td>
<td>System and architecture</td>
</tr>
<tr>
<td>Acronym</td>
<td>Full Form</td>
</tr>
<tr>
<td>---------</td>
<td>-----------</td>
</tr>
<tr>
<td>SBA</td>
<td>Service based architecture</td>
</tr>
<tr>
<td>SCG</td>
<td>Secondary cell group</td>
</tr>
<tr>
<td>SD</td>
<td>Slice differentiator</td>
</tr>
<tr>
<td>SDAP</td>
<td>Service data adaptation protocol</td>
</tr>
<tr>
<td>SDM</td>
<td>Space-division multiplexing</td>
</tr>
<tr>
<td>SDN</td>
<td>Software defined networking</td>
</tr>
<tr>
<td>SE</td>
<td>Spectral efficiency</td>
</tr>
<tr>
<td>SMF</td>
<td>Session management function</td>
</tr>
<tr>
<td>SNC</td>
<td>Spatial network configuration</td>
</tr>
<tr>
<td>SNR</td>
<td>Signal-to-noise ratio</td>
</tr>
<tr>
<td>SOS3</td>
<td>Special ordered set of type 3</td>
</tr>
<tr>
<td>SP</td>
<td>Service provider</td>
</tr>
<tr>
<td>SST</td>
<td>Slice/service type</td>
</tr>
<tr>
<td>TD</td>
<td>Temporal-difference</td>
</tr>
<tr>
<td>TDM</td>
<td>Time-division multiplexing</td>
</tr>
<tr>
<td>TP</td>
<td>Transmit point</td>
</tr>
<tr>
<td>TR</td>
<td>Technical recommendation</td>
</tr>
<tr>
<td>TS</td>
<td>Technical standardization</td>
</tr>
<tr>
<td>Tx</td>
<td>Transmitter</td>
</tr>
<tr>
<td>UAV</td>
<td>Unmanned aerial vehicle</td>
</tr>
<tr>
<td>UBeAS</td>
<td>User-behavior-aware Stackelberg repeated game</td>
</tr>
<tr>
<td>UCM</td>
<td>Urban canyon model</td>
</tr>
<tr>
<td>UCNC</td>
<td>User-centric no-cell</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>------------------------------------</td>
</tr>
<tr>
<td>UE</td>
<td>User equipment</td>
</tr>
<tr>
<td>UL</td>
<td>Uplink</td>
</tr>
<tr>
<td>ULAP</td>
<td>Ultra-low-altitude platforms</td>
</tr>
<tr>
<td>UPF</td>
<td>User-plane function</td>
</tr>
<tr>
<td>USNC</td>
<td>Uncoordinated spatial network coordination</td>
</tr>
<tr>
<td>VNF</td>
<td>Virtual network function</td>
</tr>
<tr>
<td>VWA</td>
<td>Virtual wireless access</td>
</tr>
<tr>
<td>WID</td>
<td>Wireless infrastructure drone</td>
</tr>
</tbody>
</table>
### Frequently used symbols

- $x_D$: Position of the drone-BS in x-dimension
- $y_D$: Position of the drone-BS in y-dimension
- $h, h_D$: Altitude of the drone-BS
- $h_R$: Height of receiver
- $h_B$: Height of human blockers
- $g_B$: Diameter of a human blocker
- $r_i$: Horizontal distance between the drone-BS and $i^{th}$ user
- $e_i$: 3D distance between drone-BS and $i^{th}$ user
- $f_c$: Carrier frequency (Hz)
- $c$: Speed of light (m/s)
- $\eta_{\text{LoS}}$: Loss of the LoS connection (dB)
- $\eta_{\text{NLoS}}$: Loss of the NLoS connection (dB)
- $\gamma$: Pathloss corresponding to the QoS requirement
- $L(h, r_i)$: Pathloss of a user that is $r_i$ away from a drone-BS at altitude $h$
- $u_i$: Binary variable indicating whether user $i$ is served by the drone-BS, or not
- $\mathcal{U}$: Set of users that are not covered by the macrocell
- $R$: Radius of the area to be covered
- $\alpha$: Ratio of altitude to the radius of the coverage area
- $N_u$: Number of users
- $\tau_i$: Incentive offered to user $i$
- $d_i$: Spatial displacement amount offered to user $i$
- $\beta(\tau_i)$: Persuasion parameter
- $\Gamma(\alpha)$: Maximum allowable distance for coverage by a drone-BS as a function of $\alpha$
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Gamma$</td>
<td>Maxima of $\Gamma(\alpha)$</td>
</tr>
<tr>
<td>$\Pi(\tau_i, d_i)$</td>
<td>Average unit profit from a user $d_i$ meters away from the coverage region with incentive $\tau_i$</td>
</tr>
<tr>
<td>$\mathcal{R}$</td>
<td>Coverage area of the drone-BS</td>
</tr>
<tr>
<td>$\mathcal{W}$</td>
<td>Area where users are distributed</td>
</tr>
<tr>
<td>$\mathcal{D}$</td>
<td>Extended coverage area where incentives are offered (UIL area)</td>
</tr>
<tr>
<td>$P^R$</td>
<td>Probability that a user is covered</td>
</tr>
<tr>
<td>$P^D$</td>
<td>Probability that a user is covered in the UIL area</td>
</tr>
<tr>
<td>$P^W$</td>
<td>Coverage probability of a user in $\mathcal{W}$</td>
</tr>
<tr>
<td>$\Pi_0(\tau)$</td>
<td>Average normalized revenue with regional incentive</td>
</tr>
<tr>
<td>$\Pi_N(\tau)$</td>
<td>Average normalized revenue in a region with $N$ users</td>
</tr>
<tr>
<td>$\Pi_N^\infty(\tau)$</td>
<td>Limit of $\Pi_N(\tau)$ for an infinite region</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>User density</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

From tactile Internet to Internet of things, the future of wireless services is as exciting as it is challenging. The main challenge is that the ever-increasing wireless demand is expected to grow in different dimensions due to varying requirements of new applications. Very low latency, very high data rate, or very high energy efficiency can be listed among those requirements. As a straightforward remedy to these challenges, densification of wireless networks seems to be inevitable [1]. On the other hand, leaning to gross over-engineering comes at a high cost of not only CAPEX and OPEX (capital and operational expenses, respectively), but also environmental footprint. Moreover, applications have requirements with demands at opposing extremes, which makes it hard to design robust networks that can respond to all requirements efficiently. Therefore, flexible and agile networking solutions gained importance. Technologies enabling on-demand network configuration and programming, such as network function virtualization (NFV) and software defined networking (SDN), became integral parts of such solutions. However, these technologies and solutions do not stem from wireless networks; they are from the field of wired networking. Therefore, they do not consider all degrees of freedom that wireless networks can utilize. Note that wireless networks are fundamentally designed to support user mobility. This thesis investigates whether that capability can be used to support mobility of the access points, and eventually, help to create a completely flexible and customizable wireless network. From a wide perspective, we try to understand whether support for “mobility” can be turned into network “agility”. In particular, we investigate characteristics of utilizing unmanned aerial vehicles (UAVs) at medium to very low altitudes, also-known-as drones as moving access points, i.e., drone-base-stations (drone-BSs) [2].
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Using aerial devices as moving access points recently gained significant attention due to their advantages such as agility and manoeuvrability [3–7]. Accordingly, the literature on drone-BSs boomed with numerous studies from various aspects. One of the most fundamental aspects is air-to-ground channel modelling, since it is necessary to have accurate models for efficient utilization of aerial devices. However, the studies on air-to-ground channel modelling are not as comprehensive as the ones for terrestrial channel models yet. Thorough surveys are provided in [8] and [9] on available air-to-ground channel measurement campaigns, large and small scale fading channel models, air-to-ground, ground-to-ground, air-to-air channel measurements and modeling, and future research directions. One of the reasons slowing down the air-to-ground channel modeling is the need to conduct extensive measurement campaigns in different environments. As exemplary and recent attempts, studies in [10–12] provide measurement-based analysis for air-to-ground channel models in over-water, hilly and mountainous, and suburban and near-urban environment settings. Another challenge is to account for effects of machinery [13] and channel types, such as multiple-input multiple-output (MIMO) [14–21]. The study in [13] presents the results of shadowing depth, duration, multiple antenna diversity gain, and small scale fading results and their statistics based on over 200 aircraft wing/engine shadowing events in both C-band (5060 MHz) and L-band (968 MHz). Authors also provide algorithms to simulate shadowing events and show that multiple antennas help mitigate negative effects. 3D geometry-based air-to-ground channel models are studied in [14–17]. The study in [14] proposes a practical model based on numerical analysis by considering ground surface and roadside environment reflections particularly for vehicle-to-vehicle communications. Alternatively, the study in [15] performs measurements, and proposes a model considering line-of-sight (LoS), ground reflection, and truncated ellipsoid scattering components. In addition to the components [15], a cylinder model, and multiple confocal truncated ellipsoid models are considered in [16], so that the proposed geometry-based stochastic model has the ability to incorporate the impact of drone heights and transceivers’ movements on channel characteristics in diverse environments. Besides developing deterministic and stochastic simulation models based on the reference model, [17] also proposes a wideband model using a single concentric-cylinders model, where the signal is a superposition of a line-of-sight component and single-bounced rays. In order to describe the non-stationarity of the channel, time-varying angles have been properly derived and added in the proposed model. Since drones will be a part of current and future wireless networks, both as user equipments and aerial access nodes, the studies in [22] and [23] provide valuable channel
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sounding experiment results and insights on air-to-ground communications based on Long Term Evolution (LTE) signals. Furthermore, urban environments are particularly interesting for a variety of applications of airborne communications, such as disaster recovery, and increasing capacity of wireless networks for temporary events. Although regulatory limitations and safety concerns decelerate conducting comprehensive measurement campaigns in urban setting, studies in [24–30] exemplify attempts in investigating air-to-ground channels in urban environments with alternative approaches: While [24] proposes a learning-based method to predict air-to-ground channel quality along the trajectory of a drone-BS, [29] proposes to utilize urban maps for more accurate path loss predictions. Both studies alter existing channel models and [29] relies on ray tracing simulations to validate results. Statistical modeling methods are utilized in [25–28] to obtain path loss expressions. Among such models, the ones presented in [27] and [28] are widely used in the literature since they model the relationship between altitude and path loss of a drone-BS in a tractable way. According to the models in [27] and [28], it is possible to derive an optimal altitude for a fixed transmission power, where up to that altitude the coverage area of a drone-BS increases due to increasing probability of establishing LoS air-to-ground links. However, altitudes higher than the optimal altitude result in a smaller coverage area due to increased air-to-ground distance. In fact, this characteristic of air-to-ground links triggered the 3D placement of drone-BS, which is one of the approaches to the aerial node positioning problem.

The location of aerial nodes may not be known beforehand, and it is necessary to determine the best positions for efficient operation of aerial nodes. Therefore, aerial node positioning rapidly became a very active research field, as it is related to one of the most significant characteristics, the mobility, of drone-BSs [3–5, 31–47]. Operation type and aim can be one of the determining factors for the best position. In [31–36, 47] covering maximum number of users is one of the main criteria to determine optimal position(s) of one or more drone-BSs in a variety of scenarios including boosting insufficient capacity of wireless networks, recovery after disasters, and supporting wireless networks for temporary events. The studies in [31] and [33] have similar convex optimization based approaches to maximize the number of covered users. However, the study in [33] extends [31] for users with different QoS requirements. Differently, heuristic and greedy algorithms, such as particle swarm optimization, are used in [34–36, 48–50] to reduce the computational difficulties of the previous studies with as minimal compromise from the optimal solution as possible. Since a variety of scenarios require multiple drone-BSs to be utilized, e.g.,
to continuously serve the users scattered in a large area, \[34–36, 40, 42, 43, 48–65\] investigate positioning of multiple drone-BSs. One of the distinctive properties of these studies is whether 3D or 2D placement is considered. While studies such as \[34, 35, 40, 42, 48–50\] consider placement in 3D, studies in \[43, 54–56\] assume a fixed altitude. Trajectory optimization, i.e., where drone-BS follows a trajectory instead of hovering at a single optimal location to serve users, is considered among some studies on 2D placement, such as \[54\] and \[43\]. For instance, in \[43\] a drone-BS is responsible to multicast a common file to a set of users on the ground. The trajectory of the drone-BS is optimized to minimize its mission completion time, while ensuring that users obtain the file with a certain probability. Similarly in \[54\], multiuser communication scheduling and UAV trajectory over a finite horizon is jointly optimized by an iterative algorithm and the proposed low-complexity initialization scheme. To further extend the positioning problems, frameworks that jointly solve positioning and related issues are developed in the literature from various aspects. For instance, \[47\] combines user involvement and 3D placement. In \[65\], the 3D placement is performed by considering fairness metric with the particle swarm optimization algorithm. There are a number of studies on joint spectrum management (backhaul and access resource allocation) and positioning \[35, 66, 67\]. The study in \[66\] develops a joint backhaul resource allocation (by terrestrial BSs), and terrestrial BS and drone-BS access selection framework to support IoT networks with multiple drone-BSs. This complex problem is solved by using a game theoretical framework, whereas heuristic methods are preferred in \[35\]. In addition to the limited resources of spectrum, energy of drone-BSs is another concern. Therefore, jointly managing energy efficiency and positioning of the drone-BSs has attracted significant attention \[32, 48, 52, 68–70\]. In \[68\] optimal 3D positions of drone-BSs are obtained by considering travelling and communication energy consumption of drone-BSs with cognitive radio technology. In \[69\], the lifetime of a drone-BS based communication network is defined based on the recall frequency of drones, i.e., when they need to be recalled to be recharged. Then, the optimal placement minimizing the recall- frequency and consumption of on-board circuit power consumption is investigated by considering environmental effects, such as dense scattering environments, and user density. Although \[52\] mainly focuses on minimizing energy consumption of IoT devices served by drone-BSs, the results also provide energy efficient paths for drone-BSs to serve the underlying network. The study in \[70\] provides energy efficiency by adjusting transmit power, and shows the existence of an optimal altitude when the relative position of drone-BS is considered with respect to surrounding access points. The drone-BS placement problem is decoupled in \[32\]
based on the vertical and horizontal dimensions without loss of optimality, and the problem in horizontal dimension is formulated as a circle placement problem and a smallest enclosing circle problem. Hence, the optimal placement is obtained to maximize the number of covered users using the minimum transmit power. Since most of the performance criteria depend on user-BS association, e.g., throughput, joint placement and user association is investigated either explicitly or inherently by many studies [40, 50, 53, 71–73].

There are many other notable and interesting fields in the recent literature of drone-BSs with ample room to contribute. Caching is investigated in [57] and [74]. A couple of drone-BS management frameworks (DMFs) are proposed in the literature. DMF can have different focuses: The studies in [2] and [75] consider various business models and focus on ensuring a profitable operation. The framework proposed in [76] aims at improving spectrum efficiency by data and control plane separation for drone-BS and drones equipped with IoT devices. In fact, supporting IoT networks is another rich study field for drone-BSs, with respect to their positioning, resource allocation, management, security and energy efficiency [53, 66, 76–86]. A joint 3D placement, drone-BS trajectory optimization and user association framework is proposed in [53] by considering energy limitations of both drones and IoT devices. A similar problem with drone-BS deployment for IoT networks is solved via low-complexity heuristics in [79]. In addition, resource allocation is considered in [66]. Data collection from IoT devices and wireless power transfer to them via drone-BSs is investigated in [77] and [86]. Wireless powered communication networks are investigated in [82] for throughput maximization where drone-BSs both collect data from IoT devices and transfer energy to them via RF links. The study in [81] proposes an efficient solution for a MIMO-based data collection scheme with drone-BS trajectory optimization and partial channel state information. Authors propose to utilize compressive data gathering in [85], such that the drone-BSs prevent multihop transfers in power-critical wireless sensor networks. The study in [78] provides a survey on interactions between drones and IoT devices from the perspective of smart cities, including data collection, privacy and security, public safety, disaster management, energy consumption and quality of life in smart cities. In [80], a general analytical framework based on stochastic geometry is proposed to compute the uplink and downlink coverage probabilities for both the aerial and the terrestrial cellular system over IoT networks. Analytical results are supported by Monte Carlo simulations, and the authors show the impact of environment and drone-BS altitude on network performance. Joint drone-BS hovering altitude selection and power allocation is performed via a two-stage algorithm in [83] to ensure efficient communications.
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Not only IoT devices, but also drone-BSs themselves have limited resource. Due to limited resources of drone-BSs and potential need to support massive communications, non-orthogonal multiple access (NOMA) is investigated from various aspects for drone-assisted wireless networks: In [75] a framework for heterogenous aerial and ground wireless networks is proposed to maximize profitability by considering NOMA and orthogonal frequency division multiplexing (OFDM) constraints. In [87], it is shown with simulations that a mmWave-drone-BS can achieve higher spectral efficiency with beamforming and NOMA compared to orthogonal multiple access (OMA), and there is an optimal transmit power value with respect to the improvement in outage sum rate. Similarly, outage behaviour is used as a performance criteria in [88], where a drone-BS is used as a decode-and-forward relay. Results show that the QoS performance of the edge user requires an adequate altitude for drone-BSs, and the performance is superior to OMA. In [89], effects of limited feedback on mmWave-drone-BSs is compared for NOMA and OMA. It is shown that mmWave-drone-BSs have better sum rates compared to OMA, when there is limited feedback from users regarding either users’ distance, or users’ angle with respect to the beamforming direction under different user region geometries. Sum-rate, coverage, and energy efficiency of NOMA-based drone-BSs are investigated in [90], where fixed-altitude NOMA schemes are compared with altitude-optimized NOMA schemes. A NOMA-based multi-beam transmission strategy is proposed in [91]. The placement and power allocation are jointly optimized to improve the performance of the NOMA-based drone-BSs in [92]. In [93], dominant factors for outage performance is investigated for NOMA-based drone-BSs. It is shown that power allocation factor is effective for users at the edge, whereas ground users in proximity are strongly affected by the channel and trajectory parameters. A NOMA-based cooperative transmission scheme is proposed for drone-BS aided wireless backhaul transmissions in [94]. Drone-BSs and terrestrial BSs cooperate to serve ground users in [95], where the trajectory of the drone-BSs are optimized to maximize sum rate, and NOMA precoding vectors are optimized to minimize interference between terrestrial BSs and drone-BSs. In [96], in order to mitigate eavesdropping attacks, obtaining a size-optimized protected region around users is proposed by considering limited resources of drone-BSs. It is shown that the protected region size needs to be optimized for each altitude of drone-BSs.

In fact, security of drone-BSs communications is important for their command&control links as well as uplink, downlink and wireless backhaul. Providing sufficient security with limited resources of a drone-BS and challenging air-to-ground links is a cumbersome
problem that is lightly investigated so far [5, 97, 98]. Furthermore, mmWave links and device-to-device (D2D) communications are considered in several studies for drone-BSs as in [87–89, 96, 99] and in [84, 100–104], respectively. Mobility of drone-BSs change the dynamics of network planning, which is another lightly investigated issue with complex dimensions such as, the distribution of the users, properties of the underlying terrestrial network, and demand distribution in space and time [39, 42, 105–107].

As discussed so far, there are many aspects to consider for drone-BSs and wireless networks. Hence, this study is multi-faceted: First, we propose an efficient 3D placement scheme and investigate its application for mmWave-based drone-BSs as well. Then, we propose the Spatial Network Configuration (SNC) method, where agility and flexibility are provided to wireless networks via exploiting the mobility of access points and users. Unmanned aerial vehicles, also-known-as drones, equipped with functionalities of terrestrial base stations [2] serve as moving access points in the SNC framework. On the other hand, the mobility of the users are exploited via user-in-the-loop, a method to offer incentives to users, that is specifically developed for wireless networks. Another aspect of this study is the channel modelling and we propose a map-based channel model with superior accuracy compared to a widely used channel model. Finally, we propose novel network management and planning frameworks, and investigate the latest developments in 5G standardization framework thoroughly.

The rest of this dissertation is organized as follows. In Chapter 2, we introduce the 3D placement problem of a drone-BS. First, we propose an efficient solution method for drone-BSs operating at sub-6GHz frequencies. Then, we develop a similar method for mmWave-drone-BS by utilizing a channel model which considers the human body blockage ratio.

We introduce the spatial network configuration framework in Chapter 3. The SNC framework takes both the movement of the aerial access point and users into consideration. We propose three SNC schemes and solution methods. Our results show that SNC is a promising method to increase profitability and capacity of the networks simultaneously in congested scenarios.

In Chapter 2.3, we contribute to air-to-ground channel modeling for drone-BSs utilized in metropolitan areas. The number of studies on air-to-ground channel models are quite less compared to the studies on terrestrial channel models. Despite the global urbanization trend, the studies on air-to-ground channels in environments with high rise buildings are
even more deserted. Our study is one of the most recent and unique studies in this area that suggests using the information about the environment, e.g., height of the buildings and width of the streets, to estimate average path loss more accurately. We validate the proposed channel model with ray tracing simulations, and show that the proposed model is more accurate compared to a widely used air-to-ground channel model. Furthermore, we demonstrate that increasing accuracy of channel model has critical implications for drone-BS operations, such as planning for the required number of drone-BSs to cover outdoor urban users.

Chapter 4 has a system-level approach, where we first investigate the roles of drones in next generation multi-tier networks, enabling technologies and challenges. Then, we propose the first DMF for wireless networks in the literature. We present a use case where DMF utilizes 3D placement method in multi-tenant networks via enabling technologies such as NFV, SDN, and big data analysis. We further investigate the integration of drone-BSs into wireless networks by considering virtual wireless access, and show that the impact of the integration method on the performance gain. In order to evaluate the practicality of the integration methods, and understand the situation of the current and prospective wireless networks, we investigate the 5G Phase-I standardization. Our evaluation indicates that future networks can be capable of integrating drones efficiently, yet, collaborations between the industry and academia is necessary to develop comprehensive solutions. Finally, we summarize our studies and observations in Chapter 6.
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Chapter 2

3-D Drone-BS Placement

Benefiting from agility of low-altitude unmanned aerial vehicles (UAVs) can bring us to the next frontier of wireless heterogeneity [2]. They can provide on-demand capacity as rapidly deployable base stations, i.e., drone-base-stations (drone-BS). However, on-demand utilization of drone-BSs must be as efficient as possible due to high operational cost of drone-BS. For instance, the current technology of drones/unmanned aerial vehicles (UAVs) do not allow them to be used in a fully automated fashion, i.e., at least one remote pilot needs to be flying the drone. Furthermore, although technically one drone-BS may be sufficient for providing the desired capacity, there may be a need to utilize several drone-BSs to enhance reliability. In addition, the energy cost of drone-BSs can be a critical factor due to the limited battery life.

The efficiency of drone-BS operations can be obtained by considering characteristics of drone-BS communications. Some characteristics, such as weather conditions and aircraft choice are rather machinery-related and environmental conditions. Those characteristics can be considered out-of-scope from the perspective of communication systems engineering. Accordingly, throughout this thesis, a drone-BS is assumed to be static once positioned. Hovering stability of UAVs is an active research field, as well as a competitive development area for commercial drone producers [108–111]. Since the machinery of drones are designed based on the mission, unavailability of a drone-BS makes it impossible to comment on stability of a drone-BS with certainty. Drone types and design issues are discussed in more detail in Section 4.1.2. From our perspective, two fundamental characteristics are prominent in managing efficiency of drone-BSs: Air-to-ground communication
links and drone-BS positioning. These factors help determine the most efficient baselines for meeting the communication demand. Moreover, snapshot analysis is conducted which implies that the user mobility is not considered. That assumption is conformable with the assumptions on stability of the hovering drone, as well as the air-to-ground channel model that is based on averages on environment. Certainly, this model would not be useful if the computation time to place the drone-BS is relatively long compared to the user mobility. On the other hand, the 3-D placement method presented in this thesis alleviates many common assumptions for the first time in the literature as discussed in Section 2.1.

There is an intertwined relationship between the positioning of a drone-BS and air-to-ground channels quality. Air-to-ground channels differ from terrestrial channels with their higher likelihood of having line-of-sight (LoS). The likelihood of LoS depends on two factors:

- Type of environment, e.g., density and average height of the buildings, width of the streets.
- 3-D distance between the user and the drone-BS, which determines the elevation angle.

In most of the studies in the literature either the altitude or the horizontal location of drone-BSs are assumed to be pre-determined, which makes the problem very similar to small-cell placement problems, and extenuates the relationship between the 3-D position and air-to-ground link quality. In contrast, our approach is based on the 3-D placement of a drone-BS, i.e., jointly determining altitude and horizontal location of a drone-BS with respect to the quality of the air-to-ground links. This problem is introduced and efficiently solved in [31]. Then, a multi-objective 3-D placement problem considering multi-tenancy, energy efficiency, caching and congestion release is formulated in [2], and caching is investigated further in [57]. Multi-tier drone-BS placement is investigated to show potential gains in spectral efficiency, throughput, latency and coverage in [112], and a drone-BS network formation algorithm is developed in [113] by considering 3-D placement. Spectrum sharing between single-tier and multi-tier drone-BSs is investigated to determine the optimal density of drone-BSs in [114] by assuming pre-determined horizontal locations for drone-BSs. Terrestrial users are clustered to determine placement of drone-BSs in the horizontal domain in [35]. In [55], assuming a fixed coverage area for drone-BSs, a
polynomial-time algorithm is developed to provide maximum coverage to a finite area with minimum number of drone-BSs. In [61], optimum hovering positions of drone-BSs with antenna arrays are determined to minimize interference and maximize signal-to-noise ratio (SNR). The proposed method is validated by exhaustive search, and provides computational efficiency and higher capacity performance by combining linear zero-force beamforming with transmit beamforming. Improving resilience of wireless networks is investigated in [46, 115–117]. Downlink coverage analysis is conducted for a single drone-BS in [116], and for a 3-D drone-BS network in [118]. Although studies discussed so far consider hovering drone-BSs, an energy efficient trajectory is determined for point-to-point communications between a fixed-altitude drone-BS and terrestrial users in [119], and for drone-BSs with a fixed coverage area and altitude in [52]. Other studies worth noting investigate the issues of releasing congestion, power allocation for drone-BSs, association problem in cloud radio access network (C-RAN) with drone-BSs, network performance analysis, drone-BSs as moving edge infrastructures, and development of placement and trajectory optimization algorithms from various aspects [32, 43, 51, 54, 58, 60, 120–125]. Finally, in [99], effects of mobile access points on business models are discussed.

### 2.1 Efficient 3-D Placement

As discussed in the prior section, there are three main approaches to the drone-BS placement:

- Assuming a simplified channel model and/or one of the dimensions of the drone-BS location is pre-determined,
- Assuming a simplified channel model and maintaining LoS by determining a trajectory for the drone-BS,
- Utilizing a channel model that incorporates air-to-ground channel and environment dynamics.

This study introduced the first efficient solution for the last approach above, i.e., *3-D placement*. In this framework, placement of a drone-BS is different than terrestrial cell placement because of the following reasons:
CHAPTER 2. 3-D DRONE-BS PLACEMENT

Figure 2.1: A possible scenario showing the users that are not covered by the eNB. Three potential placements of a drone-BS is highlighted.

1. In addition to choosing the location of the drone-BS in the horizontal space \((x_D, y_D)\), we need to determine its altitude, \(h\), as well.

2. The coverage area of a terrestrial cell is known a priori. However, the coverage area of a drone-BS depends on its altitude, and is unknown before solving the placement problem.

3. The mobility of the drone-BS allows it to move wherever the demand is, rather than terrestrial cells waiting for the demand to come towards them. As a result, the coverage region providing the maximum revenue to the network should be found.

The first item indicates that the placement of the drone-BS is a 3-D problem. In addition, the last two items, which are determining the size of the coverage area and identifying the location of the coverage area, must be considered jointly.

A possible placement problem is shown in Fig. 2.1. Assume that a macrocell is congested, where only the users that cannot be served by the eNB are shown. Three potential areas to be covered by deploying a drone-BS at different altitudes and locations are highlighted. Note that in each case, as well as the altitude of the drone-BS, the size of the area to be covered is changing, which in turn, affects the number of users served by the drone-BS. In this section, we will formulate and solve the 3-D placement problem efficiently to serve the maximum number of users with the minimum required
area. Due to the complexity of the air-to-ground channel model, the solution of the 3-D placement problem formulation cannot be directly found. In order to solve this problem, we introduce a new variable relating the altitude of the drone-BS to the radius of its coverage area. Although there is not an analytical expression for the optimal value of this variable, it can be efficiently obtained by using one dimensional bisection search. Afterwards, the 3-D placement problem reduces to a mixed-integer non-linear problem (MINLP), which can be solved by using the interior point optimizer of the MOSEK solver.

2.1.1 System Model

Consider a macrocell where the location of each user $i$ is known and represented by $(x_i, y_i)$. We assume that for a user to be served, the QoS measured by the received signal-to-noise ratio (SNR) should be above a certain threshold. In case of an extreme event, such as congestion within the cell, or malfunction of the infrastructure, the terrestrial base station may become unable to serve all users. Hence, it will be assisted by a drone-BS with fixed transmission power. We consider a low-altitude quasi-stationary UAV for this purpose, and would like to determine the altitude $h$, and location, $(x_D, y_D)$, providing the maximum revenue. Assuming a fixed QoS for all users, the maximum revenue can be obtained by offloading the maximum amount of users to the drone-BS. The placement of the drone-BS affects both the number of users enclosed by its coverage region, and the quality of the air-to-ground links. Utilization of air-to-ground links is a characteristic of aerial base stations. There has been several studies on air-to-ground channel models, which we discuss next.

The air-to-ground channel differs from the terrestrial channel due to its higher chance of LoS connectivity. As a result, Rician [126], large scale Rayleigh [127], and free space fading [128] models are widely utilized in the literature for air-to-ground channels. However, none of them considers the effect of the environment on the occurrence of LoS. One of the most complete models on the effects of building blockage on radio propagation is proposed by ITU in [129]. With the help of the results in [129], a channel model for air-to-ground communication in urban environments is presented in [28] and [27], and adopted here.

The probability of having LoS for user $i$ depends on the altitude of the drone-BS, $h$, and the horizontal distance between the drone-BS and $i^{th}$ user, which is $r_i =$
\( \sqrt{(x_D - x_i)^2 + (y_D - y_i)^2} \) for the \( i^{th} \) user located at \((x_i, y_i)\) and the drone-BS at \((x_D, y_D)\). The LoS probability is given by [28]

\[
P(h, r_i) = \frac{1}{1 + a \exp\left(-b \left(\arctan\left(\frac{h}{r_i}\right) - a\right)\right)},
\]

where \( a \) and \( b \) are constant values that depend on the environment. In this setting, the altitude of the user, and the antenna heights of both the users and the drone-BS are neglected. Then the path loss expression becomes [28]

\[
L(h, r_i) = 20 \log\left(\frac{4\pi f_c}{c}\right) + 20 \log\left(\sqrt{h^2 + r_i^2}\right) + P(h, r_i)\eta_{\text{LoS}} + (1 - P(h, r_i))\eta_{\text{NLoS}},
\]

where \( f_c \) is the carrier frequency (Hz), \( c \) is the speed of light (m/s), \( \eta_{\text{LoS}} \) and \( \eta_{\text{NLoS}} \) (in dB) are respectively the losses corresponding to the LoS and non-LoS connections depending on the environment. Equivalently, (2.2) can be written as

\[
L(h, r_i) = 20 \log\left(\sqrt{h^2 + r_i^2}\right) + AP(h, r_i) + B,
\]

where \( A \) and \( B \) are constants such that \( A = \eta_{\text{LoS}} - \eta_{\text{NLoS}} \), and \( B = 20 \log\left(\frac{4\pi f_c}{c}\right) + \eta_{\text{NLoS}} \). Note that the path loss model presented here is a function of both \( h \) and \( r_i \). In other words, the path loss of the air-to-ground link depends on the altitude in the vertical dimension, and the distance in the horizontal dimension. Thus, we have a 3-D placement problem.

### 2.1.2 Efficient 3-D Placement of a Drone-BS

We assume that a user is in the coverage region of the drone-BS if the air-to-ground link satisfies its QoS requirement. For a given transmission power of the drone-BS, let \( \gamma \) represent the pathloss corresponding to the QoS requirement. Hence, user \( i \) is served by the drone-BS, if \( L(h, r_i) \leq \gamma \). Using (2.3), we can re-write this condition as

\[
h^2 + r_i^2 \leq 10^{\frac{\gamma - AP(h, r_i) + B}{10}}.
\]

Let \( u_i \in \{0, 1\} \) denote a binary variable that indicates whether user \( i \) is served by the drone-BS, or not. Using the variable \( u_i \), which is equal to 1, only if the user \( i \) is served by the
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drone-BS, and equal to 0 otherwise, the following constraint,

\[ u_i (h^2 + r_i^2) \leq 10^{\frac{\gamma - (AP(h, r_i) + B)}{10}}, \]  \hspace{0.5cm} (2.5)

determines whether user \( i \) is covered, or not. This constraint can be further manipulated to

\[ h^2 + r_i^2 \leq 10^{\frac{\gamma - (AP(h, r_i) + B)}{10}} + M_1 (1 - u_i), \]  \hspace{0.5cm} (2.6)

where \( M_1 \) is a constant that is sufficiently larger than the maximum possible value of the distance between a user and the drone-BS. Observe that when \( u_i = 1 \), (2.6) is equivalent to (2.4). If \( u_i = 0 \), since \( M_1 \) is large enough, this constraint is relaxed. Now, we can continue by determining the objective function.

Assuming a fixed QoS for all users, the best region to be served by the drone-BS is identified with the maximum number of users covered. By using (2.6), the placement problem for a set of users, \( \mathbb{U} \) that are not covered by the macrocell can be written as

\[
\begin{align*}
\text{maximize} & \quad \sum_{i \in \mathbb{U}} u_i \\
\text{subject to} & \quad h^2 + r_i^2 \leq 10^{\frac{\gamma - (AP(h, r_i) + B)}{10}} + M_1 (1 - u_i), \quad \forall i = 1, \ldots, |\mathbb{U}|, \\
& \quad x_l \leq x_D \leq x_u, \\
& \quad y_l \leq y_D \leq y_u, \\
& \quad h_l \leq h \leq h_u, \\
& \quad u_i \in \{0, 1\}, \quad \forall i = 1, \ldots, |\mathbb{U}|,
\end{align*}
\]  \hspace{0.5cm} (2.7)

where \( | \cdot | \) represents the cardinality of a set, subscripts \((\cdot)_l\) and \((\cdot)_u\) denote respectively the minimum and maximum allowed values for \( x_D, y_D, \) and \( h \) of the drone-BS. Note that there are quadratic, exponential and binary terms in this problem, which makes it an MINLP.

On the other hand, the fixed QoS requirement assumption simplifies the already complex problem formulation by turning \( \gamma \) into a single constant value. Although this assumption seems limiting, it may not be as impractical as it seems: First, note that \( \gamma \) indicates the tolerable path loss. The tolerance level can be fixed by varying the transmit power, which is also assumed to be fixed in this study, with respect to \( \gamma \). In other words, increasing the transmit power for less tolerable applications/users, and decreasing the transmit power
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with more tolerable applications/users results in a similar problem formulation. Hence, the assumptions here can be practical, if the entirety of the system is considered. We will show that this problem can be solved efficiently by using a combination of the interior-point optimizer of MOSEK solver and bisection search.

Observe that if \( P(h, r) \) was a constant, then this optimization problem would be quadratically constrained MINLP. Let us denote the radius of the area to be covered by \( R \) and introduce the variable \( \alpha \) as

\[
\alpha = \frac{h}{R}.
\]

(2.8)

Then, if user \( i \) is covered, \( R \geq r_i \) must be satisfied, i.e., the served user must be located within the coverage region. This conditional expression is similar to (2.4), and consequently is equivalent to

\[
R \geq r_i - M_2(1 - u_i),
\]

(2.9)
as in (2.6), where \( M_2 \) is a constant value which is sufficiently larger than the maximum possible value of \( R \). Also, the first constraint in problem (2.7) becomes

\[
R^2 \leq \Gamma(\alpha),
\]

(2.10)

where

\[
\Gamma(\alpha) = \frac{10^{\frac{-(A\Gamma(\alpha)+B)}{10}}}{(1 + \alpha^2)^2},
\]

(2.11)

which enables us to omit the variable \( h \) from (2.7), since \( P(\alpha) \) is

\[
P(\alpha) = \frac{1}{1 + a \exp \left( -b \left( \arctan \left( \frac{\alpha}{a} \right) - a \right) \right)}
\]

(2.12)

by (2.1). Thus, (2.7) becomes

\[
\begin{align*}
\max_{x_D, y_D, \{u_i\}, R, \alpha} & \sum_{i \in \mathcal{U}} u_i \\
\text{subject to} & R^2 \leq \Gamma(\alpha) + M_1(1 - u_i), \quad \forall i = 1, \ldots, |\mathcal{U}|, \\
& R \geq r_i - M_2(1 - u_i), \quad \forall i = 1, \ldots, |\mathcal{U}|, \\
& x_l \leq x_D \leq x_u, \\
& y_l \leq y_D \leq y_u,
\end{align*}
\]

(2.13)
$R \geq 0,$

$u_i \in \{0, 1\}, \quad \forall i = 1, \ldots, [U].$

Note that if $\alpha$ and $R$ are known, $h$ can be evaluated by using (2.8). Since the variable $\alpha$ appears only in the right-hand-side of the first constraint of (2.13), the optimum value of $\alpha$, which maximizes $\Gamma(\alpha)$, maximizes the size of the feasible set of (2.13). Next, we numerically show that $\Gamma(\alpha)$ has only one local maxima. Hence, there exists a certain value, $\alpha^*$ that maximizes $\Gamma(\alpha)$.

**Conjecture 1.** For any QoS requirement, $\gamma$, and for any operating frequency, $f_c$, if a local maxima exists in the function $\Gamma(\alpha)$ defined in (2.11), then it is the only local maxima of the function for $\alpha \in [0, \infty)$ for the propagation environments whose parameters are listed in Table 2.1.

**Observation.** Observe that $\gamma$ and $B$ in (2.11) only scale the value of $\Gamma(\alpha)$. Since $B = 20\log \left( \frac{4\pi f_c}{c} \right) + \eta_{\text{NLoS}}$, it also follows that the behaviour of $\Gamma(\alpha)$ does not depend on $f_c$. In other words, the maximum point, $\alpha^*$, does not change for different $\gamma$ and $f_c$, but the value of $\Gamma(\alpha^*)$ is scaled.

The behaviour of $\Gamma(\alpha)$ is only determined by the environment parameters in $A$ and $P(\alpha)$. By numerically plotting (2.11) in Fig. 2.2, we show that for all environments there exists only one maximum value, which occurs at $\alpha^*$. Moreover, it is observed that the local maxima marked in Fig. 2.2 are the only maxima for all environments.

We can use the derivative of $\Gamma(\alpha)$ to find $\alpha^*$, which is the root of $\frac{d\Gamma(\alpha)}{d\alpha}$, that can be calculated as

$$
\frac{d\Gamma(\alpha)}{d\alpha} = -\frac{10^\Lambda}{5\Omega\Delta^2} \left( 2\alpha \Delta^2 + AbK(\Delta - 1) \right),
$$

where $K = 18\frac{\log(10)}{10\log(e)}$, and $\Delta$, $\Lambda$ and $\Omega$ are

$$
\Delta = \left( a \exp \left( b \left( a - \frac{180}{\pi} \arctan(\alpha) \right) \right) + 1 \right),
$$

$$
\Lambda = \frac{1}{10} \left( \gamma - B - \frac{A}{\Delta} \right),
$$

$$
\Omega = \left( \alpha^2 + 1 \right)^2.
$$
Finally, we proceed with the bisection search to find the root of $\frac{d\Gamma(\alpha)}{d\alpha}$, which is $\alpha^*$. Note that, $\Delta$ yields that the maximum value of $\alpha^*$ can be $\tan(90^\circ)$. Also, the minimum value of $\alpha^*$ is 0, because $\alpha^*$ is a ratio of positive quantities. The bisection search algorithm with a maximum number of iterations, $N_u$, and tolerance, $\epsilon$, can be summarized in Algorithm 1.

After evaluating $\alpha^*$ using Algorithm 1, the problem given by (2.13) becomes MINLP, and can be solved to find $x_D$, $y_D$, $\{u_i\}$, and $R$ by interior point optimizer of MOSEK solver.

### 2.1.3 Numerical Results of Efficient 3-D Placement Method

The numerical values of the parameters of the air-to-ground channels for different environments are calculated based on [28] and [129], and presented in Table 2.1. Also, all simulation parameters are provided in Table 2.2. It is assumed that the drone-BS has enough capacity to serve all the users in the coverage region. The effect of different environments is shown in Fig. 2.3 for 25 users by using $\gamma_2$. After finding $\alpha^*$ by using Algorithm 1, the
Algorithm 1 Bisection Search Algorithm

1: $N \leftarrow 0$, $\alpha_1 = 0$, $\alpha_2 = \tan(89.9^\circ)$
2: while $N \leq N_u$ do
3:     $\alpha_3 \leftarrow \frac{\alpha_1 + \alpha_2}{2}$
4:     if $\left( \frac{d\tau(\alpha)}{d\alpha} \right)_{\alpha = \alpha_3} = 0$ or $(\alpha_2 - \alpha_1) \leq \epsilon$ then
5:         $\alpha^* = \alpha_3$
6:         break
7:     end if
8:     $N \leftarrow N + 1$
9:     if $\text{sign} \left( \frac{d\tau(\alpha)}{d\alpha} \right)_{\alpha = \alpha_3} = \text{sign} \left( \frac{d\tau(\alpha)}{d\alpha} \right)_{\alpha = \alpha_1}$ then
10:        $\alpha_1 = \alpha_3$
11:    else
12:        $\alpha_2 = \alpha_3$
13:    end if
14: end while

Table 2.1: RF Propagation parameters of different environments

<table>
<thead>
<tr>
<th>Environment</th>
<th>Parameters $(a, b, \eta_{\text{LoS}}, \eta_{\text{NLoS}})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Suburban</td>
<td>$(4.88, 0.43, 0.1, 21)$</td>
</tr>
<tr>
<td>Urban</td>
<td>$(9.61, 0.16, 1, 20)$</td>
</tr>
<tr>
<td>Dense Urban</td>
<td>$(12.08, 0.11, 1.6, 23)$</td>
</tr>
<tr>
<td>High-rise Urban</td>
<td>$(27.23, 0.08, 2.3, 34)$</td>
</tr>
</tbody>
</table>

solution of the optimization problem in (2.13) yields $R$, which determines the size of the circular coverage region (i.e., drone-cell), and the location of the drone-BS in 2-D space, as shown with an asterisk in the corresponding color for each environment in Fig. 2.3. Note that not only the size of the region, but also the location of the drone-BS changes. Observe that there are users (some of them are pointed by arrows) right on the edge of the coverage region, which means that the altitude is determined efficiently such that there is no area wasted. As expected, the area covered by the suburban environment has the largest size, due to the reduced blockage compared to other environments. On the other hand, the high-rise urban environment has the worst coverage. In fact, the significantly bad coverage in the high-rise urban environment should not mislead the reader to think that drone-BSs are not useful in dense urban areas. There are two fundamental reasons for the bad performance results in this study:
Table 2.2: Simulation Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>((x_l, x_u))</td>
<td>(-1450, 1450) m</td>
</tr>
<tr>
<td>((y_l, y_u))</td>
<td>(-1258, 1258) m</td>
</tr>
<tr>
<td>((\gamma_1, \gamma_2, \gamma_3))</td>
<td>(90, 100, 125) dB</td>
</tr>
<tr>
<td>(f_c)</td>
<td>2.5 GHz</td>
</tr>
<tr>
<td>(N_u)</td>
<td>100</td>
</tr>
<tr>
<td>(\epsilon)</td>
<td>(10^{-5})</td>
</tr>
<tr>
<td>Monte Carlo Runs</td>
<td>100</td>
</tr>
</tbody>
</table>

- The user density is normally much higher in high-rise and dense urban environments compared to suburban and urban environments. Therefore, even a smaller coverage area can provide sufficient network performance gains, e.g., in terms of number of covered users. Note that the coverage issues in environments with high user density is not due to signal strength etc., but mainly because of the lack of capacity to serve the demand.

- The channel model utilized in this study has insufficiency in modelling air-to-ground channels in high-rise urban environments, because the model depends on average path loss. However, urban canyons can have significantly different path loss characteristics, and utilizing more information about the environment can lead to more precise channel models. In fact, this observation lead the authors to investigate air-to-ground channels in modern urban environments in Chapter 3.

To elaborate more on the effect of environment parameters and the performance of the algorithm, we show the average revenue for varying QoS requirements in different environments together with 95% confidence interval for the revenue in Fig. 2.4. The results are obtained by using 100 Monte Carlo simulations. In each simulation, 40 users are generated randomly in the cell according to a uniform probability distribution. The results show that the number of served users varies by at most 1 user. Hence, the performance of the proposed method is consistent. The parameter \(\gamma_3\) provides the maximum revenue by enabling a coverage area larger than the size of the macrocell, because we are allowing a pathloss of 125 dB for the user to be served. Note that the average revenue for the high-rise urban
environment is significantly worse than the other environments for this sparse user distribution. The dramatic drop of revenue can be understood by comparing the parameters of suburban and high-rise urban environments. For instance, $\eta_{NLoS}$ increases by 13 dB for the high-rise environment, which alone can reduce the coverage area by more than 100 times. Considering the changes in the other parameters, the significant reduction in the coverage area, and accordingly revenue, is not surprising. However, more users could be covered if the users were in proximity to each other, i.e., clustered. Hence, measuring traffic characteristics in space, such as the amount of clustering as shown in [130], can be of significant importance for determining the efficiency of drone-BS assistance for cellular networks.
2.2 Efficient 3-D Placement for a MmWave-drone-BS

Despite a number of research works on drone-BS deployment, the specifics of mmWave-based drone-assisted communication has remained insufficiently studied so far [131–133]. Operating in extremely high frequency (EHF) bands and having larger bandwidths at its disposal, mmWave radio technology is being shaped as the 5G New Radio [134]. Along with their benefits, mmWave systems are facing many challenges. One of these is shorter wavelengths for which smaller objects, such as humans, become obstacles for the line-of-sight (LoS) radio propagation [135,136]. Hence, it is crucial to account for the human body blockage when evaluating the performance or planning the deployment of mmWave-BSs.

In contrast to lower frequencies, another challenge at mmWave bands is that the path loss (PL) increases significantly with the growing distance from a transmitter (Tx) to a receiver (Rx) [137]. Hence, there is a trade-off between placing a drone at a higher altitude (which would provide better LoS links) and keeping the PL minimal (which increases with the growing distance). As a result, efficient 3-D placement methods are needed for mmWave-drone-BSs well.

There are several important benefits that motivate the utilization of mmWave-based
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drone-BSs, particularly for the temporary and spontaneous events, as described below:

- Able to arrive at the crowded location quickly, drones equipped with wireless access capabilities help operators serve events, where traffic demand becomes higher than expected for a certain period of time, but where it is not feasible to deploy a static network infrastructure to serve such amounts of data on a regular basis.

- Even though higher altitudes lead to larger probabilities to maintain the LoS link, they also increase the 3-D distance, thus making the PL higher. Therefore, an optimal altitude, which minimizes the PL and maximizes the LoS probability, may exist. While the terrestrial infrastructure cannot alter the height of the BSs quickly in order to improve the signal quality, the flexibility of the drone-BSs offers an opportunity to place them over the crowd and adjust their height when needed.

- To achieve 100 Mbit/s per user expected of the 5G systems, mmWave communication is an appropriate solution whereas the conventional infrastructure will need a significant number of cellular BSs to support the required data rate, which leads to severe interference. The latter could be shown using simple analysis where the link capacity for the cell edge-user over mmWave with the carrier of 28 GHz and the conventional microwave cellular link with the carrier of 2.1 GHz is calculated as $r(x) = B_u \log[1 + S(x)]$. Here, $B_u$ is the bandwidth available to the user of interest and $S(x)$ is the average signal-to-noise ratio (SNR) for this user at the cell edge of radius $x$. For the same number of active users, the cellular link with the maximum available bandwidth ($B = 20$ MHz) delivers about 10 times lower data rates than what mmWave ($B = 1$ GHz) does, even in ideal conditions where no interference is assumed. In an optimistic case, to provide the average data rate of 100 Mbit/s per user, for a cell having 50 m radius and 70 users, one mmWave-BS is sufficient, whereas the required number of the conventional BSs is 10 times higher. Therefore, the larger bandwidth of mmWave-BSs accentuates the utilization of those to support the mass events and mitigate the growth of interference to deliver the 5G data rates [138].

Although there are several strong motivators to utilize mmWave-drone-BSs as described above, the difficulties of mmWave communications should be considered. Note that some reasons for potentially bad performance of mmWave communication, such as
inclement weather conditions, e.g., rain, and dense foliage, cannot be mitigated via the mobility of a drone-BS. On the other hand, we investigate efficient deployment of a mmWave-drone-BS by taking into account that a LoS link may be blocked by a human body, which is a unique property of mmWave communications. Having in mind that the height of the mmWave-drone-BS is comparable with the height of the BSs mounted on the walls of the buildings, and assuming quasi-stationary drones hovering at a certain altitude [28], we approximate the air-to-ground channel model with the terrestrial channel model [139] for the sake of our first-order analysis. Note that there is not yet an air-to-ground mmWave channel model that is well-investigated and available.

2.2.1 System Model for MmWave-drone-BS Placement

We assume that there is a spontaneous and temporary mass event, such as a rural fair, which does not comply with the existing infrastructure and planned capacity of the operators in

![Figure 2.5: Target scenario with mmWave-drone-BS, users, and blockers.](image-url)
that area. Consider a set of identical users, $M$, which are distributed randomly in the area of interest as illustrated in Fig. 2.5. Due to lack of capacity, the operator is incapable of serving all the users at the fair. Hence, we consider the assistance of a mmWave-drone-BS to inject capacity across space and time. The mmWave-drone-BS is integrated into the current infrastructure via a dedicated long range backhaul channel over a different frequency [140].

Inspired by the adoption of terrestrial channel models for air-to-ground channels of quasi-stationary drone-BSs [28, 31, 141], we employ the model in [142] for the first-order analysis of mmWave-drone-BSs. There are two motivations for choosing a terrestrial channel model: First, contemporary drone-BSs with a rotary wing [143] can be made as stationary as cell towers, especially under mild weather conditions. Second, the short range of mmWave links prevents from using high-altitude drones due to the inherently high PL with increasing distance between the Tx and Rx. Therefore, the altitude of a mmWave-drone-BS must be comparable with the altitude of the static mmWave-BSs deployed on the walls, lamp posts, etc. For the sake of our analysis, the small scale fluctuations in the environment are neglected as proposed in [28].

The considered scenario consists of the mmWave-drone-BS located at height $h_D$ and human blockers modeled as cylinders with the average height of $h_B$ and the average diameter of $g_B$. For a snapshot analysis, assume a Poisson field of static human blockers with the density of $\lambda$, where $|M|$ humans are distributed across the area $S$ with the parameter $\lambda S$, and $|\cdot|$ indicates the cardinality of a set. Note that all users are considered as blockers for each other. The user terminal is assumed to be located at the height $h_R$, where $h_R < h_B$, since the terminal carried by a human is usually lower than the height of the human itself. Hence, if the user $i$ is communicating with the mmWave-drone-BS, then all other users/humans in the coverage area $A$ with radius $R$ are blockers, if their heights are large enough to block the LoS between Rx and Tx. Note that the coverage radius $R$ depends on the ability of drone-BS to support on average the minimum quality-of-service (QoS) experienced by the cell edge user; therefore, it is highly affected by the height of the drone-BS and the probability of LoS as will be shown later.

Following [144], we assume that radio interference does not have a major effect, which is a common assumption for most mmWave-based systems with highly directional antennas, and that the system under study is \textit{noise-limited}.

Recall that the PL models for LoS and NLoS links at mmWave frequencies follow [139]
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S$</td>
<td>Area of interest</td>
</tr>
<tr>
<td>$h_D, h_R, h_B$</td>
<td>Height of drone-BS, Rx, and human blockers</td>
</tr>
<tr>
<td>$R$</td>
<td>Cell radius of the drone-BS</td>
</tr>
<tr>
<td>$e_i, r_i$</td>
<td>3-D, 2D distance between drone-BS and $i^{th}$ Rx</td>
</tr>
<tr>
<td>$g_B$</td>
<td>Diameter of human blockers</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Density of human blockers</td>
</tr>
<tr>
<td>$P_L$</td>
<td>Probability of LoS</td>
</tr>
<tr>
<td>$L_{L,i}, L_{N,i}$</td>
<td>Path loss for LoS/NLoS $i^{th}$ Rx</td>
</tr>
<tr>
<td>$L_{a,i}$</td>
<td>Average path loss for $i^{th}$ Rx</td>
</tr>
<tr>
<td>$[M]$</td>
<td>Total number of humans in the area of interest</td>
</tr>
<tr>
<td>$h^*$</td>
<td>Optimal height of the drone-BS</td>
</tr>
<tr>
<td>$(x_D^<em>, y_D^</em>)$</td>
<td>Optimal 2D position of the drone-BS</td>
</tr>
<tr>
<td>$N$</td>
<td>Maximum number of users served by one drone-BS</td>
</tr>
<tr>
<td>$Q, \sigma_i$</td>
<td>Target SNR, SNR for $i^{th}$ Rx</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Maximum tolerable path loss</td>
</tr>
</tbody>
</table>

and are given as

$$L_{L,i} = \alpha_L + 10\beta_L \log_{10}(d_i),$$
$$L_{N,i} = \alpha_N + 10\beta_N \log_{10}(d_i), \quad (2.18)$$

where $\alpha_L, \beta_L, \alpha_N, \beta_N$ are the parameters of the LoS and NLoS PL models, and $e_i = \sqrt{(x_i - x_D)^2 + (y_i - y_D)^2 + (h_D - h_R)^2}$ is the 3-D distance between the drone-BS and Rx.

In order to account for the human body blockage, we adopt the probability of LoS, $P_L$, for a user $i$ from [142] by modifying it in the case of the constant height and diameter of blockers for further analytic tractability as

$$P_L(r_i, h_D) = \exp\left(-\lambda g_B \frac{r_i(h_B - h_R)}{h_D - h_R}\right), \quad (2.19)$$

where $r_i$ is 2D distance between drone-BS and Rx. Then, the average PL for the cell edge
As one may find in [28] and similar works, the average value of PL is sufficient to perform the first-order analysis. Since the random behavior with the corresponding distribution is not the focus of this study, the distributions of fading and shadowing are disregarded. As it was observed in [142], there exists the optimal height of the Tx, where the average PL assumes its minimum value.

\[
L_{a,i} = P_L(R, h_D) L_{L,i} + [1 - P_L(R, h_D)] L_{N,i}. \tag{2.20}
\]

2.2.2 MmWave-drone-BS Deployment Method

In order to support the current cellular infrastructure and provide higher data rates for every user in the area, the aim is to offload as many users as possible to the mmWave-drone-BS. Because the users are randomly distributed in the region, the area to be covered by a mmWave-drone-BS (drone-cell coverage) and the altitude of the drone-BS are not known a priori.

On the one hand, deploying a mmWave-drone-BSs at a higher altitude leads to the greater LoS probability as can be observed from (2.19). On the other hand, mmWave-drone-BSs are energy critical devices and higher altitudes may require more transmission power due to increased distance between the users and the drone-BSs to compensate for larger PL. Therefore, the objective of covering the maximum number of users with minimum energy means the smallest area enclosing the highest number of users, while the minimum height that can provide coverage over that area must be derived.

As observed in (2.19) and (2.20), the average PL depends on the altitude of the Tx, as well as the horizontal distance between the Tx and Rx. Therefore, the optimal placement of a mmWave-drone-BS involves all dimensions, namely, the optimal position is \((x_D^*, y_D^*, h^*)\). Fixing the horizontal location of the drone-BS and searching for \(h^*\) to provide the maximum number of users to be covered (1D search), or fixing the altitude and searching for \((x_D^*, y_D^*)\) (2D search) may not result in the most effective deployment. The search for the optimal position of a mmWave-drone-BS must thus be performed in 3-D. Not only the expansion of the search space to 3-D makes it very hard to conduct an exhaustive search, but also (2.20)
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is analytically difficult. Therefore, in this section, we propose an efficient 3-D placement method for mmWave-drone-BSs.

The problem to find \((x_D^*, y_D^*, h^*)\) can be formulated as

\[
\begin{align*}
\text{maximize} & \quad \sum_{i \in \mathcal{M}} m_i \\
\text{subject to} & \quad m_i \sigma_i \geq Q, \quad \forall i = 1, \ldots, |\mathcal{M}|, \\
& \quad \sum_{i \in \mathcal{M}} m_i \leq N, \quad \forall i = 1, \ldots, |\mathcal{M}|, \\
& \quad x_i \leq x_D \leq x_u, \\
& \quad y_i \leq y_D \leq y_u, \\
& \quad h_l \leq h \leq h_u, \\
& \quad m_i \in \{0, 1\}, \quad \forall i = 1, \ldots, |\mathcal{M}|, \\
& \quad m_i \leq 2f_0, \quad 1 \leq i \leq |\mathcal{M}|,
\end{align*}
\]

(2.21a) – (2.21g)

where \(m_i\) is a binary variable indicating whether the \(i^{th}\) user of the set \(\mathcal{M}\) is covered (1) or not (0), \(x_D, y_D\) are the possible coordinates of the drone-BS, \(h = h_D - h_R\), and \(\sigma_i\) is the SNR for the user \(i\). Then, \(Q\) and \(N\) represent the target SNR level for the served user \(i\) and the capacity of the drone-BS in terms of the maximum number of users that it can serve, respectively. The upper and the lower limits of the available positions across all three dimensions are indicated by the subscripts \(u\) and \(l\), correspondingly. While (2.21b) determines which users can be served, (2.21c) captures the maximum number of the served users.

Apart from the antenna gains, transmit power, etc., the maximum tolerable PL for the \(i^{th}\) user, \(\gamma\), corresponds to the target SNR of the \(i^{th}\) user, \(Q\). Hence, using (2.20), (2.21b) becomes \(m_i L_{ad} \leq \gamma\). Note that our approach is not limited to the model in [139], and other channel models may be considered as well. After further derivations, the QoS depicted in (2.21b) can be represented in terms of distance between user \(i\) and the drone-BS as

\[
r_i^2 + h^2 \leq 10^{\frac{\gamma - \beta_2 + P_L(R, h)k_3}{P_L(R, h)k_1 + k_4}},
\]

(2.22)

where \(r_i = \sqrt{(x_i - x_D)^2 + (y_i - y_D)^2}\) is 2D distance between user \(i\) and the drone-BS, \(\bar{\gamma} = \gamma - \alpha_N, k_2 = \alpha_N - \alpha_L, k_3 = 10(\beta_L - \beta_N), k_4 = 10\beta_N\), whereas \(R\) is the coverage radius of
the drone-BS. Note that any user with the horizontal distance of less than $R$ will be served, since its minimum SNR requirements at the cell edge are satisfied on average. Furthermore, introducing the variable $\omega = R/h$ and expressing $P_L(R, h)$ in terms of $\omega$, (2.21b) becomes

$$r_i^2 \leq \Gamma(\omega),$$  \hspace{1cm} (2.23)

where $\Gamma(\omega)$ is the following

$$\Gamma(\omega) = \frac{10^{(2\gamma + k_2 \lambda_1)/(k_1 \lambda_1 + k_4)}}{1 + \frac{1}{e^{\omega}}},$$ \hspace{1cm} (2.24)

where $k_1 = -\lambda g_B(h_B - h_R)$, $h_B > h_R$.

**Proposition 1.** The function $\Gamma(\omega)$ has the maximum point $\omega^*$, which is considered to be optimal.

**Proof.** To find the maximum point, we first need to establish an extremum point of $\Gamma(\omega)$, by taking a derivative, equating it to zero, and solving the following

$$k_1 e^{k_3 \omega} (\omega^3 + \omega)(k_2 k_4 - k_3 \lambda_1) \ln(10)$$

$$+ (e^{k_3 k_1} k_3 + k_4)^2 = 0.$$ \hspace{1cm} (2.25)

Note that the above always has a solution for $\beta_L < \beta_N$ and $h_B > h_R$. It could be solved numerically and offers the extremum point, $\omega^*$. By taking the second derivative of (2.25) and obtaining the negative value at the extremum point $\omega^*$, we establish that $\omega^*$ is also the maximum of $\Gamma(\omega)$.

As there is no closed form solution to find $\omega^*$, it is important to show the uniqueness of this point, which is formally proven in Section 3.3.1. \hfill \Box

The optimal value, $\Gamma(\omega^*)$, can be inserted into (2.23). The resulting optimization problem is then

$$\text{maximize} \sum_{i \in M} m_i$$ \hspace{1cm} (2.26a)

subject to
\[ r_i \leq \sqrt{\Gamma(\omega^*)} + K(1 - m_i), \quad \forall i = 1, \ldots, |M|, \quad (2.26b) \]
\[ x_i \leq x_D \leq x_u, \quad (2.26c) \]
\[ y_i \leq y_D \leq y_u, \quad (2.26d) \]
\[ m_i \in \{0, 1\}, \quad \forall i = 1, \ldots, |M|, \quad (2.26e) \]

where \(K\) is a large enough value \([31]\). Once \(x_D^*\) and \(y_D^*\) are obtained, \(R\) can be calculated by identifying the user at the drone-cell edge, i.e., \(\max_{m_i \in \mathcal{M}} (r_i | m_i = 1).\) Then, \(h^*\) can be derived by using \(\omega^*\).

Moreover, the optimal height can also be produced directly from (2.20) by taking a derivative of the average PL. Note that in this case, the cell coverage \(R\) should be known beforehand. In this study, we propose an approach to numerically establish the optimal height of Tx, \(h^*\), by solving the following

\[
-C(\alpha_L - \alpha_N)[(h^* - h_R)^2 + R^2]e^{\frac{c}{P_R}} + 10C[\beta_N - \beta_L] \log_{10}\left(\frac{(h^* - h_R)^2 + R^2}{\ln(10)}\right) \]
\[ + \frac{10[\beta_L - \beta_N][h^* - h_R]^3}{\ln(10)} e^{\frac{c}{P_R}} + 10\beta_N = 0, \quad (2.27) \]

where the auxiliary variable \(C = -\lambda g_B R(h_D - h_R)\).

The above 3-D placement problem can be solved by using e.g., interior-point optimization method via MOSEK \([145]\), both efficiently and accurately. Indeed, the efficient 3-D placement algorithm in (2.26a) offers the same result as in (2.27) for the same value of \(R\) derived with our 3-D placement algorithm.

### 2.2.3 Numerical Results and Discussions

In this section, we illustrate representative numerical results produced for different human densities \(\lambda\), where the humans are uniformly distributed within a 100x100 m\(^2\) area. The parameters for the considered scenario are collected in Table 2.4. Our target is to serve the
maximum number of users from the set of total number of humans $|\mathcal{M}|$ with a mmWave-drone-BS. It should be noted that for every realization of the scenario the coordinates of the users as well as the total number $|\mathcal{M}|$ are known for the problem to solve. We set the maximum tolerable path loss, $\gamma$, equal to 110 dB based on the following assumed parameters: bandwidth is 1 GHz, Rx and Tx antenna gains are 5 dB and 10 dB, respectively, Tx power is 20 dBm, noise figure is 6 dB, and target SNR is 3 dB. Also, 95% confidence interval is calculated for the entire set of runs to demonstrate the consistency of the proposed method. The following formula is used for confidence interval calculations: $\bar{x} \pm Z_{a/2} \times \frac{\sigma}{\sqrt{n}}$, where $\bar{x}$ is the mean, $Z$ is the confidence coefficient, $a$ denotes the confidence interval, while $\sigma$ and $n$ represent the standard deviation and the sample size, respectively.

First, Fig. 2.6 demonstrates the behavior of the altitude of the mmWave-drone-BS as the density of blockers increases. We observe that the altitude becomes higher as the density grows. The reason is that higher altitude makes the probability of blockage lower but sacrifices the radius of the drone-BS coverage in order to reduce the 3-D distance, in order
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Figure 2.7: Radius, R, (m) vs. density of blockers, $\lambda$, with error bar.

to satisfy the minimum SNR. This confirms the importance of appropriate height selection. In addition, the plot shows a comparison of the altitude by the 3-D placement with that derived from the theoretical result in (2.27). The analysis requires the cell coverage obtained with the 3-D placement in order to produce the height of the BS. The results indicate a reasonable match between the two. It should be noted that the proposed 3-D

Table 2.4: Baseline system parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Height of Rx, $h_R$</td>
<td>1.3 m</td>
</tr>
<tr>
<td>Height of a human blocker, $h_B$</td>
<td>1.7 m</td>
</tr>
<tr>
<td>Diameter of a human blocker, $g_B$</td>
<td>0.5 m</td>
</tr>
<tr>
<td>Frequency band</td>
<td>28 GHz</td>
</tr>
<tr>
<td>LoS path loss model parameters $L_1 = 61.4$, $\beta_L = 2$</td>
<td></td>
</tr>
<tr>
<td>NLoS path loss model parameters $\alpha_N = 72$, $\beta_N = 2.92$</td>
<td></td>
</tr>
<tr>
<td>Maximum number of users served by drone-BS, $N$</td>
<td>100</td>
</tr>
<tr>
<td>Area of interest, $S$</td>
<td>100x100 m$^2$</td>
</tr>
</tbody>
</table>
placement provides the coordinates of the drone-BS, not only altitude but also the location in the horizontal plane, which allows for efficient drone-cell deployment in order to serve the maximum number of users.

In Fig. 2.7, the aforementioned relation between the mean value of the mmWave-drone-BS cell coverage and the density of blockers is displayed. It is observed that the cell radius, $R$, decreases as the density grows. This could be explained by the fact that the probability of blockage becomes larger, thus yielding a higher altitude of the drone-BS and smaller cell radius to reduce 3-D distance in order to facilitate the satisfaction of the minimum SNR requirements.

Further, we consider the number of served users as illustrated in Fig. 2.8. We learn that the average number of users served by one drone-BS decreases as the density of blockers grows. This could be explained by the fact that the effective cell radius degrades as it was shown earlier. Therefore, the density of blockers highly affects the optimal height of the drone-BS, which then impacts the shrinking of the cell coverage, and finally the reduced number of served users. This implies the importance of considering all of the variables as
they have a major effect on the load of the BS as well as its ability to satisfy the minimum QoS requirements.

2.3 Environment-Aware Drone-Base-Station Placements in Modern Metropolitans

In the preceding sections, we introduced drone-base-stations as moving base stations with wireless backhaul, and discussed several deployment scenarios and methods. Recall that drone-BSs are particularly useful when there is mismatch between the wireless capacity demand and available network resources. These mismatches may occur in under-utilized areas, as well as areas with dense populations. Among these cases, the latter one may be particularly important for wireless network operators, because population density ensures revenue, and proliferates potential applications, such as improving resilience of smart cities [116], or providing additional coverage [146], to name a few. Since drone-BSs are extremely flexible yet energy-critical devices, issues on their management, and especially drone-BS placement, has gained significant interest [2,40,52,112,116,146,147]. However, modelling of air-to-ground path loss characteristics is following these developments rather slowly, due to tedious experiments. On the other hand, drone-BSs are expensive to operate and tight on energy budget. Therefore, their precise operation and planning is critical. That requires sufficiently accurate channel models.

Among recent air-to-ground path loss models, [28] gained popularity due to the consideration of urban environments, and the ability to model the relationship between coverage and altitude of the drone-BS. However, in Section 2.1.3 we observe that [27] has limitations in modeling some urban environments, especially the high-rise urban environment. On the other hand, there is no other channel model for drone-BSs in the literature that can capture the 3-D communications characteristics in urban settings. The aim of the study in the chapter is to fill this gap temporarily with a channel model adopted from terrestrial models and shown to be suitable for drone-BSs via ray-tracing simulations. The key idea of the proposed channel model is utilizing the already available information on urban environment (e.g., via maps), such as orientations of streets.

This chapter begins with describing the urban environment that is considered for the
channel modeling simulations. Then, we introduce the proposed air-to-ground channel model, and compare it with ray tracing simulations and the widely used model in [27]. We provide a more detailed investigation with simulation results and discussions. Finally, we provide a summary and discussions.

2.3.1 Environment For Channel Modeling

Among air-to-ground path loss models, [28] gained popularity due to the consideration of urban environments. In particular, high-rise dense urban environments with buildings of 60 m height on average is represented by adjusting the probability of having LoS links in [28]. However, especially cores of modern metropolitans often consist of even higher-rise buildings, with an average height of buildings of 100 m. Urban environments can be classified based on the average heights of the buildings more precisely as follows [148]:

1. **High-rise Urban**: Consists of buildings with several floors ($\leq 30$ m).
2. **Very High-rise Urban**: Consists of densely located buildings with several tens of floors (30 to 100 m).
3. **Skyscraper Urban**: Consists of densely located skyscrapers ($\geq 100$ m).

Note that we propose the last case to describe communications with drones in cores of metropolitans such as Hong Kong (553 skyscrapers), New York (799 skyscrapers), and Tokyo (281 skyscrapers) [149]. The particulars of skyscraper urban environment are the extreme heights of the buildings, population density, and deep street canyons, which makes it a category of its own with unique propagation characteristics.

In such environments, the altitude of the drone-BSs with respect to building heights can have critical effects. In the literature, drone-BSs are often termed as low-altitude platforms (LAPs), which are platforms lower than 10 km in [28]. Because the operational altitude can vary significantly from tens of meters to kilometres, we would like to describe the drone-BSs lower than 100 m as *ultra-low-altitude* platforms (ULAPs), where 100 m represents the near roof-top level of many skyscrapers. Besides the path loss model, selection of altitude has various effects from the type of drone, to legal permission required, to endurance [2]. For instance, in modern metropolitans, the density of the population may not
require serving a larger area, but providing a very good service quality to certain users [52]. In that case, using ULAPs at lower altitudes can be an efficient option.

In this study, we identify the skyscraper urban environment as a scenario where a widely used channel model [28] may be too simple. Since there is no widely accepted channel model for ULAPs, following a similar strategy as [28], we adopt a channel model from [148] to be used with city maps in this environment. The model in [28] is probabilistic in the sense that the probability of a link being (N)LoS depends on the distance between the user and the drone-BS. On the other hand, the proposed model is deterministic, which means that it is known whether a link is LoS or NLoS.

The purpose of this study is not so much to propose a particular model for the air-to-ground channel. Indeed, many models could be fitted to the data points of various simulation setups. It is rather to propose a particular type of model, that is, one that uses basic information about building shapes and city layout, along with blockage, reflection, and around-the-corner diffraction propagation mechanisms. Indeed, these considerations are necessary to reasonably model the channel in this case.

2.3.2 Channel Models for Low and Ultra-low Altitude Platforms

One of the main methods to determine whether an air-to-ground link is LoS or NLoS is using probabilistic models based on the averages of the characteristics of the environment (e.g., average height and number of buildings per km$^2$ etc.), and the location of the drone-BS relative to the user [28].

**Probabilistic Model:** Recently, a probabilistic model (PM) for air-to-ground path loss is presented in [28], and a similar model for terrestrial links can be found in [150]. The PM depends on combining the free space path loss with excessive loss due to environmental obstacles. Free-space loss is modelled via the Friis equation, which is given as follows for a user located at $(x, y)$ and the drone-BS at $(x_D, y_D, h)$:

$$L_f(h, r) = 20 \log (4\pi f_c/c) + 20 \log (d) \text{ [dB]},$$  \hspace{1cm} (2.28)

where $d = \sqrt{h^2 + r^2}$ is the distance between a user and drone-BS in meters, $h$ is the altitude of the drone-BS, and $r = \sqrt{(x_D - x)^2 + (y_D - y)^2}$ is the horizontal distance between the
drone-BS and the user. The diffraction and reflection due to environmental obstacles cause excessive loss ($\eta$), which is less for a LoS link ($\eta_{\text{LoS}}$) compared to a NLoS link ($\eta_{\text{NLoS}}$). The following probability of LoS is used to combine excessive loss with free-space loss:

$$P(h, r) = (1 + a \exp (-b (\arctan (h/r) - a)))^{-1},$$

(2.29)

where $a$ and $b$ are constant values depending on the environment. Then, the excessive loss can be written as

$$L_e(h, r) = P(h, r)\eta_{\text{LoS}} + (1 - P(h, r))\eta_{\text{NLoS}} \, [\text{dB}].$$

(2.30)

Hence, total loss becomes $L_f(h, r) + L_e(h, r)$. Although PM is compact and useful, the imprecise determination of the quality of links can lead to inefficient drone-BS placements. That can be a critical problem for two reasons: First, especially ULAPs are energy-critical UAVs, and inefficient 3D placement can lead to signal transmission with excessive power to ensure service quality. Second, if the drone-BSs are not exploited properly, drone-BSs may not provide any profit to the operator (except critical situations). To combat this problem, more precision can be obtained by making use of information on environment, which can be easily gathered from city maps.

**Urban Canyon Model:** Note that city maps can be used to determine a LoS path, and the remaining NLoS areas, also providing computational efficiency by eliminating the need to calculate $P(h, r)$, which is based on a deterministic approach. The urban canyon model (UCM) investigated in this section depends on a recently released below roof-top path loss model by ITU-R, which requires the knowledge on the locations of the BSs and the users, as well as the street widths, shapes and alignments [148]. This model can also be valid for drone-BSs when ignoring near-field effects of flight and machinery, such as attenuation due to drone’s body and effects of turbulence, similar to the approach of the previously presented air-to-ground models [25,28,151]. In [148], two-ray plane earth reflection model is utilized for LoS links. In this case, the median of the LoS path loss is given in [148, p.8] as

$$L_{\text{LoS}} = L_b + 6 + K \log (d/R_b) \, [\text{dB}].$$

(2.31)

In the above, $R_b \approx \frac{4h_D h_u}{d}$ is the break-point distance, $h_D$ and $h_u$ are the heights of the drone and the user, respectively. If $d \leq R_b$, $K = 20$, and $K = 40$ otherwise. For NLoS links, path loss depends on the distance of the drone-BS and the user from the intersections of LoS
and NLoS streets, i.e., corners [148, Chap. 4.1.2]. Let $C$ in meters represent effective corner region (CR) from LoS street into NLoS street. A user is assumed to be in CR if distance of the user in NLoS street, $r_u^c$, satisfies $\frac{w_d}{2} + 1 \leq r_u^c \leq \frac{w_d}{2} + 1 + d_c$. For this case (in dB),

$$L_{cr} = \begin{cases} \frac{C}{\log(1+d_c)} \log \left( l_{u,c} - \frac{w_d}{2} \right), & \text{if } \frac{w_d}{2} + 1 \leq l_{u,c} \leq \frac{w_d}{2} + 1 + d_c, \\ L_c, & \text{if } l_{u,c} > 0.5w_d + 1 + d_c, \end{cases} \quad (2.32)$$

where $l_{u,c}$ represents the user’s distance from the corner, $w_d$ is the width of the streets as shown in [148, Fig. 3]. Corner loss region, and corner loss are represented by $d_c$ and $L_c$, respectively. While (2.32) represents strong refraction around corners, (2.33) is for the increased loss when proceeded into the street [148, Fig. 4]. Attenuation beyond the corner region is (in dB)

$$L_{att} = 60 \left( \log_{10}(l_{u,c} + l_{d,c}) - \log_{10}(l_{u,c} + 0.5w_d + d_c) \right). \quad (2.34)$$

Note that $l_{d,c}$ denotes the distance of drone-BS to the corner region as shown in [148, Fig.
Finally, the path loss for a NLoS link becomes, \( L_{\text{NLoS}} = L_{\text{LoS}} + L_{\text{cr}} + L_{\text{att}} \). Also, UCM is reciprocal under proper assumptions.

Note that \( L_c \) is a critical parameter in determining the path loss, as it determines the average amount of diffraction, and given as 20 dB in [148]. We propose to adjust \( L_c \) based on the altitude with the objective of minimizing root-mean-squared error (RMSE) by grid search. We see that \( L_c \) decreases with increasing altitude, and the opposite is true for decreasing altitude, due to change in the amount of diffraction. For instance, if the altitude of a LAP is strictly higher than the roof-top level of the buildings, there will be more diffraction. For ULAPs at altitudes strictly lower than roof-top levels of the buildings, diffraction is not likely to occur, and \( L_c \) must be higher than the one in the previous case, which is verified by our experiments in the following section. For instance, \( L_c \) is determined for certain altitudes in this study, however, DMS can update \( L_c \) values based on the current altitude of the drone-BS. In that sense, the proposed UCM can be useful as an easily adjustable path loss model with one single parameter.

### 2.3.3 Simulation Results

The channel models presented in the preceding sections, PM and UCM, are evaluated based on the ray-tracing simulations on a toy map of a Manhattan-grid skyscraper environment with the parameters provided in Table 2.5. The path loss amount is presented as a heat map in Figs. 2.9 and 2.10, where \( h \) is 50 m and 1000 m, respectively. The drone-BS is hovering on the point marked with a black asterisk, which is the center of the intersection at \((170, 170, h)\). The ray-tracing simulations are conducted via Wireless Insite\(^1\) with 5x5 m pixels. A toy map with fixed building height is preferred to clearly demonstrate the effect of altitude and capability of channel models. Note that varying the height of the buildings does not contribute much to this discussion: If the drone-BS hovers at 50 m, it is lower than majority of the buildings in a skyscraper environment (NLoS except the streets where the drone-BS is located), and at 1000 m, it is significantly higher (mostly LoS). The 200 m x 200 m subsection of the area in Figs. 2.9 and 2.10 is sufficient to show main characteristics of PM and UCM, as the map is symmetric. Note that the actual map area in Table 2.5 is the repetition of the 2x2 building structure.

\(^1\)http://www.remcom.com/wireless-insite
Figure 2.11: Propagation data at 50 m in comparison to ray-tracing simulations.
Figure 2.12: Propagation data at 1000 m in comparison to ray-tracing simulations.
According to PM, the probability of having a LoS connection only depends on distance and altitude as given in (2.29). Therefore, the PM cannot capture LoS on the streets, as seen in Figs. 2.9a and 2.10a. On the other hand, PM can be suitable for altitudes much higher than the buildings, as in the case of Fig. 2.10. In that case, the propagation is dominated by free space loss, as \( h \) becomes a much larger quantity than \( r \). In other words, PM is dominated by \( L_f(h, r) \) as \( L_e(h, r) \) approaches \( \eta_{\text{LoS}} \), and LoS probability approaches 1 for all ground locations. This situation can also be observed in Fig. 2.11 and Fig. 2.12, where the resemblance of PM to the linear regression line of the ray-tracing data is higher for 1000 m compared to 50 m.

There is a significant improvement in following the propagation patterns of ray-tracing simulations via UCM as observed from Figs. 2.9b and 2.10b. Fig. 2.11 and Fig. 2.12 shows that UCM provides a curve for each street, which coincides with ray-tracing values.

### Table 2.5: Parameters for ray-tracing and channel models.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conductivity of walls</td>
<td>( 150 \times 10^{-4} ) S/m</td>
</tr>
<tr>
<td>Conductivity of ground</td>
<td>( 5 \times 10^{-4} ) S/m</td>
</tr>
<tr>
<td>Permittivity of walls</td>
<td>15</td>
</tr>
<tr>
<td>Permittivity of ground</td>
<td>5.72</td>
</tr>
<tr>
<td>Thickness (walls and ground)</td>
<td>0.3 m</td>
</tr>
<tr>
<td>Building height ( (h_B) )</td>
<td>100 m</td>
</tr>
<tr>
<td>Building width</td>
<td>60 m</td>
</tr>
<tr>
<td>Street width ( (w_d) )</td>
<td>20 m</td>
</tr>
<tr>
<td>Map area</td>
<td>500 m x 500 m</td>
</tr>
<tr>
<td>Carrier frequency ( (f_c) )</td>
<td>2.5 GHz</td>
</tr>
<tr>
<td>Receiver height ( (h_u) )</td>
<td>1 m</td>
</tr>
<tr>
<td>Altitude ( (h) )</td>
<td>( h \in {50 \text{ m}, 1000 \text{ m}} )</td>
</tr>
<tr>
<td>( L_c ) (urban)</td>
<td>( L_c \in {30 \text{ dB}, 5 \text{ dB}} )</td>
</tr>
<tr>
<td>( d_e ) (urban)</td>
<td>30 m [148]</td>
</tr>
<tr>
<td>( \eta_{\text{LoS}} ) (high-rise)</td>
<td>2.3 dB [28]</td>
</tr>
<tr>
<td>( \eta_{\text{NLoS}} ) (high-rise)</td>
<td>34 dB [28]</td>
</tr>
</tbody>
</table>
Table 2.6: RMSE of propagation models for several building and drone-BS heights, $h_B$ and $h$, respectively.

<table>
<thead>
<tr>
<th>Model</th>
<th>RMSE</th>
<th>$h_B$</th>
<th>60 m</th>
<th>1000 m</th>
<th>50 m</th>
<th>1000 m</th>
<th>50 m</th>
<th>1000 m</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probabilistic</td>
<td></td>
<td>LoS (dB)</td>
<td>11.20</td>
<td>10.15</td>
<td>10.41</td>
<td>16.97</td>
<td>10.31</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>NLoS (dB)</td>
<td>17.04</td>
<td>8.85</td>
<td>17.04</td>
<td>9.73</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Overall (dB)</td>
<td>10.86</td>
<td>10.91</td>
<td>17.30</td>
<td>10.43</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban Canyon</td>
<td></td>
<td>LoS (dB)</td>
<td>2.24</td>
<td>9.04</td>
<td>13.56</td>
<td>8.40</td>
<td>6.53</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>NLoS (dB)</td>
<td>1.95</td>
<td>8.82</td>
<td>12.49</td>
<td>8.19</td>
<td>9.07</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Overall (dB)</td>
<td>1.44</td>
<td>9.11</td>
<td>13.66</td>
<td>8.47</td>
<td>9.71</td>
<td></td>
</tr>
</tbody>
</table>

Especially, since the proposed UCM can capture no-diffraction ($h = 50$ m) and strong-diffraction ($h = 1000$ m) cases by adjusting $L_c$ in (2.32) and (2.33), it provides better overall RMSE values compared to PM as shown in Table 2.6. For LoS points, environmental awareness provided by UCM leads to more than 25 dB less RMSE compared to PM, which cannot capture LoS links of the points on the same streets (horizontal and vertical) with drone-BS hovering at 50 m. When the drone-BS hovers at 1000 m, RMSE for LoS links is approximately 10 dB better with UCM compared to PM. However, for NLoS links, both path loss models perform similarly, and UCM is slightly worse at 1000 m, which is due to adjusting only $L_c$.

Note that the UCM can be used for many urban environments. To demonstrate the capabilities of the UCM, another set of simulations are conducted with uniformly-distributed random heights, $h_B \in [60, 150]$ m, without changing the parameters of the UCM corresponding to below and above roof-top cases. The similarity of the RMSE values show that UCM can be applicable in different environments with similar urban characteristics.

In order to provide further insights, 50 users are randomly distributed in the area. The number of covered users, $\beta$, is chosen as the performance metric, which can easily be used to represent sum rate, revenue, or other key performance indicators. A user is assumed to be covered based on a maximum tolerable path loss threshold, $\gamma$, such that a user is
Figure 2.13: Number of covered users with PM, UCM, and ray-tracing simulations.

covered if the path loss is less than $\gamma$ at the user’s location, and uncovered otherwise. Maximum number of users that can be covered via PM is obtained by the efficient 3-D placement method proposed in [31] with the additional constraint of $h \leq 100$ m to enforce the scenario in Fig. 2.9. High rise urban environment parameters are used for PM, and other simulation parameters can be found in [31, Table I, II]. While the drone-BS is placed at the best location by the algorithm in [31], it is fixed at the center of the environment for ray-tracing and UCM at (252.5, 252.5, 50).

Fig. 2.13 shows $\beta$ vs $\gamma$ averaged over 100 Monte Carlo runs. Results show that UCM and ray-tracing have similar coverage, which increase with increasing $\gamma$, due to capturing street propagation. However, PM cannot increase coverage after $\gamma = 130$ dB, due to limitation on the altitude, as in (2.29). Note that PM dramatically underestimates the number of covered users, whereas UCM is very close to ray-tracing simulations.

2.4 Summary and Discussions

Inaccurate path loss estimation resulting from probabilistic models may cause several problems for the drone-BSs framework in both the planning and operation phases. For instance, network operators may need to determine the number of drone-BSs to be dispatched, their flight duration, coverage area, and potential revenue. In particular, we observed that a
widely used PM may not be sufficient to accurately reflect the propagation scenario, and indeed may wrongly estimate the channel path loss by over 34 dB. Consequently, the number of users covered with a drone-BS, and number of required drone-BSs cannot be determined accurately. On the other hand, accuracy in estimating the path loss with deterministic models can enable environment-aware placement methods, and hence, more precise planning for drone-BS operations.

The PM is still useful when the environment information is not available, or it is computationally costly to derive such information. In this case, the precision loss due to lack of information can be somewhat alleviated by using PM as precisely as possible by considering user locations when placing the drone-BS. Therefore, we discussed an efficient 3-D placement method such that the coverage area fits the users in it. In other words, no coverage area is wasted/empty for a snapshot of the system. Furthermore, we extended the proposed 3-D placement method to serve mmWave-drone-BSs by considering the blockage effect of users on each other. We showed the effect of the density of the human blockers on the coverage performance of a mmWave-drone-BS when efficient 3-D placement is used.

The complex nature of drone-BS operations may require a drone-BS management framework, which is capable of collecting and analysing large amounts of data for operational purposes. Hence, preferring deterministic methods can be acceptable in the presence of such mechanisms. Moreover, a DMF can be useful for integrating drone-BSs with appropriate radio access technologies (RATs) to the existing terrestrial network [2]. For instance, mmWave-drone-BSs can be preferred over the RF drone-BSs, since the latter ones can cause severe interference. Furthermore, it may be possible to influence user behaviour to change the user density or alter the blockage. In order to do so, incentives may be offered to users. Therefore, in the following chapters, we user-centric spatial network configuration and the integration of drone-BSs into the existing wireless networks from a wide perspective.
Chapter 3

User-Centric Spatial Network Configuration

In this section, we investigate the synergy between the deployment of drone-BSs and designing the incentives for user-in-the-loop (UIL) schemes to improve efficiency and increase profitability of wireless networks. Cell association, traffic management, and load balancing can be thought of as related research areas. The difference between the previous schemes and this one is the following: Traditionally, the base station (BS) is fixed and the locations of users are random. In our case, the base station is mobile with a varying coverage area as described in the previous chapter, and mobility of the users is influence-able towards the benefit of the network. Hence, spatial network configuration (SNC) can be performed.

Efficiently combining drone-BSs and user involvement models in cellular networks with the objective of maximizing profit while satisfying QoS requirements is a rather involved design problem. Both drone-BSs and user involvement models have their unique challenges [2, 152–154]. To the best of our knowledge, this study presents the first system that considers both the mobility of the users and drone-BSs. The contributions of the study presented in this chapter can be summarized as follows:

- The gain from UIL, which is a user involvement model tailored for wireless networks (Section 3.1), for a uniform user distribution is analysed in Section 3.5. Our analysis show that 50% relative gain can be obtained by incorporating UIL. Besides providing insights on the profitability of UIL, the analysis can be useful in cases of insufficient or incorrect information on user locations, and/or very high user mobility.
When information on user location is available, the optimal incentive for an uncovered user at a given ground distance from the coverage of area of a base station is obtained in Section 3.2.1.

A framework for SNC, consisting of 3-D placement of a drone-BS, and incentive design for UIL, is presented. In Section 3.3, an uncoordinated-SNC method is proposed to utilize the framework. It is shown that for a user, the gain from the UIL is strictly affected by user’s proximity to the location of the drone-BS.

In order to improve system performance by performing 3-D placement with consideration to incentive design for UIL, a joint-SNC (JSNC) problem is formulated in Section 3.6. The proposed JSNC problem is efficiently solvable via interior-point optimization, however, the computational complexity is very high.

A reduced-complexity joint-SNC problem, semi-JSNC, is formulated in Section 3.7. Simulation results show that semi-JSNC can be more than 10 times faster than JSNC, while providing similar gain.

All of the proposed SNC methods with varying computational complexities and accuracies, are shown to increase the profit of the network operator, as well as the number of served users by the drone-BS without increasing transmission power.

3.1 User Involvement Models

User involvement is utilized as a method to improve system performance, with respect to user’s perception or via user cooperation, for the purpose of application adaption, accurate crowd-sensing, improved cybersecurity and so on [153–179, 179–189]. Nunes et al. provide a survey in [153] where they argue that cyber-physical systems can benefit significantly from considering human element as a part of the system, instead of treating it as an uncontrollable external component. In fact, once the target benefits of networks are determined, main components of many systems with user involvement can be summarized as follows.

Role of the user: The cooperative role of the user is the first building block of systems with user involvement. In general, the user may take actions, be passive, or systems
Incentive design: According to the role of the user, incentives are designed. A good incentive design should be persuasive enough to convince users to cooperate with the network operator\(^1\), and at the same time should maximize network’s target benefits (e.g., green and profitable wireless network provisioning).

Target benefit of the network determines the role and tasks of the users to be involved. Different roles can result in different system designs. Users can have a passive role, e.g., in many crowd-sensing applications such as [159–162] users only provide their data. For instance, incentives are offered to users to improve crowd-sensing data quality in [159]. In [186], user perception is utilized to fine-tune QoS, which in turn provides energy savings. The study in [155] is an example of a hybrid system, where users can have both passive and active roles. For instance, in [155], users either only watch or choose to share advertisements to obtain incentives. The target benefit in this study is to turn users into agents to distribute advertisement content, while developing sponsored data plans to create a win-win situation. Alternatively, users may be more actively involved by taking an action affecting the system performance, e.g., in case of UIL, the user may move to a position with better SINR [171], or in [156–158] users share their resources with other users to support network operator’s services. In [156], licensed users trade under utilized spectrum resources with unlicensed users to improve spectrum utilization efficiency. In [157] and [158], users provide access points to improve connectivity of wireless networks. When the UIL method is applied in [171, 172, 185, 190, 191], users receive monetary or non-monetary incentives (e.g., discount on service fees, improved service quality, reducing environmental impact of communications) so that the network operation can become more efficient, e.g., in terms of energy expenditure, wireless resource usage etc., and increase number of served users via demand shaping [171]. For instance, users can receive incentives to delay their demand, or move to a better position where providing wireless services is more efficient. Hence, the users’ demand can be shaped spatiotemporally. Note that the users can choose to comply with the offers or not, and making persuasive and profitable offers are key for the success of UIL systems.

\(^1\)The “network operator” is used here in a broader sense, such that it may be an actual network operator, e.g., AT&T, Turkcell, Bell, or a person operating an application using the existing network, e.g., Foursquare, WhatsApp.
Incentive design has been puzzling researchers as a multi-disciplinary issue with complex factors. Many incentive methods have been developed, where they can be broadly categorized as follows [154].

- Non-monetary incentives: When the network operator provides incentives that are costless to the operator, the persuasiveness of the incentive depends on the willingness of the users, or gaming [160].

- Monetary incentives: When costly incentives are offered to the users, there is a trade-off between the persuasiveness of the offer and profitability of the operation. Moreover, even with monetary incentives, not all the users will comply [192].

The studies on incentive methods either rely on hypothetical assumptions (e.g., [159, 164, 193, 194]), or field studies (e.g., [168, 169, 192, 195]). Both methods suffer from reliability, as the statistical assumptions are hard to justify and many field studies are limited to a small group of participants with similar demographics, e.g., university students. Moreover, it is hard to generalize the results of a field study for all applications, since the user tasks and roles may differ. Nevertheless, in [168] effectiveness of monetary examples are investigated based on an existing field study that has cumbersome requirements for the participants. This study with 36 participants suggests that if variable amounts of incentives are offered for similar tasks, the user persuasion rate to complete the task can be slightly higher than offering a uniform amount or a hidden amount that is revealed after completion [168]. A similar study is conducted in [169] with the purpose of crowd-sensing, i.e., users share their desired data in exchange with some amount of incentive. Similar to the study in [168], offering variable incentives resulted more and higher-quality data collection from a total of 55 participants. Note that the amount of incentives offered in these studies does not depend on the system requirements, rather they are static. On the other hand, studies such as [187–189] consider dynamic factors to determine incentives, such as availability of resources, demand towards users’ data, behavior of other users and so on. In [192], a unique survey is conducted with 100 participants (twice the amount of participants in previous studies) to understand the behavior of wireless network users in cooperating with the network operator. Certainly, the study in [192] is inadequate to draw substantial conclusions on this complex issue, however, it is at least as comprehensive as the previous studies, and targeted towards operating wireless networks, rather than another field or purpose. Therefore, instead of
using hypothetical assumptions about the user behavior, the results in [192] is used for the analysis in this study.

In particular, UIL is an emerging user involvement method, which introduces the *user behaviour* as another system block of wireless communication networks. The interesting phenomenon here is that the element of user behaviour is neither completely under control, such as transmitter or receiver blocks, nor completely out of control, such as noise. The objective of UIL is to configure the network in space and time by creating win-win situations for both the users and the network operators. There are two main UIL schemes: Spatial-UIL, which is based on shaping the demand spatially, and temporal-UIL, which is based on delaying the demand and shaping it in time domain. There have been several studies investigating performance and effects of these UIL schemes. The first survey results on UIL are presented in [192], where tendency of the users to accept offers of the network operator based on the service in demand, amount of spatial or temporal displacement, and incentive type and amount is investigated. In [196], UIL is utilized for a novel load balancing approach. Similarly, an advanced spatial-UIL scheme to mitigate backhaul congestion for HetHetNets is proposed in [190]. A comprehensive discussion on UIL is provided in [152], where motivations, various UIL schemes, survey results, and sustainability of wireless networks with UIL from economic and green networking perspectives are investigated. Finally, in [197], *user-behaviour-awareness* is introduced to increase efficiency of D2D communications in terms of energy savings, increased reliability, and guaranteed quality-of-experience. For this purpose, a user-behavior-aware Stackelberg repeated game (UBeAS) is developed to solve a resource allocation problem in distributed D2D communications by utilizing the UIL framework to reflect D2D user-behaviour.

### 3.2 System Model for Evaluations

We consider a scenario in which the existing infrastructure of mobile network operators is temporarily insufficient to respond to the demand in a finite region, \( \mathcal{W} \), containing a set of users, \( \mathcal{U} \). We assume that the location of each user in 2-D horizontal space, \((x_i, y_i)\) \(\forall i \in \mathcal{U}\), and quality of service (QoS) requirement of the users in terms of maximum tolerable path loss, \(\gamma\), are known. A drone-BS is to be utilized to support the network as shown in
Figure 3.1: Description of SNC: Users in region 1 are covered without additional cost. Users in region 2 are within the extended coverage region, therefore, they receive an incentive offer to move towards the coverage area. Users in region 3 cannot be covered even with UIL, and hence do not receive an offer.

Fig. 3.1 by offloading as many users as possible from the network, while satisfying the QoS requirements and maintaining profitability of the network. Air-to-ground channel model is as in Section 2.1.1. Utilized spatial UIL model is explained next.

3.2.1 User-in-the-loop Model

UIL is a closed loop model with the user as the system to influence for increasing the efficiency of wireless networks. UIL is based on offering incentives to users to persuade them to take specific actions, such as delaying their demand in time, or changing their location in space. These incentives can be discounts on the service price, higher data rates, reducing carbon footprint (green networking), or even penalties for refusing the change [152]. Therefore, although at a cost, potential wastes of energy and capacity can be prevented, resulting a more efficient network.
UIL can be used either spatially, where the user moves in space to obtain better links with the destination (higher spectral efficiency), or temporarily, in which case the user delays the demand in time. Assuming a drone-BS is opportunistically utilized for a specific time period, and the objective is to offload as many users as possible to the drone-BS during its utilization, a spatial UIL scheme is considered in this study.

In order to investigate the reaction of the users to various UIL schemes for data, video and voice services, a detailed survey is conducted in [192]. For data services, the probability of a user \( i \) accepting the incentive, \( \tau_i \), which is a discount on the cost of the service for user \( i \), and moving a distance less than or equal to \( d_i = \sqrt{\Delta x_i^2 + \Delta y_i^2} \) is given as

\[
P\{\text{user } i \text{ moves distance } \leq d_i\} = e^{-\beta(\tau_i)d_i^b}, \tag{3.1}
\]

where \( \beta(\tau_i) \) is the persuasion parameter.

In [192], \( \beta(\tau) \) is calculated based on four different incentives, namely, \( \tau = 0.2, 0.4, 0.6, \) and 0.8, corresponding to discount amounts of 20\%, 40\%, 60\%, and 80\%, respectively. These incentive amounts provide the persuasion values, \( \beta(\tau) = 0.0244, 0.0164, 0.0117, \) and 0.0082, respectively. A continuous and tractable function for \( \beta(\tau) \) is obtained by logarithmic curve fitting in our study, such that

\[
\beta(\tau) = k_1 \ln(\tau) + k_2, \tag{3.2}
\]

where \( k_1 = -0.01166 \) and \( k_2 = 0.005676 \) for \( \tau \in [0, 1] \), where 0 and 1 corresponds to “no incentive” and “free service” (100\% off), respectively. In Fig. 3.2, the probability of being persuaded in (3.1) is shown both with the points from the survey in [192], and the fitting in (3.2). It is observed that (3.2) is a proper fit for the provided values.

Proper selection of UIL system parameters, such as \( \tau_i \) and \( d_i \), has a key role in the performance of any UIL scheme [152, 190, 192, 196, 197]. The incentivized user movement suggestion may be a function of a variety of elements, including user type, application type and urgency, the need for UIL, and so on. It may provide less ossified extension regions, on the contrary to Fig. 5.1. For instance, if there is a compliant user e.g., a student type user, the user may be given an incentive even when located in region 3. On the other hand, a non-compliant user, e.g., a business type user, may not receive incentives even if the user is located in region 2. Note that, compliance level of a user may change if the application is
highly valuable to the user at that moment, e.g., a video conference call, or the application will be running for a while. By utilizing big data (history) and machine learning technologies, the incentivized move suggestions can be made user/context/situation-aware [176]. However, there is not an existing tractable model to incorporate all these aspects.

As discussed earlier in Section 2.1.1, the SNC parameters not only include UIL, but also involve dynamic placement of a drone-BS. In this case, the model in [192] provides simplicity and tractability. SNC parameters can either be determined separately by considering drone-BS and UIL systems in an uncoordinated fashion, or they can be determined jointly.

### 3.3 Uncoordinated Spatial Network Configuration

A system incorporating drone-BSs and UIL requires handling two processes for spatial network coordination:
• 3-D placement of a drone-BS, i.e., determining \((x_D, y_D, h_D)\), and

• Incentive design for user-in-the-loop, i.e., determining \(\tau_i\) and \(d_i\) for each user \(i \in \mathcal{U}\).

The method of handling these processes in a sequential manner is termed \textit{uncoordinated spatial network coordination} (USNC). In the following sections, both steps will be discussed in detail.

### 3.3.1 3-D Placement of a Drone-BS

For the sake of completeness and consistency of notation hereafter, Section 2.1.2 is represented here. Recall that, placement of a drone-BS is different from terrestrial BS placement because of the following reasons:

1. In addition to choosing the drone-BS’s location in the horizontal space \((x_D, y_D)\), we need to determine its altitude, \(h_D\), as well.

2. The coverage area of a terrestrial BS is known a priori. However, the coverage area of a drone-BS depends on its altitude, and is unknown before solving the placement problem.

3. The mobility of the drone-BS allows it to move wherever the demand is, rather than terrestrial cells waiting for the demand to come towards them. As a result, the coverage region providing the maximum benefit to the network should be found.

The first item indicates that the placement of the drone-BS is a 3-D problem. In addition, the last two items, which are determining the size of the coverage area, and identifying the location of the coverage area must be considered jointly. We assume that a user is in the coverage region of the drone-BS if the air-to-ground link satisfies its QoS requirement. Hence, user \(i\) is served by the drone-BS, if \(L(h_D, r_i) \leq \gamma\). Using (2.3), we can re-write this condition as

\[
h_D^2 + r_i^2 \leq 10^{\frac{\gamma - (\log_{10}(r_i) + z_2)}{10}}.
\]

Let \(u_i \in \{0, 1\}\) denote a binary variable that indicates whether user \(i\) is served by the drone-BS, or not. Using the variable \(u_i\), which is equal to 1, only if the user \(i\) is served by the drone-BS, then

\[
u_i(x_D, y_D, h_D, \tau_i) = \begin{cases} 
1 & \text{if } L(h_D, r_i) \leq \gamma, \\
0 & \text{otherwise}.
\end{cases}
\]

This function ensures that the drone-BS is placed in a way that maximizes the coverage area and the QoS requirements.
drone-BS, and equal to 0 otherwise, the following constraint,

\[ u_i (h_D^2 + r_i^2) \leq 10^{\frac{z_2}{10}}, \]  

(3.4)
determines whether user \( i \) is covered, or not. This constraint can be further manipulated to

\[ \sqrt{h_D^2 + r_i^2} \leq \sqrt{10^{\frac{z_2}{10}}} + M_1 (1 - u_i), \]  

(3.5)

where \( M_1 \) is a constant that is sufficiently larger than the maximum possible value of the distance between a user and the drone-BS. Observe that when \( u_i = 1 \), (3.5) is equivalent to (3.3). If \( u_i = 0 \), since \( M_1 \) is large enough, this constraint is released. Now, we can continue by determining the objective function.

Assuming a fixed QoS for all users, the best region to be served by the drone-BS is identified with the maximum number of users covered. By using (3.5), the placement problem can be written as

\[
\begin{align*}
\text{maximize} & \quad \sum_{i \in U} u_i \\
\text{subject to} & \quad \sqrt{h_D^2 + r_i^2} \leq \sqrt{10^{\frac{z_2}{10}}} + M_1 (1 - u_i), \quad \forall i = 1, \ldots, |U|, \\
& \quad x_l \leq x_D \leq x_u, \\
& \quad y_l \leq y_D \leq y_u, \\
& \quad h_l \leq h_D \leq h_u, \\
& \quad u_i \in \{0, 1\}, \quad \forall i = 1, \ldots, |U|,
\end{align*}
\]  

(3.6)

where \(| \cdot |\) represents the cardinality of a set, subscripts \((\cdot)_l\) and \((\cdot)_u\) denote respectively the minimum and maximum allowed values for \( x_D \), \( y_D \), and \( h_D \) of the drone-BS. Note that there are quadratic, exponential and binary terms in this problem, which makes it a mixed integer non-linear problem (MINLP). We will show that this problem can be solved efficiently by using a combination of the interior-point optimizer of MOSEK solver and bisection search.

Let \( R \) denote the radius of the area to be covered by the drone-BS. Then, if the user \( i \) is covered, \( r_i \leq R \) must be satisfied, i.e., the served user must be located within the coverage.
region. Let $\alpha$ denote the ratio of the altitude to the coverage region, such that

$$\alpha = \frac{h_D}{R}.$$  

(3.7)

Then, (3.5) can be re-organized by using (3.7)

$$r_i \leq \Gamma(\alpha) - M_2(1 - u_i),$$  

(3.8)

where $M_2$ is a constant similar to $M_1$, and

$$\Gamma(\alpha) = \sqrt{10^{\frac{P_0 + \pi\alpha^2}{10}} (1 + \alpha^2)},$$  

(3.9)

where

$$P(\alpha) = \frac{1}{1 + a \exp(-b(a \arctan(\alpha) - a))}$$  

(3.10)

by (2.1).

**Proposition 2.** For any QoS requirement, $\gamma$, and for any operating frequency, $f_c$, if a local maxima, $\Gamma^*$, exists in the function $\Gamma(\alpha)$ defined in (3.9), then it is the only local maxima of the function for $\alpha \in (0, \infty)$ for the propagation environments whose parameters are listed in Table 2.5. The $\alpha^*$ yielding $\Gamma^*$ is the solution of

$$a^2 \pi \left( e^{-\frac{\pi}{2} \frac{1}{a \arctan(\alpha)}} + 1 \right)^2 - k_3 e^{-\frac{\pi}{2} \frac{1}{a \arctan(\alpha)}} = 0,$$  

(3.11)

where $k_3 = -9 \ln(10) ab z_1$.

**Proof.** See Conjecture 1.

The largest feasible set for Problem (2.7) can be obtained by substituting $\Gamma(\alpha)$ with $\Gamma^*$, which is the only maxima of $\Gamma(\alpha)$. Since no closed-form expression is available by (3.11), bisection search can be used to obtain a numerical value for $\alpha^*$. Then, substituting $\Gamma(\alpha)$ with $\Gamma^*$ yields the following mixed integer quadratically constrained problem (MIQCP)

$$\text{maximize} \quad \sum_{i \in \mathcal{U}} u_i$$

s. t. $r_i \leq \Gamma^* + (1 - u_i) M_2, \quad \forall i = 1, ..., |\mathcal{U}|$, 

$$\sum_{i \in \mathcal{U}} u_i \leq u_{\text{max}} ,$$

where $u_{\text{max}} = 1$. 

The largest feasible set for Problem (2.7) can be obtained by substituting $\Gamma(\alpha)$ with $\Gamma^*$, which is the only maxima of $\Gamma(\alpha)$. Since no closed-form expression is available by (3.11), bisection search can be used to obtain a numerical value for $\alpha^*$. Then, substituting $\Gamma(\alpha)$ with $\Gamma^*$ yields the following mixed integer quadratically constrained problem (MIQCP)

$$\text{maximize} \quad \sum_{i \in \mathcal{U}} u_i$$

s. t. $r_i \leq \Gamma^* + (1 - u_i) M_2, \quad \forall i = 1, ..., |\mathcal{U}|$, 

$$\sum_{i \in \mathcal{U}} u_i \leq u_{\text{max}} ,$$

where $u_{\text{max}} = 1$. 

The largest feasible set for Problem (2.7) can be obtained by substituting $\Gamma(\alpha)$ with $\Gamma^*$, which is the only maxima of $\Gamma(\alpha)$. Since no closed-form expression is available by (3.11), bisection search can be used to obtain a numerical value for $\alpha^*$. Then, substituting $\Gamma(\alpha)$ with $\Gamma^*$ yields the following mixed integer quadratically constrained problem (MIQCP)

$$\text{maximize} \quad \sum_{i \in \mathcal{U}} u_i$$

s. t. $r_i \leq \Gamma^* + (1 - u_i) M_2, \quad \forall i = 1, ..., |\mathcal{U}|$, 

$$\sum_{i \in \mathcal{U}} u_i \leq u_{\text{max}} ,$$

where $u_{\text{max}} = 1$.
\[ x_l \leq x_D \leq x_u, \]
\[ y_l \leq y_D \leq y_u, \]
\[ u_i \in \{0, 1\}, \quad \forall i = 1, \ldots, [U]. \tag{3.12} \]

While \( R \) can be derived from the location of the covered user with maximum \( r_i \), \( h_D \) can be calculated by (3.7). Hence, \( h_D \) is omitted from (3.12) as a variable. Therefore, both complexity of calculation, and the number of variables are reduced. Then, this problem can be solved efficiently by using interior-point optimizer of MOSEK. The above problem formulation yields the optimal position of the drone-BS. Once the drone-BS is positioned, \( d_i \) can be calculated for each non-covered user, and incentives can be designed to increase revenue.

### 3.4 Incentive Design for User-in-the-loop

Based on the UIL scheme in Section 3.2.1, the average unit profit obtained from a user at a distance \( d_i \) meters from the coverage region after receiving incentive \( \tau_i \) is

\[ \Pi(\tau_i, d_i) = (1 - \tau_i)e^{-\beta(\tau_i)d_i}. \tag{3.13} \]

**Proposition 3.** For an uncovered user at a ground distance \( d_i \) from the coverage area of the drone-BS, the optimal incentive that maximizes \( \Pi(\tau_i, d_i) \), \( \tau_i^* \), is given by

\[ \tau_i^* = \frac{k_1 d_i}{k_1 d_i - 1}. \tag{3.14} \]

**Proof.** For a given \( d_i \), the stationary point of \( \Pi(\tau_i, d_i) \), \( \tau_i^* \), can be evaluated by taking the first derivative of (3.13) and equating it to zero, which yields (3.14). The second derivative of (3.13) is given by

\[ e^{-k_2 d_i}k_1 d_i \tau_i^{-(k_1 d_i + 1)}((k_1 d_i + 1)\tau_i^{-(k_1 d_i + 1)} - (k_1 d_i - 1)). \tag{3.15} \]

It can be shown that (3.15) is negative for all values of \( d_i \) at \( \tau_i^* \). Hence, \( \Pi(\tau_i, d_i) \) is non-decreasing for \( \tau_i \leq \tau_i^* \), and nonincreasing for \( \tau_i \geq \tau_i^* \) for all \( \tau_i \in (0, 1] \), which satisfies the second-order condition for quasiconcavity of \( \Pi(\tau_i, d_i) \) in \( \tau_i \) for all values of \( d_i \) [198].
Therefore, $\tau^*_i$ is the global maximum point of (3.13).

Once the drone-BS is placed as explained in Section 3.3.1, $d_i$ can be calculated, and the above analysis can be used to offer the optimal incentive to each user. In Fig. 3.3, $\Pi(\tau_i, d_i)$ is shown for users at several distances. It can be observed that the users in proximity can become profitable with small incentive offers, however, the users that are far from the drone-BS do not provide much gain. For instance, 10.4% discount offer can provide 65% average profit for a user that should move 10m. On the other hand, offering 53.8% discount can only provide 12.7% average profit for a user that should move 100m, as the likelihood of accepting the incentive is very low. Therefore, it can be critical to position the drone-BS by considering the persuasion parameter and profitability from UIL, which is discussed next.
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3.5 Regional Analysis on Coverage and Optimal Incentive

Coverage of a drone-BS is investigated in several studies, e.g., [116] and [28], however, UIL is not considered in any of the studies so far. As discussed in Section 3.2.1, there is a probability that the user will move from \( D \) to \( R \), which means that the previously uncovered users can be covered under certain circumstances.

Regional analysis can be useful when the location information of users is not available, hard to obtain, or incorrect, when the users are highly mobile such that the coherence time of snapshot analysis is very low, or when the profitability of the region is to be investigated for a known user density.

3.5.1 Extended Coverage of a BS in a System with UIL

The study in this section applies to both terrestrial and aerial BSs. Let \( P^R \) denote probability of coverage for a user \( i \) in \( R \). Since users are uniformly distributed, and a user is assumed to be covered if it is in \( R \),

\[
P^R = P \{u_i = 1 \cap (x_i, y_i) \in R\} = \frac{R^2}{W^2},
\]

where \( u_i = 1 \) indicates that the user \( i \) is covered, and \( u_i = 0 \) indicates the opposite.

The users within range \( D \) can also be covered, if they accept the incentive and move in \( R \). Let \( P^D \) denote the probability of a user \( i \) to be covered in \( D \),

\[
P^D = P \{u_i = 1 \cap (x_i, y_i) \in D\} = \int_{R+d_u}^{R+r_u} \frac{2\pi r}{W^2} e^{-\beta(\tau)(r-R)} dr = \frac{2((-\beta(\tau)(R+d_u)-1)e^{-\beta(\tau)(d_u)}+\beta(\tau)R+1)}{W^2\beta^2(\tau)}
\]

Then, coverage probability of any user in \( W \), i.e., \((x_i, y_i) \in W\), can be obtained from (3.16)
and (3.17) as

$$P^W = P^R + P^D.$$  \hfill (3.18)

The coverage probabilities calculated above, help analysing profitability of a region, as discussed in the following section.

### 3.5.2 Optimal Regional Incentive

The profit of the network operator is the difference between the income from all the covered users, and the cost of the incentives. Assuming all users in $\mathcal{D}$ receive the same incentive, which is the *regional incentive*, $\tau$, the average normalized revenue per user is

$$\Pi_\tau(\tau) = P^R + P^D(1 - \tau).$$  \hfill (3.19)

The percentage of the gain from UIL, which is $100 \times \frac{P^D(1-\tau)}{P^R}$, is plotted in Fig. 3.4. As can be observed from Fig. 3.4, an optimal regional incentive maximizing the profit, $\tau^*$, can be obtained. The main reason for this behaviour is that the probability of moving for a user (given in (3.1)) does not increase significantly even if more incentive is offered. The optimal regional incentive $\tau^*$ can be obtained by solving $\frac{d\Pi_\tau(\tau)}{d\tau} = 0$, which is the solution of

$$2\beta(\tau)k_1(-d_ue^{\beta(d_u)(R+d_u)(-\beta(\tau)-1)}-(R+d_u)e^{\beta d_u}+R) - 4k_1(e^{\beta d_u} ((R + d_u)(-\beta(\tau) - 1)) + R\beta(\tau) + 1) = 0.$$  \hfill (3.20)

Again from Fig. 3.4, we observe that both the gain from the UIL and $\tau^*$ increases with increasing $d_u$ for a given coverage radius, $R$. Therefore, in Fig. 3.5, we consider $d_u \rightarrow W - R$ for a given $R$. It means that $d_u$, and hence, $\mathcal{D}$ is as large as possible, which should lead to maximum gain from UIL. We observe that $\tau^*$ saturates to a certain value, $\tau^\infty$, which will be obtained by analysing limiting conditions of (3.19) next.

First, note that the average normalized revenue in a region with $N$ users is

$$\Pi_N(\tau) = N \times \Pi_\tau(\tau).$$  \hfill (3.21)

In order to obtain an infinite region, consider $W \rightarrow \infty$ and $d_u \rightarrow W - R$. Then, the limit of
Figure 3.4: Gain from the UIL with respect to regional incentive, $\tau$ is calculated for $R = 200$, $W = 2000$.

$P_R \to 0$, as can be observed from (3.16). Let $\Pi_N^\infty(\tau)$ denote the limit of $\Pi_N(\tau)$ such that

$$
\lim_{W \to \infty, \quad d_u \to W-R} \Pi_N(\tau) = \Pi_N^\infty(\tau). \tag{3.22}
$$

For a fixed user density, $\lambda$, substituting $N = \lambda \pi W^2$, results

$$
\Pi_N^\infty(\tau) = \lambda \pi \left( R^2 + \frac{2(1-\tau)}{\beta^2(\tau)} (-\beta(\tau) R + 1) \right). \tag{3.23}
$$

Then, the optimal regional incentive maximizing $\Pi_N^\infty(\tau)$, $\tau^\infty$, is simply the solution of

$$
\frac{d\Pi^\infty(\tau)}{d\tau} = 0,
$$

which is

$$
k_1 R (1-\tau) \frac{R \beta(\tau) + 1}{\beta^2(\tau)} + \frac{2k_1 (1-\tau) (-R \beta(\tau) + 1)}{\tau \beta^3(\tau)} = 0. \tag{3.24}
$$
Note that, $\Pi_N^\infty(\tau^\infty)$ represents the maximum gain from UIL for any given coverage radius, $R$, and user density, $\lambda$. Moreover, $\Pi_N^\infty(\tau^\infty)$ is valid for any base station, either terrestrial or aerial. In case of drone-BSs, $\Pi_N^\infty(\tau^\infty)$ can be used to analyse the cost of expanding the coverage region, which can either be performed by increasing the transmit power, which may lead to changing the type of the utilized drone, required legal permissions and so on [2], or simply offering more incentives to the users.

### 3.6 Joint Spatial Network Configuration

Differently from the previous section, a joint spatial network configuration (JSNC) problem is proposed to simultaneously position the drone-BS in 3-D and determine the incentive to be offered to each user. Hence, mobility of both the drone-BS and users can be jointly
considered as degrees of freedom of the spatial configuration of mobile networks.

In order to make UIL an inherent part of the placement problem, the coverage condition in the first constraint of (3.12) can be modified as

\[ r_i - d_i \leq \Gamma^* + u_i(1 - M_3), \quad (3.25) \]

where \( M_3 \) is a sufficiently larger value than the maximum possible value of the right-hand-side (RHS) of (3.25). In contrast to the approach in Section 3.3.1, maximizing the number of covered users does not necessarily mean maximizing profit this time, because additional users come at a cost with UIL. In fact, the coverage condition in (3.25) yields three regions in a circular area, ‘\( W \)’, as shown in Fig. 3.6:

1. The circular coverage area of the drone-BS at \((x_D, y_D)\) with radius \( R \) is defined as the region \( \mathcal{R} \).

2. The shaded area, \( \mathcal{D} \), is where the UIL model is utilized. It is obtained by excluding \( \mathcal{R} \) from a concentric circular area with the radius of \( R + d_u \), where \( d_u \) is an upper bound on the distance of a user from the coverage area of the drone-BS such that the users further than \( d_u \) meters do not receive incentive offers.

3. \( W - (\mathcal{R} \cup \mathcal{D}) \) is the region that cannot be served by the drone-BS even with UIL.

Note that, (2.3) yields a circular coverage area for a drone-BS, as well as, designing incentives based on \( d_i \) yields a circular expansion area by UIL (in Section 3.2.1). Hence, a homogeneous environment is maintained. Further analysis on coverage of a drone-BS in a system with UIL and \textit{regional incentive design} for uniformly distributed users can be found in Section 3.5.

The profit obtained from a user \( i \) based on the coverage region can be written as

\[ \Upsilon(\tau_i, d_i) := \begin{cases} 
1, & \text{if } (x_i, y_i) \in \mathcal{R}, \\
\Pi(\tau_i, d_i), & \text{if } (x_i, y_i) \in \mathcal{D}, \\
0, & \text{o.w.} 
\end{cases} \quad (3.26) \]

\[ \Pi(\tau_i, d_i) := \begin{cases} 
1, & \text{if } (x_i, y_i) \in \mathcal{R}, \\
0, & \text{if } (x_i, y_i) \in \mathcal{D}, (3.27) \\
0, & \text{o.w.} (3.28) 
\end{cases} \]

where (3.26), (3.27) and (3.28) indicate the users covered in \( \mathcal{R} \), coverage in \( \mathcal{D} \), and outage,
respectively. Hence, a JSNC problem for maximizing profit can be formulated as

\[
\begin{align*}
\text{maximize} & \quad x_{D}, y_{D}, [u_i, d_i, \tau_i] \sum_{i \in U} \Gamma(\tau_i, d_i) \\
\text{s. t.} & \quad r_i - d_i \leq \Gamma^w + M_3(1-u_i), \quad \forall i = 1, ..., |U|, \quad (3.29a) \\
& \quad u_id_i \leq d_u, \quad \forall i = 1, ..., |U|, \quad (3.29b) \\
& \quad x_i \leq x_{D} \leq x_u, \quad (3.29c) \\
& \quad y_i \leq y_{D} \leq y_u, \quad (3.29d) \\
& \quad u_i \in \{0, 1\}, \quad \forall i = 1, ..., |U|, \quad (3.29e)
\end{align*}
\]

where \(d_u\) represents the upper bound for the amount of displacement. Similarly to (3.6), \(M_3\) in (3.29a) relaxes the condition of coverage, if the user is too far to be covered. If a user is persuaded to move towards the coverage region of drone-BS, (3.29a) ensures that

**Figure 3.6:** Coverage area of a drone-BS (\(\mathcal{R}\)), area where the UIL model is utilized (\(\mathcal{D}\)), and a finite space where users are distributed (\(\mathcal{W}\)).
the user satisfies the condition of coverage in (3.25). Note that the actual displacement of the user is \(\sqrt{(x_i - \Delta x_i)^2 + (y_i - \Delta y_i)^2}\). However, instead of \(\Delta x_i\) and \(\Delta y_i\), \(d_i\) indicating the amount of movement is used to decrease number of variables in the problem. Once the problem is solved, \(\Delta x_i\) and \(\Delta y_i\) can obtained from \((x_i, y_i)\) and \((x_D, y_D)\). In order to exploit the benefits from UIL as much as possible, there is no constraint on normalized incentives, \(\tau_i\). However, scarcity of available incentives can be considered with a constraint as follows

\[
\sum_{i \in U} \tau_i \leq \nu. \tag{3.30}
\]

Although the constraint in (3.30) is not analytically complex, it results in an interesting problem by adding another dimension to the problem: The incentive design not only depends on the spatial locations of the users, but also the scarcity of the financial resources is considered. For instance, users at the same distance to the drone-BS are offered the same incentives with the current formulation. If the constraint in (3.30) is added to the problem formulation, and there is scarcity of incentives, one of those users at the same distance may not even receive incentives, or, both of them may receive a lower amount than what they would get with the former formulation. The selection between these two option depends on the trade-off of the persuasion parameter and maximizing profit. In order to keep the problem focused on exploiting the SNC framework as much as possible, we do not consider (3.30) for now. Unfortunately, the problem in (3.29) is not efficiently solvable, due to (3.27), which is a non-linear multivariate function, and requires further manipulations.

The \textit{triangle method} is one of the most popular methods for piecewise linear approximations of multivariate functions [199]. For \(\Pi(\tau_i, d_i)\), the triangle method partitions the \(\tau\) and \(d\) axes into \(m\) and \(n\) sampling intervals, respectively. Let \(\{\tilde{\tau}_k\}_{k=1}^m\) and \(\{\tilde{d}_j\}_{j=1}^n\) represent incentive and displacement vertices, respectively. In order to approximate a given \(\Pi(\tau_i, d_i)\), the rectangular area with vertices satisfying \(\tilde{\tau}_k \leq \tau_i \leq \tilde{\tau}_{k+1}\), and \(\tilde{d}_j \leq d_i \leq \tilde{d}_{j+1}\) is found for \(k = 1, \ldots, m\) and \(j = 1, \ldots, n\). As shown in Fig. 3.7, the rectangular area can be divided into two triangles, \(T_1\) and \(T_2\), with the vertices given by \(\{((\tilde{\tau}_k, \tilde{d}_j), (\tilde{\tau}_k, \tilde{d}_{j+1}), (\tilde{\tau}_{k+1}, \tilde{d}_{j+1}))\}\) and \(\{((\tilde{\tau}_k, \tilde{d}_j), (\tilde{\tau}_{k+1}, \tilde{d}_j), (\tilde{\tau}_{k+1}, \tilde{d}_{j+1}))\}\). Only one of the triangles contain \((\tau_i, d_i)\). Therefore, the \(T_1\) in Fig. 3.7 is chosen if the following is true,

\[
d_i > \tilde{d}_j + (\tau_i - \tilde{\tau}_k) \frac{\tilde{d}_{j+1} - \tilde{d}_j}{\tilde{\tau}_{k+1} - \tilde{\tau}_k}, \tag{3.31}
\]

and \(T_2\) is chosen otherwise.
In general, the point to be approximated for each user $i$ can be anywhere in the search space, and the approximation points are unknown. Therefore, all the points on the grid must be considered. A mixed integer linear program (MILP) can be formulated to approximate $\Pi(i, d_i)$:

$$
\sum_{k=1}^{n} \sum_{j=1}^{m} \rho_{i,k,j} \tilde{\tau}_k = \tau_i, \quad \forall i = 1, \ldots, |\mathbb{U}|,
$$

(3.32a)

$$
\sum_{k=1}^{n} \sum_{j=1}^{m} \rho_{i,k,j} \tilde{d}_j = d_i, \quad \forall i = 1, \ldots, |\mathbb{U}|,
$$

(3.32b)

$$
\sum_{k=1}^{n} \sum_{j=1}^{m} \rho_{i,k,j} \Pi(\tilde{\tau}_k, \tilde{d}_j) = \Pi(\tau_i, d_i), \quad \forall i = 1, \ldots, |\mathbb{U}|,
$$

(3.32c)

where $\rho_{i,k,j}$ indicate continuous variables that are introduced for each sampling point. In order to choose three indices corresponding to a triangle, $\rho_{i,k,j}$ must be a special ordered
set of type 3 (SOS3), which means that only 3 consecutive elements of the set can be non-zero \[200\]. Also for a user \(i\),

\[
\sum_{k=1}^{n} \sum_{j=1}^{m} \rho_{i,k,j} = 1, \tag{3.33}
\]

and each \(\rho_{i,k,j} \in [0, 1]\).

For instance, considering Fig. 3.7, \(\Pi(\tau_i, d_i)\) can be approximated by the following convex combination of the values of \(\Pi(\tau, d)\) at the vertices of the chosen triangle,

\[
\rho_{i,k,j} \Pi(\tilde{\tau}_k, \tilde{d}_j) + \rho_{i,k+1,j} \Pi(\tilde{\tau}_{k+1}, \tilde{d}_{j+1}) + \rho_{i,k,j} \Pi(\hat{\tau}, \hat{d}), \tag{3.34}
\]

where the vertices of the diagonal, \((\tilde{\tau}_k, \tilde{d}_j)\) and \((\tilde{\tau}_{k+1}, \tilde{d}_{j+1})\) are common in both triangles, \((\hat{\tau}, \hat{d})\) indicate the third set of vertices differentiating the \(T_1\) and \(T_2\) based on (3.31), and \(\rho_{i,k,j}\) indicate the weights corresponding to these vertices. Formulating the optimization problem for the triangle method does not suffice to approximate the objective function of (3.29) because it only represents (3.27). However (3.26) and (3.28) too must be represented in the problem formulation. For that reason, in addition to \(u_i\) in (3.29), consider another binary variable, \(w_i\), indicating whether the user is in \(D\) or not. These two variables, \(u_i\) and \(w_i\) can be used to represent all regions in Fig.3.6, such that

- \(u_i = 1\) indicates that the user is in \(R\),
- \(w_i = 1\) indicates that the user is in \(D\),
- \(u_i + w_i = 0\) indicates that the user is not covered,
- \(u_i + w_i \leq 1\) ensures that the user is either in \(R\) or in \(D\).

Finally, using triangle method, we can formulate (3.29) as the following optimization problem:

\[
\begin{align*}
\text{maximize} & \quad \sum_{i \in \mathcal{U}} (u_i + \Pi_i^w) \\
\text{s. t.} & \quad r_i - d_i \leq \Gamma^w + M(1-u_i), \quad \forall i = 1, \ldots, |\mathcal{U}|, \tag{3.35a} \\
& \quad r_i - d_i \leq \Gamma^w + M(1-w_i), \quad \forall i = 1, \ldots, |\mathcal{U}|, \tag{3.35b}
\end{align*}
\]
\[
\sum_{k=1}^{n} \sum_{j=1}^{m} \rho_{i,k,j} = w_i, \quad \forall i = 1, \ldots, |\mathcal{U}|,
\]
\[\tag{3.35c}
\sum_{k=1}^{n} \sum_{j=1}^{m} \rho_{i,k,j} \tilde{x}_k = \tau_i, \quad \forall i = 1, \ldots, |\mathcal{U}|,
\]
\[\tag{3.35d}
\sum_{k=1}^{n} \sum_{j=1}^{m} \rho_{i,k,j} \tilde{d}_j = d_i, \quad \forall i = 1, \ldots, |\mathcal{U}|,
\]
\[\tag{3.35e}
\sum_{k=1}^{n} \sum_{j=1}^{m} \rho_{i,k,j} \Pi(\tilde{u}, \tilde{d}) = \Pi_i^u, \quad \forall i = 1, \ldots, |\mathcal{U}|,
\]
\[\tag{3.35f}
\sum_{k=1}^{n} \sum_{j=1}^{m-1} k_{i,k,j}^1 + k_{i,k,j}^2 = 1, \quad \forall i = 1, \ldots, |\mathcal{U}|,
\]
\[\tag{3.35g}
\rho_{i,k,j} \leq k_{i,k,j}^1 + k_{i,k,j}^2 + k_{i,k,j-1}^1 + k_{i,k-1,j}^2 \quad \forall i = 1, \ldots, |\mathcal{U}|,
\]
\[\tag{3.35h}
(k = 1, \ldots, n), \quad (j = 1, \ldots, m),
\]
\[\tag{3.35i}
u_i + w_i \leq 1, \quad \forall i = 1, \ldots, |\mathcal{U}|,
\]
\[\tag{3.35j}
u_i, w_i \in \{0, 1\}, \quad \forall i = 1, \ldots, |\mathcal{U}|,
\]
\[\tag{3.35k}\rho_{i,k,j} \in [0, 1], \quad \forall i = 1, \ldots, |\mathcal{U}|,
\]
\[\tag{3.35l}(k = 1, \ldots, n), \quad (j = 1, \ldots, m),
\]
\[\tag{3.35m}k_{i,k,j}^1, k_{i,k,j}^2 \in \{0, 1\}, \quad \forall i = 1, \ldots, |\mathcal{U}|,
\]
\[\tag{3.35n}(k = 1, \ldots, n), \quad (j = 1, \ldots, m),
\]
\[\text{x}_i \leq \text{x}_D \leq \text{x}_u,
\]
\[\text{y}_i \leq \text{y}_D \leq \text{y}_u,
\]
\[\tag{3.35o}
\]
where \(\rho_{i,k,j}\) corresponds to the weights sampling points (3.34), \(k_{i,k,j}^1\) and \(k_{i,k,j}^2\), which are 0 at the extremes, allow choosing either \(T_1\) or \(T_2\), respectively. Utilizing \(k_{i,k,j}^1\) and \(k_{i,k,j}^2\) in constraints (3.35g) and (3.35h) provides \(\rho_{i,k,j}\) variables to form a SOS3 type set. Hence, three vertices forming a triangle can be chosen. Although full formulation is provided here for completeness, \(k_{i,k,j}^1\) and \(k_{i,k,j}^2\) are not needed, if a solver allowing special ordered sets is used. Note that, a constraint similar to (3.29b) is not required, because the vertices already limit possible values of \(d_i\).

Constraints (3.35c) through (3.35f) are used to approximate \(\Pi_i^u\) using the triangle method. Note that, (3.35c) corresponds to (3.33), where the RHS of (3.33) was replaced
by $w_i$. This substitution ensures that the users outside of $\mathcal{D}$, i.e., $w_i = 0$, neither receive incentives, nor moves, which yields $\Pi_i^0 = 0$. In other words, it turns on and off the triangle method, depending on the location of the user. Similarly, $u_i$ and $w_i$ are used to switch between (3.35a) and (3.35b), based on the location of the user.

The triangular method increases the number of variables by adding $3nm + 1$ variables for each user, which makes it computationally costly for a large number of users. On the other hand, approximation quality of the triangle method increases with increasing number of breakpoints [199]. Therefore, an intervening SNC method, which maintains accuracy of JSNC and computational efficiency of USNC, is proposed next.

### 3.7 Semi-Joint Spatial Network Configuration

In Section 3.3, USNC is described, where the 3-D placement of a drone-BS is performed without considering the effect of the users in $\mathcal{D}$ (Fig. 3.6). A brief analysis in Section 3.4 showed that the maximum profit from a user decreases significantly as the distance between the user and drone-BS increases. Therefore, a JSNC method is developed in the preceding section, where the 3-D placement is performed by taking the users outside the potential coverage region of drone-BS into account. However, JSNC yields a complex MINLP, which is computationally costly. Therefore in this section, we discuss a semi-JSNC method, which locates the drone-BS in 3-D by considering the approximate effect of the users in $\mathcal{D}$. Then, optimal incentive is offered to users based on (3.14). In other words, incentive design is not a completely inherent part of semi-JSNC, yet, it is straightforward to design incentives after carefully placing the drone-BSs.

Semi-JSNC aims at maximizing (3.26) described in the preceding section with a slightly different approach on (3.27). The analysis in Section 3.4 reveal that the maximum value of $\Pi(\tau_i, d_i)$ for a certain $d_i$ can be obtained by substituting $\tau_i^*$ corresponding to $d_i$. Taking (3.14) into account, $\Pi(\tau_i^*, d_i)$ becomes a uni-variate function of $d_i$. Then, a piece-wise
linear relationship can be obtained

\[
\tilde{\Pi}(d_i) = \begin{cases} 
    p_1d_i + s_1, & 0 < d_i \leq t_2, \\
    p_2d_i + s_2, & t_2 < d_i \leq t_3, \\
    \vdots, & \vdots, \\
    p_Nd_i + s_N, & t_{N-1} < d_i \leq d_u, \\
    0, & \text{o.w.}
\end{cases}
\]  

(3.36)

where \( t_j \) for \( j = 1, ..., N \) denotes \( N \) breakpoints on the \( d \)-axis, where \( t_1 = 0 \), and \( t_N = d_u \).

The coefficients of the linear equation at each interval are denoted by \( p_j \) and \( s_j \). The selection and number of breakpoints determines the accuracy of (3.36). One of the common practices is choosing equally spaced breakpoints. However, adapting the length of the intervals to the characteristics of the function, e.g., taking breakpoints more frequently when the function changes rapidly, can provide better accuracy compared to the same number of equally-spaced breakpoints. In order to measure accuracy of approximations, RMSE is considered widely. An optimization problem to determine breakpoints with the objective of minimizing RMSE can be formulated by using (3.36),

\[
\text{minimize} \quad \int (\Pi(d_i) - \tilde{\Pi}(d_i; p_j, s_j, t_j))^2 \, dt
\]

\text{s.t.} \quad 0 \leq t_j \leq d_u, \quad \forall j = 2, ..., N-1, \quad (3.40a)

(3.40)

where the first breakpoint, \( t_1 \), and the last breakpoint, \( t_N \), are given (0 and \( d_u \), respectively, in this case), and (3.40a) ensures that the other breakpoints are within the first and last ones. In Fig. 3.8, piece-wise linear approximations with \( N = 3 \) and \( N = 4 \) breakpoints are shown with the corresponding RMSE values\(^2\).

A linear optimization problem can be designed for separable functions like (3.36) by introducing continuous variables \( \lambda_1, \lambda_2, ..., \lambda_N \) for each breakpoint, such that

\[
\sum_{j=1}^{N} \lambda_j \Pi(t_j) = \tilde{\Pi}(d_i)
\]

(3.41)

---

with the additional requirement that \( \{\lambda_i\}_{i=1}^N \) are SOS2 type variables. It is required to guarantee that approximated values, \( d_i \) and \( \tilde{\Pi}(d_i) \) lie on the approximating line segments. Then, making use of the variables \( u_i \) and \( w_i \) indicating regions in Fig. 3.6 (in Section 3.6), an efficient optimization problem can be formulated

\[
\text{maximize } \sum_{i \in \mathcal{U}} u_i + \tilde{\Pi}(d_i) \tag{3.44}
\]

s.t. \( r_i \leq \Gamma^* + M(1-u_i), \quad \forall i = 1, \ldots, |\mathcal{U}|, \tag{3.44a} \)
\[
r_i - d_i \leq \Gamma^* + M(1-w_i), \quad \forall i = 1, \ldots, |\mathcal{U}|, \tag{3.44b} \)
\[
\sum_{j=1}^N \lambda_{i,j} t_j = \tilde{\Pi}(d_i), \quad \forall i = 1, \ldots, |\mathcal{U}|, \tag{3.44c}
\]
where $z_{i,j}$ are binary variables used to ensure that $\lambda$’s are SOS2 variables via constraints (3.44f), (3.44g), and (3.44h). The first two constraints are the same as in (3.35), where $u_i$ and $w_i$ yield an objective function similar to (3.26). The piece-wise approximation constraints (3.44c) and (3.44d) correspond to (3.41) and (3.42), however, (3.43) is modified to toggle the approximation via $w_i$ in (3.44e).

Semi-JSNC method reduces computational complexity by decreasing number of variables and constraints. One of the most significant changes from previous problem formulations is that $\tau_i$ is not an optimization variable any more. Instead, the incentive offered to a user is determined based on (3.14). Moreover, there are $N+2$ binary variables for each user, instead of having $nm+2$ of them in (3.35). Since $\hat{\tau}(d_i)$ is univariate, $N$ can be much less than $nm$. Also, the number of equality constraints are reduced from 5 to 3 per user compared to JSNC. Run-time comparisons and numerical results of the presented SNC methods are discussed in the following section.
3.8 Simulations and Results

We consider the dense urban environment whose parameters are provided in Table 2.5. For the simulations, we assume one drone-BS is to be positioned. We also assume that the drone-BS utilizes orthogonal resources to any existing terrestrial infrastructure. Additional simulation parameters are provided in Table 3.1. First, we would like to demonstrate the benefits of the proposed SNC framework utilizing drone-BSs and UIL by using a simple example. In Fig. 3.9, users 1 and 2 are 400 m apart. Users 3&4 and 5&6 are 25 m apart from users 1 and 2, respectively. The provided environment and QoS parameters in Table 3.1 yields a maximum coverage radius of 200 m for a drone-BS with fixed transmit
Table 3.1: Simulation Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(x_l, x_u)$</td>
<td>(-700, 700) m</td>
</tr>
<tr>
<td>$(y_l, y_u)$</td>
<td>(-700, 700) m</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>90 dB</td>
</tr>
<tr>
<td>$f_c$</td>
<td>2.5 GHz</td>
</tr>
<tr>
<td>$d_u$</td>
<td>200 m</td>
</tr>
<tr>
<td>$W$</td>
<td>700 m</td>
</tr>
<tr>
<td>$\Gamma^*$</td>
<td>209 m</td>
</tr>
<tr>
<td>Monte Carlo Runs</td>
<td>100</td>
</tr>
<tr>
<td>$\tau$ vertices, $\tilde{\tau}$</td>
<td>{0.05, 0.1, 0.2, 0.9}</td>
</tr>
<tr>
<td>$d$ vertices, $\tilde{d}$</td>
<td>{5, 10, 20, 40, 200}</td>
</tr>
<tr>
<td>Number of breakpoints for Semi-JSNC, $N$</td>
<td>3</td>
</tr>
<tr>
<td>Number of users, $N_u$</td>
<td>15</td>
</tr>
</tbody>
</table>

Therefore, the drone-BS cannot cover all the users while satisfying their QoS requirements. As seen in Fig. 3.9, the efficient drone-BS placement method described in Section 3.3.1 covers only one of the groups with the minimum required coverage area (red circle with dotted line), which is the optimal solution in this scenario without SNC. It provides a normalized profit of 3. On the other hand, the proposed JSNC method covers the group of users 2, 5, and 6, and offers incentives to the remaining users (blue circle with dotted line). Note that, not only coverage radius is expanded to 200 m, but also altitude, and horizontal location of the drone-BS is adjusted. Hence, JSNC provides total normalized profit of 4.16, which is 39% more than the previous method. Although the SNC can be beneficial for future wireless networks, it can increase computational complexity for 3-D drone-BS placement. In order to address this issue, three methods are proposed in this study with varying computational complexities. The performance of these proposed methods is compared by randomly placing 15 users in $W$ (Fig. 3.6) with parameters provided in Table 3.1. The cumulative distribution function (cdf) of the computation time of each method is given in Fig. 3.10. Note that, the computational complexity of the USNC is similar to that of the scheme without UIL, because once the drone-BS is placed, the optimal incentive to the users within the extended coverage area (D in Fig. 3.6) is calculated simply by using
(3.14). On the contrary, JSNC method, which considers the placement of the drone-BS jointly with the incentive amount to be offered to each user, has the highest computational complexity. Since the JSNC is a computationally costly method, semi-JSNC is proposed in Sec. 3.7. As shown in Fig. 3.10, semi-JSNC reduces computational time by more than 2 orders of magnitude. At the same time, the performance of the semi-JSNC method is very close to that of the JSNC as Fig. 3.11 demonstrates. Both JSNC and semi-JSNC outperform USNC in terms of normalized profit.

Finally, Fig. 3.12 shows the mean normalized profit with respect to the user density. The user density is calculated as

$$\frac{N_u}{\pi W^2}. \tag{3.45}$$

In this experiment, $W = 700$ m and a varying number of users from 10 to 27 are distributed randomly. For each number of users, 10 simulations are conducted, and the average of these simulations is calculated. Fig. 3.12 shows that semi-JSNC outperform USNC and the scheme without UIL, where the latter two provide very similar results. This indicates that USNC is not enough to attract enough number of users to provide a significant gain, and the situation does not improve with increasing density of users. On the other hand, gain
Figure 3.11: CDF of the profit obtained by the proposed methods.

from semi-JSNC increases with increasing user density, relative to the USNC gain. Note that, JSNC is not depicted in this figure, due to computational complexity.

3.9 Summary and Discussions

In this chapter, we proposed a novel method, SNC, based on exploiting the mobility of both the users and the drone-BSs. We first propose an uncoordinated SNC method, which is based on placing the drone-BS in 3-D space, and then offering the incentives to users. Although USNC is computationally efficient, the performance gain from considering these elements (drone-BS and UIL) separately provides a limited gain in terms of number of served users (added capacity to the system), because the drone-BS is not positioned by considering potential gain from UIL. In order to alleviate this issue, we proposed a joint-SNC method, which can be used to obtain the optimal incentives and 3-D coordinates simultaneously. However, the gain from UIL increases at the cost of computational complexity. Therefore, we propose a semi-joint SNC method, which is computationally more efficient
Figure 3.12: The comparison of the proposed methods based on mean unit profit versus the density of the users.

compared to joint-SNC, and provides similar results.

Once drone-BSs are efficiently utilized via SNC, their flexibility and customizable nature can make them suitable to enable agile networking, which is useful for many futuristic scenarios such as IoT, tactile internet, or green networking. Note that incentive methods are different than pricing, which focuses on QoS levels rather than user involvement [201]. However, especially when monetary incentives are considered, jointly determining pricing and incentive design can be beneficial to increase efficiency of wireless networks. In this thesis, the incentive design solely depends on the spatial location of the users. However, there can be many other dimensions to be considered, among which the QoS requirements stand out. Since the pricing mechanisms are good indicators of QoS levels, network congestion, and profitability, exploring their relation to incentive design can reveal beneficial frameworks for costly drone-BS operations. Finally, the placement and incentive options presented here are not necessarily ultimate placements and incentives, rather, they can serve as good a initialization for adaptive algorithms. Running such algorithms efficiently requires using capable data collection and processing methods, as well as successful integration of drone-BSs to the underlying terrestrial networks. These issues are discussed in the
following chapter.
Chapter 4

Integration of Aerial Nodes

In the previous chapters, we discussed that drones equipped with transceivers, i.e., drone base stations (drone-BSs) forming drone-cells, can help satisfy the demands of the future wireless networks [2, 31, 43, 62]. Moreover, they can utilize the latest radio access technologies (RATs), such as millimeter wave (mmWave), and free-space optical communication (FSO). In this chapter, we approach the relationship between drones and wireless networks from a holistic, system-level perspective. Miscellaneous assets of drones and placement options provide opportunity to create multi-tier drone-cell networks to enhance connectivity whenever, wherever, and however needed. Therefore, the main advantage of drone-cells is the radical flexibility they create for wireless networks. On the other hand, wireless networks can provide reliable, secure and high-capacity services to drones as UEs, e.g., delivery drones. The phenomenon of providing ubiquitous connectivity to diversified user and device types is the key challenge for 5G and beyond-5G wireless networks. The Achilles’ heel of the proposed technologies, such as decreasing cell size, cloud radio access networks (C-RAN), distributed antenna systems (DAS), and heterogeneous network (Het-Net) deployments, is their rather rigid design based on long-term traffic behaviour [202]. In case of unexpected and temporary events creating hard-to-predict inhomogeneous traffic demand [130], such as natural disasters, traffic congestion, or concerts, wireless networks may need additional support to maintain ubiquitous connections. Drone-cells address this need by increasing relevance between the distributions of supply (BSs) and demand (user traffic). They can be used opportunistically to leverage the heterogeneity, i.e., by dynamically deploying BSs with different power levels and RATs.
Although discussions on utilizing drone-cells in cellular networks have flourished recently [31, 35, 103, 203, 204], the readiness of cellular networks to employ such dynamic nodes has not been discussed. For instance, drone-cells require seamless integration to the network during their activity and seamless disintegration when their service duration is over. This requires the capability of configuring the network efficiently, for which configuration and management flexibility, and self-organizing capabilities of the 3GPP Long-Term Evolution (LTE) networks may not be adequate. Hence, updating the network, such as adding new applications, tools, and technologies, is time and money consuming [205].

Also, massive amounts of granular information about users and networks must be continuously collected and analysed by intelligent algorithms. Collecting, storing, and processing big data is challenging for existing wireless networks [202]. Moreover, it is not yet clear how to balance centralized (e.g., mobile cloud) and distributed (e.g., mobile edge computing) paradigms [205].

Recent proposals for future wireless network architectures aim at creating a flexible network with improved agility and resilience. Cloud computing, SDN, and NFV have been proposed to relax the entrenched structure of the wireless networks, increase openness, ease configuration, and utilize cloud computing for storing and analysing big data. At the same time, these technologies may decouple the roles in the business model into infrastructure providers (InPs), mobile virtual network operators (MVNOs), and service providers (SPs) [206], which also changes the owners and sources of information.

In order to utilize drone-cells in future wireless networks, we propose a drone-cell management framework and discuss the related business and information models. The proposed framework relies on creating intelligence from big data in the cloud and re-configuring the network accordingly by SDN and NFV. After analyzing capabilities of the proposed drone-cell management framework, we survey recent 3GPP standardization studies for 5G to assess the readiness of 5G to support drones, either as UEs, or transceivers (BS, relay, distributed unit (DU)).

This chapter begins with an overview of drone-BS systems, and the opportunities and challenges associated with them. Then, we introduce the DMF and discuss its affect on business and information models of the wireless networks. We evaluate effectiveness of the DMF with a case study including
4.1 The New Frontier in RAN Heterogeneity: Multi-Tier Drone-Cells

4.1.1 Descriptions and Opportunities

A drone-BS is a low-altitude\textsuperscript{1} unmanned aerial vehicle equipped with transceivers to assist the wireless networks \cite{31}, and drone-cell is the corresponding coverage area. Size of a drone-cell varies based on the drone-BS’s altitude, location, transmission power, RATs, antenna directivity, type of drone, and the characteristics of the environment. Hence, multi-tier drone-cell networks can be constructed by utilizing several drone types, which is similar to the terrestrial HetNets with macro-, small-, femtocells, and relays. A multi-tier drone-cell network architecture, assisting the terrestrial HetNets in several cases, is depicted in Fig. 4.1.

Drone-cells are useful in scenarios requiring agility and resiliency of wireless networks because they can prevent over-engineering. These type of scenarios can be categorized as temporary, unexpected, and critical, as shown in Table 4.1, where relevant test cases of the METIS\textsuperscript{2} project are listed \cite{208}. Based on the scenario, the benefit to the network from a drone-cell varies. For instance, in traffic jam, stadium, and dense urban information society scenarios, a drone-cell can help prevent unexpected or temporary congestion in the network. Alternatively, drone-cells can improve resilience of wireless networks by providing additional coverage in case of a natural disaster, or by enabling teleprotection for the smart grid.

Critical scenarios have challenging demands, such as very high data rates, high reliability, or low energy consumption. Beyond the benefits to the network, providing connectivity in some of these scenarios is important to prevent serious losses, for example by saving lives in emergency communications, or increasing the lifetime of sensors and actuators at hard to reach areas. In case of emergency communications, and tele-control applications, drone-cells can enable high data rates and reliability, especially for situations in which the

\textsuperscript{1}The classification of drones is a rather involved task due to their variety \cite[Ch. 5]{207}. However, in this context, the term “low-altitude” is used to differentiate drone-BSs from the high altitude platforms (HAPs) operating over 20 km.

\textsuperscript{2}Mobile and Wireless Communications Enablers for Twenty-twenty (2020) Information Society.
Figure 4.1: Multi-tier drone-cell networks can be used for many scenarios: 

1. Providing service to rural areas (macro-drone-cell),
2. Deputizing for a malfunctioning BS (macro-drone-cell),
3. Serving users with high mobility (femto-drone-cell),
4. Assisting a macrocell in case of RAN congestion (pico-drone-cell),
5. Assisting a macrocell in case of core network congestion or malfunctioning (macro-drone-cell),
6. Providing additional resources for temporary events, e.g., concerts and sports events,
7. Providing coverage for temporary blind spots,
8. Reducing energy dissipation of sensor networks by moving towards them (femto-drone-cell).

conventional modes of wireless access are either not present or difficult to establish. Mobility of drone-cells enables them to serve users with high mobility and data rate demand, e.g., for traffic efficiency and safety [208]. Alternatively, sensor-type devices requiring low energy consumption can benefit from drone-cells. Instead of forcing low-power devices to transmit to farther BSs, or deploying small cells densely, mobile sinks can be used. A
Table 4.1: An example of categorization of test cases of METIS requiring agility and resilience: An event can fall under one category or multiple categories and each combination may require different solutions. For instance, connectivity requirements in case of an only temporary event (e.g., stadium) may be addressed by over-engineering. Then, expenses of drone-BS operations may be compared to the expenses of over-engineering, including energy and maintenance costs. On the other hand, for both temporary and unexpected events, (e.g. traffic jam), drone-BSs may be utilized opportunistically. For temporary, unexpected and critical operations (e.g., emergency communications) drone-cells can provide much more than revenue, such as saving lives.

<table>
<thead>
<tr>
<th>Test Case</th>
<th>Temporary</th>
<th>Unexpected</th>
<th>Critical</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stadium</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Teleprotection in smart grid</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Traffic jam</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Blind spots</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Open air festival</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Emergency communications</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Traffic efficiency and safety</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Dense urban information society</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Massive deployment of sensor-type devices</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>

drone-cell can move towards clusters of devices and provide low-power communication due to its proximity and potential line-of-sight (LoS) connectivity. In particular, when unexpected events trigger massive sensor activity, drone-cells can reduce the overall stress on the network and increase the life-time of sensors. Note that the critical scenarios, in which the conventional wireless access options are not feasible, may render them as the first applications of drone-cells in providing (almost) carrier-grade service.

Although the flexibility of drone-cells allows utilizing them in versatile scenarios, it creates significant design, operation, and management challenges, which are discussed next.
4.1.2 Challenges of Drone-cells

**Efficient design**

Drones have been utilized for military, surveillance and reconnaissance applications for long time. However, their usage in cellular communications as drone-BSs is a novel concept under investigation. For instance, a preliminary implementation of an LTE eNodeB-based drone operation was presented in [203], where a remote radio head (RRH) was deployed on an off-the-shelf helikite. The helikite was tethered to a truck carrying the baseband unit (BBU), and optical fiber is used for the fronthaul. This tethered helikite design is due to the non-existence of drones that are specifically designed to operate as drone-BSs. Drones are generally designed for their task, which is the reason for their great variety [207, Ch. 5].

Drone-BSs would have unique requirements that can benefit from special-purpose designs, such as long-time hovering, long endurance, robustness against turbulence, minimum wing-span allowing MIMO, and provision of energy for transmission (in addition to flying). For instance, a hybrid-drone can be designed with vertical take-off capability of rotorcrafts and with collapsible wings (equipped with MIMO antenna elements and solar panels for energy harvesting), which can be unfolded for efficient gliding.

Designing the payload of drone-BSs is as important as determining their mechanics, e.g., size, aerodynamics, and maximum take-off weight [207, Ch. 9]. For efficient usage of the limited volume, weight, and energy of drone-BSs, the payload can vary according to the scenario. Several possible drone-cell configurations are listed below:

- **Drone-relay ("Drolay"):** Compared to small- or macro-BSs, relays require less processing power, because their RRH may be relatively simple and they may not require an on-board BBU. Hence, they operate with light payloads, i.e. additional equipments to the ones required for drone’s own operation, and potentially consume less power. The size and weight of RAN nodes may not be critical for terrestrial HetNets, however a lighter payload improves endurance and decreases CAPEX and OPEX significantly in drone-cell operations.

- **Small-drone-BS:** They resemble terrestrial small-BSs with wireless backhaul. If a reliable wireless fronthaul can be maintained despite the mobility of drone-BSs, its
advantage is twofold: First, it alleviates the weight and processing power required for an on-board BBU. Second, if combined with C-RAN, it can allow cooperation. C-RAN is useful particularly for dense HetNets [202], or when a fleet of drone-BSs are deployed. Scenarios (3), (4), (7), and (8) in Fig. 4.1 exemplify potential usage.

- Macro-drone-BS: They resemble terrestrial macro-BSs with wireless backhaul. They can be deployed for longer endurance, broader coverage, or increased reliability of the network, e.g., (1), (5) and (6) (Fig. 4.1). BBU can be included if a reliable wireless backhaul exists. Since coverage is strongly related to altitude and power, macro-drone-BSs may have a larger size, which allows more payload, e.g. medium-altitude long-endurance drones [207, Ch. 113].

In addition to the discussion above, efficient drone-cell design can be enhanced by advancements on low-cost and light-weight energy harvesting, high-efficiency power amplifiers, beyond visual LOS operations, and alternative fuels, to name a few.

Backhaul/fronthaul connection

In terrestrial networks, wireless backhaul/fronthaul is considered when fiber connectivity is unaffordable, e.g., dense HetNets or rural BSs. However, it is inevitable for multi-tier drone-cell networks. FSO and mmWave are promising for their high-rate and low spectrum cost. However, their reliability and coverage are limited, especially for inclement weather conditions [209, 210]. Although mobility of drone-cells help maintain LOS, it necessitates robustness against rapid channel variations.

Placement

Terrestrial BSs are deployed based on long-term traffic behaviour and over-engineering when necessary. However, drone-cells require quick and efficient placement. Therefore, it is of critical importance to determine the parameters affecting a drone-cell’s performance, such as its altitude, location, and trajectory based on the network demands [31, 32, 35, 43, 51]. For instance, if a drone-cell is utilized to release congestion in RAN within a
congested cell, the target benefit is to offload as many users as needed to the drone-cell [31]. Particularly, if the congestion is at the cell edge, the drone-cell can be placed right on top of the users there. On the other hand, if the congestion is at the backhaul, some of the most popular contents can be cached in a drone-cell for content-centric placement (Sec. 4.2.2). Moreover, placement of multi-tier drone-cell networks requires integrated evaluation of many other challenges.

4.1.3 Challenges of Multi-tier Drone-cell Networks

There are additional challenges of multi-tier drone-cell networks. Although these challenges are similar to those of terrestrial HetNets, the particular details related to drone-cells are discussed here.

- **Physical layer signal processing:** The link between the drone-cell and terrestrial nodes, i.e., air-to-ground links, have different characteristics than terrestrial channels [10, 20, 27, 29]. However, the research on air-to-ground links is not mature and the proposed channel models vary depending on factors such as temperature, wind, foliage, near-sea environments, urban environments, and the aircraft used for measurement campaigns, to name a few. For instance, higher ground speed causes rapid variation of spatial diversity; users at different locations with respect to the drone-BS can have different channel characteristics simultaneously [20]. Therefore, designing robust signaling mechanisms with strict energy constraints of drone-BSs is challenging.

- **Interference dynamics:** Drone-cells in proximity can suffer from co-channel interference for their air-to-ground links, and backhaul/fronthaul. Moreover, a drone-cell’s mobility creates Doppler shift, which causes severe inter-carrier interference for RATs at high frequencies (e.g., mmWave). In HetNets, interference of terrestrial and air-to-ground-channels can decrease capacity. Therefore, advanced interference management schemes, which consider the characteristics of air-to-ground links and mobility of drone-cells, are required.

- **Cooperation among drone-cells:** The dynamic nature of multi-tier drone-cell networks requires cooperation among drone-cells for efficiency in radio resource management. In addition to that, drone-cells can cooperate to adapt to the mobility of
the users to decrease handover, optimize power and resource allocations, and avoid collisions.

- **Infrastructure decision and planning:** The number and assets of drone-cells (e.g., access technology, memory, and speed) to be utilized for a multi-tier drone-cell network depend on circumstances, such as inclement weather conditions, size of the area to be served, type of service (e.g., virtual reality, internet-of-things), target benefit of the network (e.g., congestion release, resilience, low-latency), or service duration. Also, utilizing drone-cells with different access technologies can reduce interference, and increase capacity of multi-tier drone-cell networks, e.g., utilizing a macro-drone-cell with RF and small-drone-cells with mmWave to prevent frequency re-use. Hence, InPs must have a fleet which can respond to possible scenarios. To optimize the fleet and construct an efficient network, information sharing among all parties of the network, i.e., InPs, MVNOs and SPs, is required.

Cost, lack of regulations, security, and airworthiness are among other challenges of drones. The vital point of the matter is considering the effects of utilizing drones in highly sophisticated cellular communication networks, rather than using them for stand-alone applications, e.g., aerial photography or inspection. Therefore, drone-cells require an equivalently sophisticated management system, which is discussed next.

### 4.2 The Drone-cell Management Framework

A drone-cell is not a one-size-fits-all solution, instead, it is tailored based on the target benefit. Along with the management of individual drone-cells, multi-tier drone-cell networks require active organization and monitoring, e.g., for nodes changing location or cells becoming congested. Three capabilities are required to integrate drone-cells with already sophisticated cellular networks:

- **Global information:** The information gathered by BSs alone may be inadequate to generate intelligence for managing drone-cells. Global information, including location, type, and habits of the users, functionality of the BSs, and the contents to deliver must be stored and analyzed centrally. Big data and cloud computing can be effective solutions for that purpose.
• **Programmability**: Both drone-cells and network tools need to be programmed based on the network updates. Moreover, sharing the resources made available by a drone-cell can reduce the CAPEX and OPEX. NFV can provide these capabilities to the wireless networks.

• **Control**: Wireless networks must be configured efficiently for seamless integration/disintegration of drone-cells, such as changing protocols and creating new paths. SDN can be useful to update the network automatically via a software-based control plane.

The current LTE architecture does not embody all of these abilities, but cloud, SDN, and NFV technologies can enable a more capable wireless communication system [202].

### 4.2.1 Enabling Technologies for DMF

In this subsection, we briefly explain the technologies that increase capabilities of wireless networks and the interactions that are required to efficiently manage drone-cell-assisted wireless communications.

**Cloud and Big Data**

There are many ways to approach the problem of collecting and processing sufficient data (Table 4.2) in a timely manner for efficiently utilizing drone-cells. A cloud for drone-cells, consisting of computing power and data storage (Fig. 4.2), combined with big data analysis tools, can provide efficient and economic use of centralized resources for network-wide monitoring and decision making [205, 211]. If drone-cells are owned by a traditional mobile network operator (MNO) (Fig. 4.2), the cloud is merely the data center of the MNO (similar to a private cloud), where the MNO as an administrator can choose to share its knowledge with some other players or use it for its own business purposes. Alternatively, if the drone-BSs are provided by an InP, the InP can use the cloud to collect information from MVNOs and SPs (Fig. 4.2) and Table 4.2). In this case, it is particularly important to guarantee security, latency, and privacy. Benefit of the cloud can be better exploited
with a programmable (softwarized) network allowing dynamic updates based on big data processing, for which NFV and SDN can be enabling technologies.

Network Functions Virtualization

NFV alleviates the need for deploying specific network devices (such as packet and serving gateways, deep packet inspection modules, and firewalls) for the integration of drone-cells [205]. By virtualizing the above-network functions on general purpose servers, standard storage devices, and switches, NFV allows a programmable network structure, which is particularly useful for drone-cells requiring seamless integration to the existing network (4 in Fig. 2). Furthermore, virtualization of drone-cells as shared resources among M(V)NOs can decrease OPEX for each party (Section 4.2.2) [206]. However, the control and interconnection of VNFs becomes complicated, for which SDN can be useful [205].

Software Defined Networking

By isolating the control and data planes of network devices, SDN provides centralized control, global view of the network, easy reconfiguration, and orchestration of virtual network functions (VNFs) via flow-based networking (4 in Fig. 2). Specifically for cellular networks, a centralized SDN controller can enable efficient radio resource and mobility management [205], which is particularly important to exploit drone-cells. For instance, SDN-based load balancing proposed in [205] can be useful for multi-tier drone-cell networks, such that the load of each drone-BS and terrestrial-BS is optimized precisely. An SDN controller can update routing such that the burst of traffic from the drone-cells is carried through the network without any bottlenecks [211]. Similarly, in case of a natural disaster that causes the network to partially malfunction, network health information in the cloud can be utilized via SDN to route the traffic of drone-cells through undamaged parts of the network. Because SDN allows updating switches simultaneously (e.g., for new forwarding rules), it allows faster switching between RATs [212], which eases utilizing different RATs in multi-tier drone-cell networks. Furthermore, the architecture based on hierarchical SDN controllers for unified handoff and routing proposed in [212] can allow granular management of flows through drone-cells. For instance, the handoff strategy can be changed to a more complex proactive handoff for decreasing the latency of flows from
drone-cells. Alternatively, DMF may collaborate with the mobility management entities for efficiency, e.g., a drone-cell can follow high-mobility users on a highway (\(3\) in Fig. 4.1) to reduce handover. For further exploitation for the new degree-of-freedom introduced by the mobility of the drone-cells, the footprint of the drone-cells can be adjusted to optimize paging and polling, and location management parameters can be updated dynamically via the unified protocols of SDN.

**Business and Information Models of DMF**

In traditional cellular networks, an MNO owns almost the entire cellular network, such as BSs and core network, and sharing among MNOs is limited. However, future cellular networks may be partitioned between InPs, MVNOs and SPs [206]. For instance, high sophistication of drone operations may result in the drone-cell operator becoming a separate business entity, such as a drone-InP.

Fig. 4.2 represents a DMF with potential business and information models, and shows what is owned by these parties, and what information flows from them to the cloud. According to the model, all physical resources of the cellular network, including drone-cells, BSs, spectrum, and core network, are owned by InPs. The MVNO is responsible for operating the virtual network efficiently such that the services of the SP are delivered to the users successfully. Note that, in this model, perfect isolation and slicing is assumed such that an MVNO has a complete virtual cellular network [206].

Compared to the traditional cellular networks, more granular data is available, but it is distributed unless collected in a cloud. A brief list of information, which can be critical for the operation of the DMF, is provided in Table 4.2 along with its type, source, and usage [205]. The results of the processing are then used to orchestrate SDN and NFV for the purpose of integrating drone-cells into the networks. This mechanism is demonstrated in Section 4.2.2.

Note that such isolated business roles may not be realistic for the near future. Instead, the role of an MNO may get partitioned into three actors, namely, InP, MVNO, and SP. Since it will mature in the long run, this partitioning should not be considered as siloing, but rather specialization. Accordingly, unique pricing strategies and QoS monitoring requirements will likely appear for drone-cell operations. Although complex and expensive,
The figure illustrates the DMF mechanism and potential business and information model demonstrating partitioning of the traditional MNO into InP (cloud, server, drone-BS etc.) and MVNO:

1. Collect and store global data;
2. Process data for network monitoring and creating intelligence;
3. Provide guidance for drone-cell’s operation (placement, content to be loaded, access technology, service duration, coverage area, moving patterns);
4. Re-configure the virtual network of MVNO for drone-cell integration by SDN and NFV technologies, e.g., introduce another gateway to handle busy traffic and create new paths among the new and existing functions;
5. Drone-cell assists the network;
6. SP can continue delivering services successfully.

Drone-cell operations can increase revenues in several ways, such as enabling a leaner terrestrial network, service to high-priority users (e.g., for public safety), and continuity of challenging services even in cases of unpredictable high density traffic in areas with relatively insufficient infrastructure (Section 4.1.1).
Table 4.2: Various information that can be gathered in the cloud.

<table>
<thead>
<tr>
<th>Information</th>
<th>Type</th>
<th>Source</th>
<th>Use</th>
</tr>
</thead>
<tbody>
<tr>
<td>International Mobile Subscriber Identity (IMSI)</td>
<td>User</td>
<td>MNO</td>
<td>True identity of the user</td>
</tr>
<tr>
<td>User profile information</td>
<td>User</td>
<td>MVNO</td>
<td>Subscription type, activities</td>
</tr>
<tr>
<td>User’s location</td>
<td>Network</td>
<td>MVNO</td>
<td>Location</td>
</tr>
<tr>
<td>Device type</td>
<td>Network</td>
<td>MVNO</td>
<td>Location, resource allocation provisioning, etc.</td>
</tr>
<tr>
<td>Functionality of the nodes</td>
<td>Network</td>
<td>InP</td>
<td>Location, coverage extension, energy saving, etc.</td>
</tr>
<tr>
<td>User’s activity and navigation</td>
<td>Network</td>
<td>MVNO</td>
<td>Placement, consumption, lifestyle, etc.</td>
</tr>
<tr>
<td>Content</td>
<td>Usage</td>
<td>SP</td>
<td>Centers of interest, preferences, pricing, content delivery, etc.</td>
</tr>
<tr>
<td>Long-term historic data</td>
<td>Usage</td>
<td>SP</td>
<td>Content delivery, pricing, etc.</td>
</tr>
</tbody>
</table>

Challenges for DMF Implementation

Network management required for DMF involves the challenges of NFV and SDN. Slicing of drone-cells, isolation of the traffic of different MVNOs, migration of virtual network functions, virtual resource management, and scheduling can be listed among the major challenges related to NFV [206]. Regarding the SDN in DMF, the main challenges are providing a global view to the SDN controller, i.e., scalability, efficiency in programming new paths, and communicating with different virtual network entities and application interfaces [213]. Especially, latency as a performance indicator is critical for drone-cells. The flow- and cloud-based networking are promising approaches to overcome these challenges [205, 211–213].

Flow-based networking requires advancements, such as developing new routing protocols, interfaces, and applications. The major difficulties associated with the cloud are centralizing the distributed data, providing security, determining the level of sharing while satisfying the regulations, and providing the power required for processing massive amounts of data [202, 211]. In this sense, real-time collection and processing of the data required to manage a drone’s operation (e.g. tackling turbulence, avoiding collisions, tracking user mobility) is infeasible. Therefore, DMF is unlikely to alleviate the need for drones with high levels of autonomy [207, Ch. 70], but DMF can provide guidelines, as demonstrated in the following section.
4.2.2 A Case Study: 3-D Placement of a Drone-cell via DMF

Efficient placement is a critical and challenging issue for drone-cells. In this section, we propose an objective for DMF, meeting various demands simultaneously. Then, we numerically illustrate the benefit of using DMF by comparing the results with the efficient 3-D placement\(^3\) method proposed in Section 2.1, and show that DMF can split costs among MVNOs without detracting from the network benefit in a multi-tenancy model.

Let us consider that a drone-cell, managed via DMF, is used to assist a terrestrial HetNet with the following considerations:

- **Congestion release in RAN**: A set of users, \(U\), cannot be served by the BS because of the congestion. The objective is to serve as many users from the set \(U\) as possible by the drone-cell. Let \(u_i\) denote a binary variable indicating whether the \(i^{th}\) user in \(U\) is served by a drone-cell with orthogonal resources. Note that \(U\) is determined by MVNOs based on connection characteristics of each user [205] (Table 4.2).

- **Multi-tenancy**: An InP owns the drone-cell and sends it to the congested macrocell according to the intelligence provided by the cloud (Fig. 2). This network structure allows sharing the drone-cell’s resources, if desired, to maximize the revenue and reduce the OPEX. Assuming all users provide the same revenue (as in [31]), the number of users associated with an MVNO and served by the drone-cell can be a measure of the revenue provided to that MVNO. Hence, the objective becomes maximizing the number of served users, as well as forcing the drone-cell to serve the target number of users of each MVNO. Then, if the total number of MVNOs in the macrocell is \(J\), a \(J \times 1\) vector \(v\) can be calculated, such that its \(j^{th}\) element, \(v_j\), denotes the ideal number of MVNO \(j\’s\) users to be served by the drone-cell. Also, the cloud must store the vector \(u\) containing \(u_i\), which indicate whether user \(i\) is served by the drone-BS, and the matrix \(S\), which denotes the user-MVNO associations. \(S(i, j) \in \{0, 1\}\) indicates whether user \(i\) belongs to MVNO \(j\), which can be known from the subscriber information in the cloud (Table 4.2). Note that \(v\) is derived by cloud computing, based on several factors, such as agreements between the InP and MVNOs, pricing, user mobility, requested contents, and the scenario (Table 4.2, Fig. 4.2).

---

\(^3\)3-D placement concept is introduced in [31] because the probability of having LOS connection increases with increasing altitude, and, at the same time, path loss increases due to increased distance. Therefore, an optimum altitude is sought after, as well as an optimal area to cover in the horizontal domain.
Green wireless communications: A represents the energy cost of users. Hence, the drone-cell can be placed close to the energy critical users, such as sensor-type devices, or those at the blind spots (7 in Fig. 4.1). Device-type information is collected by the MVNO (Table 4.2).

Content-centric placement/Congestion release at the backhaul: \( \kappa_i \) indicates if the user \( i \) requests a popular and costly content (e.g., in terms of bandwidth or price), \( \kappa \), which is cached in the drone-cell. Hence, the placement can be adjusted according to the content requirements of the users. Note that decisions about which contents to be delivered depends on the short- and long-term data collected by SPs on usage, user habits, and so on (Table 4.2 and Fig. 4.2).

Then, a comprehensive placement problem can be written as

\[
\begin{align*}
\max_{p, u_i} & \quad \omega_1 \sum_{i \in U} u_i + \omega_2 \|Su - v\| + \omega_3 \|Su - \Lambda\| + \omega_4 \kappa_i \\
\text{s.t.} & \quad Q(p, u_i) \geq q_i, \quad \forall i = 1, \ldots, |U|, \\
& \quad \sum_{i \in U} u_i R_i \leq C, \quad \forall i = 1, \ldots, |U|, \\
& \quad u_i \in \{0, 1\}, \quad \forall i = 1, \ldots, |U|,
\end{align*}
\]

(4.1)

where \(||\|\) represents the cardinality of a set and vector norm operation, respectively; \( \omega \) represents the weight of each benefit; \( p \) denotes the location of the drone-cell in 3-D space; \( Q(p, u_i), q_i, \) and \( R_i \) denote the QoS delivered to the \( i^{th} \) user from the drone-cell at location \( p \), the minimum tolerable service quality e.g., signal-to-noise ratio (SNR), and the required resources to serve the \( i^{th} \) user (e.g., bandwidth), respectively. \( C \) represents the capacity of the drone-cell and \( P \) denotes the set of allowable locations for placing the drone-cell, such as the allowed distance from the buildings according to regulations, or the positions with LOS links to the backhaul/fronhaul node. Note that the weights among the benefits, \( \omega_i \), can be determined based on their importance to the owner of the drone-cells. Similarly, determining \( \omega_i, v, \) and \( \kappa_i \), based on their importance to the owner of the drone-cells, are interesting problems themselves.

The generic problem in (4.1) is mathematically formulated in [31] by assuming \( \omega_1 = 1 \).
and the rest of the weights are 0. Air-to-ground channel model in [27] relates the size of a drone-cell to the altitude of the drone-BS. Therefore, both horizontal and vertical coordinates of a drone-BS must be determined simultaneously. Hence, an efficient 3-D placement algorithm is proposed to find the optimal altitude, as well as an optimal area to cover in the horizontal domain as in Section 2.1. As a result, maximum number of users are covered with a minimum required area. In this part of the study, 3-D placement of a drone-cell is improved to allow and regulate multi-tenancy by DMF.

If single-tenancy is considered, only users subscribed to MVNO₁ are served by the drone-BS (as in Chapters 2 and 3). If multi-tenancy is allowed, users of both MVNO₁ and MVNO₂ can be served. In this case, it is important to regulate the amount of service delivered to each MVNO, so that their agreements with the InP is not violated. Therefore, we assume that $\omega₁ = \omega₂ = 1$, and $\omega₃ = \omega₄ = 0$ corresponds to the case of regulated multi-tenancy with DMF, and only $\omega₁ = 1$ corresponds to either single-tenancy, or multi-tenancy without DMF.

For a numerical comparison, assume that there are 30 users that cannot be served by the terrestrial HetNet. They are distributed uniformly and arbitrarily subscribed to one of the two available MVNOs. The QoS requirement for all users is the minimum SNR (100 dB maximum tolerable path loss). Also, MVNOs are identical, e.g. in terms of their agreements with InP, user priorities, and QoS requirements. Therefore, $v₁ = v₂ = 15$, which is in favour of providing an equal amount of service to each MVNO. Hence, they can share the cost of the drone-cell equivalently.

Fig. 4.3 shows how the placement of a drone-cell changes with respect to policies, namely, single-tenancy and multi-tenancy with and without DMF. The circular areas indicate the coverage of the drone-cell, and enclosed users are served by the drone-BS, i.e., their QoS requirements are satisfied. In case of single-tenancy, the coverage area is shown with the red circle, and a total of 6 users of MVNO₁ (users shown with blue squares 2, 4, 5, 8, 10, 23) are covered. Note that, users 9 and 16 belonging to MVNO₂ are not served in this case. On the other hand, 10 users are enclosed in both green and orange drone-cells with multi-tenancy. In the orange drone-cell representing the placement without DMF, 6 users belong to MVNO₂ and 4 users belong to MVNO₂. Hence, the resources of the drone-BS are not equally distributed as suggested by the cloud. That may reduce the benefit of the
network, e.g., MVNO₂ may reject the drone-BS’s services. However, when DMF is considered, 5 users of each MVNO are served in the green drone-cell. At the same time, there is no compromise in the network’s benefit, since the total number of served users remains the same in both multi-tenancy scenarios. Note that not only single- or multi-tenancy (red vs. green and orange circles), but also regulating the service among MVNOs changes the placement (green vs. orange circles).

In order to clarify the advantage of DMF, we compared single-tenancy [31] with multi-tenancy regulated by DMF. In Fig. 4.4, 30 idle users in four different environments [28] are randomly distributed, and the results of 100 Monte Carlo simulations are averaged. It shows that MVNO₁ serves almost the same number of users (1-2 users less in each case) when it shares the drone-cell with MVNO₂. In turn, the drone-cell’s cost can be reduced by a factor of two. Moreover, the total number of served users increases (approximately 1.5
times), which means that more congestion is released from the network.

Although implicit here, the number of covered users can also indicate the amount of injected capacity, enhanced coverage, and reduced re-transmission time in a congested scenario. Moreover, we have demonstrated the 3-D placement of one drone-cell, although, multi-tier drone-cell networks require additional considerations, such as inter-cell interference, cell density, cooperation of drone-cells, and green networking. Therefore, collecting data to define the problem in (4.1), and then analyzing it efficiently requires a holistic and centralized cellular network, rather than the existing distributed one. The better drone-cells are managed, the more the advantages of their flexibility can be exploited.

Figure 4.4: Mean number of users covered by the drone-cell with 3-D placement in different environments.
4.3 Drone-BS Integration with Virtual Wireless Access

Wireless access virtualization has been considered as one of the key methods to exploit densification, multiple radio access technologies, and MIMO capabilities of future wireless networks [214, 215]. In this section, we investigate the synergy between the flexibility of virtual wireless access (VWA) techniques and integration needs of drone-BSs.

The VWA framework under consideration incorporates user-centric transmit point (TP) clusters and provides macro-diversity gain. Although this VWA framework is similar to user-centric no-cell (UCNC) that is widely used in the literature [216], the VWA framework does not have overlapping clusters. The core idea of UCNC is exchanging the classical wireless “cell” with virtual cells formed around users, such that users do not experience edge conditions. That is achieved by forming serving TP groups for each user based on a specific criterion, such as reference signal received power [215, 217]. The formation of virtual cells can be achieved via several methods, such as beamforming and coordinated scheduling. The study in [218] proposes a user-plane virtualization method, which takes advantage of cloud-RAN and device-to-device communications for a given TP set. Similar to the study in [215], [214] allows users to request service or interference nulling from TPs causing strong and moderate interference, respectively. That method requires careful setting of parameters and does not consider the joint effect of all user choices.

Integration of a drone-BS into the VWA framework is shown in Fig. 4.5, where 3 TPs and a drone-BS are serving users. Two TP groups, i.e., virtual cells, are formed as depicted with dotted lines. These groups are determined by considering user distribution for a snapshot, which may include several scheduling intervals. In Fig. 4.5, TP1 and TP2 have the highest number of users experiencing edge conditions, as well as the drone-BS and TP3. Moreover, in Fig. 4.5 drone-BS is positioned to cover the maximum number of users with minimum area [31]. The depicted scenario here is an ideal case to benefit from the drone-BS, because those users are clustered at the edge of one of the TPs (TP3). In this framework, it is important to both place the drone-BS in 3D space and determine best TP groupings for the benefit of the network. However, in the beginning of a snapshot, neither the position of the drone-BS, nor the TP groups are known. Therefore, we propose several strategies to find optimal solutions for this involved problem.
The contributions of this study is twofold: First, we propose a long-term and interior-point based efficient TP grouping method. A convex problem is formulated, and the optimal solution is obtained by using the CVX tool of MATLAB [198]. The long-term, or average, TP groups are obtained to facilitate integration of drone-BSs, which is also performed on average channel models, rather than instantaneous decisions. Although this study focuses on downlink communications, the considered channel models are reciprocal. Second, we integrate a drone-BS into terrestrial system as an intrinsic component of the VWA framework, which is a novel system setting. In the literature either orthogonal resources are assumed for air- and ground-borne communications, or drone-BSs are positioned to minimize interference without any efficient coordination between terrestrial TPs and drone-BSs.

On the contrary to many studies in the literature, we assume variable altitude and horizontal location, as well as complex air-to-ground channel models. In this study, drone-BS is not only positioned in 3D space to provide the most efficient service to the users, but also to obtain the most beneficial TP grouping. Note that in this case neither the TP group, nor the 3D position of the drone-BS are known. Therefore, we propose, first a sequential algorithm, where a drone-BS is efficiently placed in 3D space, and then the TPs are grouped. Furthermore, we propose methods for jointly placing the drone-BS and finding the optimal
4.3.1 System Model

Consider $N$ terrestrial transmit points (TPs) in a set $\mathbb{T} = \{\text{TP}_1, \text{TP}_2, \ldots, \text{TP}_N\}$, and $M$ users in a set $\mathbb{U}$ are distributed with an arbitrary model in an area. The location of each user $j$ is known and represented by $(x_j, y_j)$. Then the received power of a user $j$ from a TP $i$ is calculated as

$$P_{Rji}^i = P_{TX}^{i} - L_{ji} + G_a + \sigma^2,$$

(4.2)

where, $P_{TX}$, $G_a$ and $\sigma^2$ represent the transmit power, antenna gain, and power of the Gaussian noise, respectively. The path loss from TP $i$ to user $j$ is indicated by $L_{ji}$, and adopted from [219] as

$$L_{ji} = 128.1 + 37.6 \log_{10}(d_{ji} \times 10^{-3}),$$

(4.3)

where $d_{ji}$ is the horizontal distance between a user $j$ and TP $i$ in meters. Assume several TPs are grouped to form set $\mathcal{G}_g$ containing indices of the TPs in the group, and the subscript $g$ denotes the group index. Then, SINR for a user $j$ that is served by the TPs in set $\mathcal{G}_g$ becomes [217]

$$\text{SINR}_j = \frac{\sum_{i \in \mathcal{G}_g} P_{Rji}^i}{\sum_{k \in \mathcal{G}_g} P_{Rjk}^k + \sigma^2},$$

(4.4)

Accordingly, the spectral efficiency (SE) for the same user $j$ is

$$\text{SE}_j = \frac{1}{|\mathcal{G}_g|} \log_2(1 + \text{SINR}_j),$$

(4.5)

where $|\cdot|$ denotes the cardinality of a set, i.e., number of TPs in the group.

Although TP cooperation can improve SINR$_j$, SE may degrade due to large number of TPs in a group. Therefore, there is a trade-off between the number of TPs in a group, $|\mathcal{G}_g|$, and the interference reduction due to grouping. In order to reap the benefits of grouping as much as possible, we will be grouping the TPs based on user distributions, i.e., by grouping the TPs that cause most interference on users. However, before continuing with the details of the TP grouping methods, let us re-visit the air-to-ground channel characteristics very...
briefly for ease of reference.

**Air-to-Ground Channel Model**

We adopt the channel model in [27] as in the previous sections and briefly discuss the key aspects in this section. The air-to-ground channel differs from the terrestrial channel due to its higher chance of LoS connectivity. Hence, the air-to-ground channel model considers likelihood of LoS connectivity in path loss calculations. Moreover, the effect of the environment, e.g., density and average heights of the buildings, should also be considered.

The probability of having LoS for user $j$ depends on the altitude of the drone-BS, $h$, and the horizontal distance between the drone-BS and $j^{th}$ user, which is $r_j = \sqrt{(x_D - x_j)^2 + (y_D - y_j)^2}$ for the $j^{th}$ user located at $(x_j, y_j)$ and the drone-BS at $(x_D, y_D)$. The LoS probability is given by [28]

$$P(h, r_j) = \frac{1}{1 + a \exp \left( -b \left( \arctan \left( \frac{h}{r_j} \right) - a \right) \right)},$$

(4.6)

where $a$ and $b$ are constant values depending on the type of the environment, e.g., urban or suburban. In this setting, the altitude of the user, and the antenna heights of both the users and the drone-BS are neglected. Also, omnidirectional antennas are assumed to be utilized. Then the path loss expression becomes [28]

$$L(h, r_j) = 20 \log \left( \frac{4\pi f_c}{c} \right) + 20 \log \left( \sqrt{h^2 + r_j^2} \right) + P(h, r_j)\eta_{LoS} + (1 - P(h, r_j))\eta_{NLoS},$$

(4.7)

where $f_c$ is the carrier frequency (Hz), $c$ is the speed of light (m/s), $\eta_{LoS}$ and $\eta_{NLoS}$ (in dB) are respectively the losses corresponding to the LoS and non-LoS connections depending on the environment. Equivalently, (4.7) can be written as

$$L(h, r_j) = 20 \log \left( \sqrt{h^2 + r_j^2} \right) + AP(h, r_j) + B,$$

(4.8)

where $A$ and $B$ are constants such that $A = \eta_{LoS} - \eta_{NLoS}$, and $B = 20 \log \left( \frac{4\pi f_c}{c} \right) + \eta_{NLoS}$. Note that the path loss model presented here is a function of both horizontal and vertical positioning parameters, and it is a result of the 3D position of the drone-BS relative to the ground users.
4.3.2 Optimal TP Grouping and Drone-BS Integration strategies

TP grouping is a fundamental step for VWA framework. Hence, we first discuss optimal TP grouping for terrestrial TPs, i.e., TPs at fixed locations. Afterwards, we propose two methods for drone-BS integration. The first method is sequential, where the drone-BS is positioned based on an efficient 3D placement method (Chapter 2), and then grouped with terrestrial TPs. Second, the positioning of drone-BS and grouping for TPs are obtained jointly by utilizing artificial intelligence methods, namely, Q-learning and double Q-learning.

**Optimal TP Grouping**

In this section, we propose long-term TP groups and find the optimal grouping for a given group size, TP and user locations based on average channel statistics given in Sec. 4.3.1. Note that “long-term” refers to non-instantaneous updates on TP groups. For instance, the study in [215] wraps the grouping algorithm around the scheduler, such that at approximately each scheduling interval, one of the overlapping TP groups is chosen. Instead, here the update of the TP groups can be performed over several scheduling intervals, and the frequency of updates can be determined with respect to the user mobility.

Assume that since the TPs in the same group will coordinate their transmission via methods such as beamforming and coordinated scheduling, they will cause minimal or no interference for the users they are serving. Therefore, assume a binary $N \times N$ matrix

$$
B = [b_1 \ b_2 \ ... \ b_N],
$$

where $b_i$ indicates if other TPs are in the same group with TP $i$ or not, such that if $b_{ik} = 1$, then TP $i$ and $k$ are in the same TP group, and vice versa otherwise. Then, the problem for grouping TPs can be formulated as follows:

$$
\begin{align*}
\text{maximize} \quad & \sum_{j \in U} \sum_{i \in T} \frac{P_{\text{R}ij}}{\sum_{k \neq j} N_{k,j} P_{\text{R}kj} \times (1 - b_{ik}) + \sigma^2} \\
\text{s. t.} \quad & \sum_{k} b_{ik} \leq G, \quad \forall i = 1, \ldots, N, \quad (4.10) \\
& b_{ik} \in \{0, 1\}, \quad \forall i = 1, \ldots, N, \forall k = 1, \ldots, N, \quad (4.11)
\end{align*}
$$

where $G$ denotes the maximum group size. In the above form, this problem is non-convex
due to the binary variables \( b_{ik} \), and (4.9).

The non-convex (4.9) and binary constraint (4.11) makes the problem very hard to solve. In fact, we obtain a similar problem by modifying the formulation as follows: First, note that it is possible to relax the binary constraints and change the objective function with an equivalent form. When (4.11) is relaxed as \( b_{ik} \in [0, 1] \), and with the help of (4.10), the optimal solution will still be at the boundaries of the search space. It means that the BSs that interfere the most will have \( b_{ik} = 1 \). This fact can be observed from the linearity of the denominator of (4.9). Then, consider that (4.9) is a linear-fractional, which is defined as the problem of maximizing (or minimizing) a ratio of affine functions over a polyhedron. Linear-fractional problems are quasiconvex in the feasible region, where the denominator is positive. They can also be converted into linear programs and be solved with interior-point based methods. However, we leave linear-fractional programming based re-formulation for future work. When the reciprocal of the objective function is taken and the problem is changed from maximization to minimization, we obtain a similar convex optimization problem that results in optimal TP groupings. Duality gap and showing the precise relation of the original and modified formulations are left for future work. Note that the \( P^R_{ji} \) values are known, i.e., constants for BSs at known locations, and the only variable is \( b_{ij} \). Hence, the reciprocal of the (4.9) becomes a linear function (noting that \( b_{ij} \) are relaxed). The final formulation is as follows:

\[
\minimize_{\{b_{ij}\}} \sum_{j=1}^{U} \sum_{i=1}^{I} \frac{\sum_{k=1}^{N} P^R_{jk} \times (1 - b_{ik}) + a^2}{P^R_{ji}} \\
\text{s. t. } \sum_{k=1}^{N} b_{ik} \leq G, \quad \forall i = 1, \ldots, N, \quad (4.13) \\
b_{ij} \in [0, 1], \quad \forall i = 1, \ldots, N, \forall k = 1, \ldots, N. \quad (4.14)
\]

Note that this method is different than grouping the TPs based on their mutual distance, because the TPs are grouped based on the locations of the users. For instance, the TPs that have the most number of users at the edge are likely to be grouped with each other, even though there are other TPs in proximity (Fig. 4.5). On the other hand, (4.12) does not consider fairness, such that the optimal solution may be obtained by sacrificing some users with low-SINR.
Sequential Integration of a Drone-BS

Recall that in Chapter 2, it is discussed in detail that placement of drone-BSs differ from placement of terrestrial TPs due to their mobility and agility. Neither the size nor the location of the coverage area of a drone-BS is known apriori. Despite the experiments and analysis performed for placement of terrestrial TPs, the location of a drone-BS is determined dynamically by considering current network situation. The network situation can include QoS requirements and locations of users, as well as locations and transmit powers of terrestrial TPs. In Section 2.1, we proposed an efficient 3D placement method, which is also adopted in this study as the first part of the sequential integration method. The efficient 3D placement algorithm optimally finds the coverage area with the minimum required size, i.e., energy expenditure, to cover the maximum number of users. That may be inline with the objective of this study, because increasing the performance of the maximum number of users can have the largest impact on (4.9), especially if those users are experiencing edge conditions (Fig. 4.5).

For ease of reference, we would like to briefly re-visit the key findings in Section 2.1. Let $R$ denote the radius of the area to be covered by the drone-BS, and $\beta$ denote the ratio of the altitude to the coverage region, such that

$$\beta = \frac{h}{R}. \quad (4.15)$$

In fact, based on the channel model explained in Section 4.3.1, there exists an optimal $\beta$, i.e., $\beta^*$, which results in the largest possible $R, R^*$ for a $h$ [31]. Note that if a user is covered, $r_i \leq R$ must be satisfied. Furthermore, assuming maximum tolerable path loss as the desired QoS criteria, $R^*$ should be small enough the satisfy this property. Then, a user $j$ is served by the drone-BS if $r_i \leq \Lambda$, where $\Lambda$ represents the $R^*$ for the environment and the maximum tolerable path loss value of the user. Then, after manipulations, a 3D placement problem with the objective of covering maximum number of users can be formulated as the following mixed integer quadratically-constrained optimization problem

$$\begin{align*}
\text{maximize} & \quad \sum_{i \in \mathcal{U}} u_j \\
\text{s. t.} & \quad r_j \leq \Lambda + (1 - u_j)K, \quad \forall j = 1, \ldots, M, \\
& \quad x_l \leq x_D \leq x_u,
\end{align*}$$
where $u_j$ is a binary variable indicating whether a user $j$ is covered by the drone-BS or not, $K$ is a sufficiently large number to alleviate multiplication to comply with disciplined convex programming rules [198], and subscripts $u$ and $l$ denote upper and lower limits placement options, respectively. Note that neither $R$, nor $h$ are variables of (4.16). However, it is very easy to obtain $R$ from the location of the covered user with maximum $r_j$, and then $h$ can be derived by using $R$ and (4.15). These tricks reduce the number of variables and complexity of the problem, Thus, the problem can be easily solved by using interior-point optimizer of MOSEK. Note that the snapshot analysis in this thesis suggest many assumptions, among which the fixed association of users to TPs can be the most limiting along with the fixed transmit power of TPs. In fact, the modern wireless systems can more dynamically update user associations and perform advanced resource allocation. However, considering these factors results in a rather complex problem. The novel methodologies proposed in [220] and [221] can be the state-of-the-art solution methods for this type of problems. In particular, the study in [220] extends the classic fractional programming to solve continuous multiple-ratio convex-concave problems with a novel quadratic transformation. For instance, effectiveness of the proposed fractional programming method is demonstrated on a classic power control problem, where a set of single-antenna base stations each serve a single antenna user problem. In fact, the proposed method is shown to be easily generalized to a rate utility function. The study in [220] is particularly useful to consider power allocation with TP groupings, as well as updating the user associations. However, since the methods in [220] are proper for continuous problems, a disjoint approach between power allocation and TP grouping would need to be performed. Fortunately, the study in [221] advances [220] with the Lagrangian dual transform to solve discrete problems, such as user scheduling, which are more challenging. That is especially useful to improve this study to wrap the TP grouping, which is also a discrete problem, around scheduling. Since the proposed fractional programming algorithm outperforms the well-known weighted minimum mean-square-error algorithm that is used to solve similar problems, the methodology in [221] is promising to tackle with the increased complexity due to the VWA framework. Finally, the overall sequential algorithm for each snapshot is given in Algorithm 2.

\begin{align*}
\frac{c_l}{u_i} &\leq y_d \leq \frac{c_u}{u_i}, \\
u_i &\in [0, 1], && \forall i = 1, ..., M.
\end{align*}
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Algorithm 2 Sequential Drone-BS Integration Algorithm

**Input:** $P_{R_{ji}} \forall i, j$, TP group size $G$.

**Output:** Optimum 3D location of the drone-BS and optimum TP grouping.

1: $T \leftarrow \{\text{TP}_1, \text{TP}_2, ..., \text{TP}_N\}$, $B_0 \leftarrow 0_{N \times N}$
2: **find** $\beta^*$ using bisection search in Section 2.1, and **derive** $R^*$
3: **run** efficient 3D placement algorithm
4: $T \leftarrow T \cup \{\text{TP}_{N+1}\}$
5: **calculate** $P_{R_{ji}} \forall j = 1, ..., N, \forall i = 1, \ldots, M$
6: **run** optimal TP grouping
7: $B_0 \leftarrow B$  \hspace{1cm} $\rightarrow$ Obtain $B$, the optimal TP grouping matrix

4.3.3 Reinforcement Learning Based Integration of a Drone-BS

In the previous section, TP groups are determined after the drone-BS is positioned, i.e., sequential integration. In this section, TP grouping and drone-BS placement will be performed simultaneously by using reinforcement learning (RL). It is a useful learning method that interprets the interactions between an *agent* and its *environment* to learn the best policies to follow for a successful outcome. It is particularly useful when learning has to be done on-the-go, i.e., no prior large data set, or environment model is available. Reinforcement learning is useful because when the positioning of the drone-BS is considered jointly with TP grouping, the received power values, $P_{R_{ji}}$ and $P_{R_{jk}}$ in (4.9), become non-linear functions of drone-BS location. Then, even with the relaxation of binary variables as discussed in Section 4.3.2, the problem remains non-linear and does not comply with disciplined convex programming rules [198]. Hence, utilizing learning-based methods or heuristic optimization methods is a viable option.

A branch of practical RL algorithms are temporal-difference (TD) learning algorithms. Q-learning is among the most popular TD learning algorithms, and it is used to solve drone-BS related problems [41, 74, 122, 222]. Q-learning gets its name from the Q-function, $Q(S_t, A_t)$, which indicates the value of taking a certain *action*, $A_t$ at time $t$, in *state*, $S_t$. Here, the *state* refers to the observation on the environment, and *action* is what an agent can do. As a result, a reward is obtained as shown in Fig. 4.6.

In this study, Q-learning is especially chosen, because we formulate the joint drone-BS
positioning and TP-grouping problem similar to “grid world” problems [223–225]. Although the characteristic grid world problem consists of a 2-D maze, here we have a 3-D maze as shown in Figure 4.7.

Similar to other grid world problems, states corresponds to the location of the drone-BS on the grid as well as its TP group, and actions are the movements of the drone-BS and TP grouping. In other words, two actions are simultaneously taken at each state: The position of the drone-BS for the next state is chosen and the TP groups are formed. In particular, the corresponding action can be shown as

$$A_t = (\Delta x_t, \Delta y_t, \Delta z_t, b_t),$$  

(4.17)

where $\Delta x_t$, $\Delta y_t$, $\Delta z_t$ correspond to the displacement of the drone-BS in $x$, $y$, and $z$ dimensions, respectively. The actions in each dimension consists of increment or decrements based on the corresponding step size, i.e., $+\delta x$, $-\delta x$, $+\delta y$, $-\delta y$, $+\delta z$, $-\delta z$. This allows the drone-BS to discover the grid world to identify the most beneficial positioning. Also, $b_t$ represents the update in TP groupings, i.e., which row of $B$ is chosen for to group the drone-BS with other TPs. Note that $B$ is a binary matrix, where each column indicate a TP, and the non-zero element(s) in each row indicate the TPs that are grouped with the drone-BS. For instance, when the group size, $G = 2$, the drone-BS can be grouped with only 1 of the
TPs. Assuming 2 TPs, the TP-grouping options can be represented as follows

$$\mathbf{B} = \begin{pmatrix} 0 & 0 & 0 \\ 1 & 1 & 0 \\ 1 & 0 & 1 \\ 0 & 1 & 1 \end{pmatrix}.$$  

Assume here that the first two columns represent TPs and the last column represents the drone-BS. Then, the first two rows indicate that the drone-BS is not grouped with TPs. On the contrary, the last row indicates that the drone-BS is grouped with one of the TPs. Hence, action in this problem consists of two parts, because the 3D placement problem is jointly solved with TP grouping. Similarly, a state is represented as $S_t = [x_t, y_t, z_t, \mathbf{B}]$, where $x_t$, $y_t$, $z_t$ represent the location of the drone-BS in x, y, and z dimensions. These locations correspond to grid points.
Then, a reward, $\Theta$, is obtained from the environment. Note that snapshot analysis are conducted and the air-to-ground channel model depends on average characteristic instead of instantaneous channels. Therefore, both user locations and channel conditions are assumed to be static at least until convergence. An appropriate reward for this problem is the improvement on the average spectral efficiency, which is calculated as

$$\Theta^{t+1} = \frac{\sum_{j=1}^{M} \text{SE}_{j}^{t+1}}{M} - \frac{\sum_{j=1}^{M} \text{SE}_{j}^{t}}{M}. \quad (4.18)$$

Note that $\text{SE}_{j}^{t+1}$ is calculated by using (4.4) and (4.5) based on TP groups formed at each time step. Finally, the Q-function is updated as [223]

$$Q(S_t, A_t) \leftarrow Q(S_t, A_t) + \alpha \left[ \Theta^{t+1} + \gamma \max_a Q(S_{t+1}, A) - Q(S_t, A_t) \right], \quad (4.19)$$

where $\alpha$ and $\gamma$ denote learning rate and discount factor, respectively. Actions are chosen with decaying $\epsilon$-greedy policy.

Q-learning has a maximization bias since both the update in (4.19) and $\epsilon$-greedy policy favors the largest $Q$ value [223]. A practical remedy to this problem is utilizing double $Q$-learning, which significantly alleviates the maximization bias problem by utilizing two $Q$-functions, $Q_1$ and $Q_2$. In this case, the update equation becomes

$$Q_1(S_t, A_t) \leftarrow Q_1(S_t, A_t) + \alpha \left[ \Theta^{t+1} + \gamma Q_2(S_{t+1}, \arg\max_a Q_1(S_{t+1}, A) - Q_1(S_t, A_t) \right]. \quad (4.20)$$

The decision on whether to update $Q_1$ or $Q_2$ is taken randomly at each episode, e.g., based on a coin toss. When $Q_2$ is selected for an update, $Q_1$ and $Q_2$ must be switched with each other in (4.20). On the contrary, the action selection at the beginning of each episode can be based on the summation, or average of both $Q_1$ and $Q_2$ values.

Note that the reward, $\Theta$, in (4.18) represents a different objective than the sequential integration. While $\Theta$ is focused on improving SE, the sequential integration also focuses on exploiting the drone-BS as much as possible by serving maximum number of users. In order to investigate drone-BS exploitation, we propose the following reward function with normalized SE and served user values:

$$\Theta_2^{t+1} = \frac{1}{M} \left( \frac{\sum_{j=1}^{M} \text{SE}_{j}^{t+1}}{\max(\text{SE}_{j}^{t+1})} - \frac{\sum_{j=1}^{M} \text{SE}_{j}^{t}}{\max(\text{SE}_{j}^{t})} + m_{t+1} - m_t \right). \quad (4.21)$$
where $m_t$ indicates number of users served by the drone-BS at time $t$. In $\Theta_2$, both the number of covered users and average SE has the same importance. However, it is possible to change the objective function based on the network benefit. For instance, if covering more users with tolerable service quality is more important than improving SE, e.g., due to a service level agreement, the weight for number of covered users can be increased. In the following section, several interesting simulation results and related discussions are provided.

### 4.3.4 Simulation Results and Discussions

First, we demonstrate the effectiveness of the TP grouping algorithm presented in Sec. 4.3.2 for different TP group sizes. 10 TPs and 200 users are randomly distributed in a $5000 \times 5000$ m area over 1000 Monte Carlo runs. Fig. 4.8 shows the CDF of the average SE for different group sizes, $G$, which indicate the number of TPs in a group. Note that $G = 1$ indicates that there is only 1 TP in each group, i.e., VWA framework is not utilized. First, utilizing VWA increases average SE. However, the SE improvement due to increasing $G$ becomes less significant because of cost of cooperation in (4.5). A similar trend can be observed for SINR inside Fig. 4.8. Although the improvement in SINR is maintained, it
becomes less significant with increasing $G$ as shown. Hence, Fig. 4.8 gives us two key messages: First, once some TPs causing most significant interference to each other are grouped, adding further TPs to the group size may not be significantly helpful. Second, considering that increasing the group size adds to the coordination complexity and is likely to increase overhead, determining the needed amount of improvement on average network performance is important. In other words, increasing the group size does not always mean that the overall network performance will be improved. In fact, determining optimal group sizes under various network conditions, e.g., centralized management vs. distributed management, under various user distributions and so on, is an interesting investigation on its own.

In the second set of experiments, 3 TPs and a drone-BS are utilized in a 1500 m × 1500 m environment. Table 4.3 summarizes simulation parameters along with air-to-ground channel parameters of the urban environment. Group size is chosen as 2 in light of the previous experiment. For each Monte Carlo run, the TPs and users are uniformly distributed. Fig. 4.9 shows the CDF of average SE with sequential integration, Q-learning, double Q-learning, double Q-learning with $\Theta_2$ in (4.21), and without using a drone-BS (only terrestrial TPs form virtual cells). There are two types of drones: Type – I drone-BS utilizes omni-directional antennas, which causes interference for the users that are outside of the coverage area of the drone-BS. Type – II drone-BS utilizes directional antennas, which prevents interference for the users outside of the coverage area. On the contrary to a Type – I drone-BS, a Type – II drone-BS does not contribute to the SINR of the users that

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_c$</td>
<td>2.5 GHz</td>
<td>Noise power($\sigma$)</td>
<td>-94 dBm</td>
</tr>
<tr>
<td>$P_{TX}$</td>
<td>40 dBm</td>
<td>$P_{TX_{drone}}$</td>
<td>38 dBm</td>
</tr>
<tr>
<td>$G_a$</td>
<td>17 dBi</td>
<td>$G_{a,drone}$</td>
<td>15 dBi</td>
</tr>
<tr>
<td>$h_{max}$</td>
<td>2 km</td>
<td>$h_{min}$</td>
<td>20 m</td>
</tr>
<tr>
<td>QoS</td>
<td>100 dB</td>
<td>Area</td>
<td>(2.25, 25) km$^2$</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.9</td>
<td>$\gamma$</td>
<td>0.4</td>
</tr>
<tr>
<td>$a$</td>
<td>9.61</td>
<td>$b$</td>
<td>0.16</td>
</tr>
<tr>
<td>$A$</td>
<td>1 dB</td>
<td>$B$</td>
<td>20 dB</td>
</tr>
</tbody>
</table>
are covered by TPs in the same group with the drone-BS. On the other hand, users of both type of drone-BSs suffer from interference caused by TPs of other groups.

Fig. 4.9 reveals rather interesting results: First, observe that the sequential integration method with both types of drone-BSs fail to improve SE compared to the initial case (no VWA and drone-BSs) and VWA with only terrestrial TPs, except for very low SE values. On the contrary, learning-based joint integration methods outperform all other methods significantly. That shows the importance of the integration methodology. Second, Type – II drone-BSs perform significantly better then Type – I drone-BS. The difference on average SE is up to 0.83 bits/s/Hz on 50% of the time. Considering that users are uniformly distributed, i.e., no clustering, it is hard to distinguish a beneficial enough area with sufficient user density, if it ever exists. That is why strategies aiming at covering as many users as possible with the drone-BS, i.e., Q-learning with Θ2 and sequential integration, provides less improvement in SE compared to other methods with drone-BSs. However, Q-learning with Θ2 is more robust compared to sequential integration, since it considers both SE and number of covered users in (4.21), instead of considering only number of covered users as in the sequential integration.

On the other hand, Fig. 4.10 shows that sequential integration outperforms other methods when it comes to increasing utilization of the drone-BS in terms of number of covered
users. It is followed by Q-learning with $\Theta_2$, which equally considers improving SE and utilization. Comparing Fig. 4.9 and Fig. 4.10 reveals that different integration methods can be utilized based on the target benefit of the network. For instance, sequential integration is particularly useful if the network needs to overcome congestion, whereas learning-based method with $\Theta_1$ is more useful when increasing average SE, e.g., for improving average throughput, is vital. Finally, Fig. 4.11 shows convergence times of different learning algorithms. Note that convergence of Q-learning is discussed and proved for several cases in [223, 226, 227], and there are several studies that consider number of iterations until convergence to discuss convergence characteristics, such as [228]. As expected, double Q-learning provides faster convergence than Q-learning for the same objective function. However, when $\Theta_2$ is the objective function, convergence is slightly slower than other cases, because the problem becomes more complex.

### 4.4 Summary and Discussions

In this chapter, we began with exploring drone-BSs from a system-level view. We discussed their opportunities, challenges, drone types, and business models. We highlighted that efficient integration of drone-BSs into wireless networks is one of the biggest challenges
Figure 4.11: CDF of number of iterations until convergence.

to benefit from drone-BSs as much as possible. For that purpose, we first investigated an integration method based on business models, i.e., multi-tenant wireless networking. Then, we provided an operational study by investigating various integration techniques when virtual wireless access is implemented in wireless networks. With these studies we show that the integration method affects the performance gain significantly. Moreover, there is not a universal method that can address all the target benefits at the same time. Hence, determining the target benefit for the network and choosing the proper integration method has crucial importance. In the following chapter, we will investigate whether the discussed integration models can be supported by the upcoming 5G networks.
Chapter 5

Is 5G Ready for Drones?

So far we have investigated airborne communications in wireless networks from a research point of view. We have discussed drone-BS types and applications, operational details, such as 3-D placement, and integration methods. This chapter aims to provide a sanity check for the research activities by reviewing 5G Phase-I standards. In fact, there are two main questions regarding the interaction of drones with wireless networks: First, how wireless networks can support personal or professional use of drones. Second, how drones can support the wireless network performance, i.e., boosting capacity on-demand, increasing coverage range, enhancing reliability and agility as an aerial node. From a communications perspective, this chapter categorizes drones of the first case as mobile-enabled drones (MEDs), and drones of the second case as wireless infrastructure drones (WIDs) including drone-BSs. We investigate both the MED and WID cases within the realistic constraints of 5G. In both categories, unless otherwise stated, e.g., high-altitude platforms, the preferred type of drones is similar to medium-sized devices with moderate capabilities, e.g., quadrotors or fixed-wing unmanned airplanes [2,229]. Note that WIDs are a subset of networked flying platforms, where the term also covers non-terrestrial networks\(^1\) (NTNs) (TR 38.811).

For discussing the communication aspects of MEDs and WIDs, this section has two aims: First, highlighting crucial information about 3GPP standardization which serves as a basis for research on the integration of drones into contemporary and prospective mobile networks. Second, discussing solutions for open issues, either via applications of current

methods, or by providing suggestions towards further enhancements. Throughout this section, we help interested researchers navigate the standardization documents by pointing relevant references. In particular, one of the aims of this study is to serve as a bridge between the researchers in academia and industry by presenting a comprehensive discussion of the current trends in 5G standardization activities.

5.1 Drones and Mobile Networks

Drones have diverse capabilities and scales from nano-robots to aircrafts with larger wingspans than a Boeing [2]. That variety reflects in terminology by creating a number of terms such as Unmanned Aerial Vehicles or Systems (UAV or UAS, respectively). Compared to the other terms, “drone” is a vague one; it means a remotely controlled device which can operate in any medium (air, water, or land). However, “drone” is also the most popular and compact term. There are ongoing standardization activities in 3GPP for providing enhanced wireless connectivity to personal and commercial drones via mobile networks, i.e., MEDs or aerial-UEs (AUEs). However, enhancing mobile networks via utilization of drones providing direct or indirect connectivity to other UEs, i.e., WIDs, is a fairly new scenario. Note that the same equipment may be utilized both as a MED and as a WID. In this case, MED and WID correspond to different operational modes, rather than devices.

5.1.1 Mobile-Enabled Drones

Drones in this category are UEs from the perspective of wireless networks, i.e., a business client, which may also include private drone networks. Currently, drones are being used in vast applications, including inspections and surveys, transport and logistics, and surveillance and monitoring. In TR 36.777\(^2\) a maximum altitude of 300 m and a maximum speed of 160 km/h is determined for both rural and urban scenarios of such drones. These use cases should not be confused with the “commercial air-to-ground” in TR 38.913, where

\(^2\)All TR and TS documents are 3GPP technical report and specification documents, respectively. The acronym of “3GPP” is omitted for brevity.

\(^3\)For 1 GHz bandwidth at 26 GHz band.
the term means providing mobile connectivity services to humans and machines on-board commercial aircrafts.

Traditionally, drones use unlicensed links to communicate with a ground control station (GCS), or drone pilots [7]. However, unlicensed links have limited reliability and range due to the propagation impairments of remote control signals in beyond-visual-LoS (BVLoS) operations, which are mostly prohibited, e.g., in USA by the Federal Aviation Administration. Contrarily, mobile networks can enable BVLoS operations thanks to their wide coverage and reliability. Moreover, secure communications (TS 33.501), capability for lawful intercept (TS 33.107), location verification, and trusted identification (TR 33.899) are side benefits that can be obtained via current and next-generations of standardized mobile networks [230].

MEDs establish two types of links with a GCS: First, the command&control link is used for remote piloting, telemetry data, identity, navigation, and similar (TR 36.777). Although telecommand and telemetry links come under a single non-payload communications umbrella, remote piloting may require video transmission to provide a near-there feeling to the pilot. Since many regulatory bodies do not approve fully autonomous drones (due to operational risks), and drones can operate only in semi-automated fashion under the supervision of drone pilots, command&control links are critical [7]. Second type of link established with a GCS is the application link that delivers information, such as sensor data, video, audio, and images. Note that the application link mostly requires payload communication capabilities. On the other hand, application data is less critical than command&control for many cases. Therefore, both throughput and reliability requirements vary (Table 5.1).

Table 5.1: QoS requirements for URLLC, eMBB and MED scenarios in 3GPP RAN documents.
CHAPTER 5. IS 5G READY FOR DRONES?

5.1.2 Wireless Infrastructure Drones

Differently from MEDs, WIDs serve to enhance network capabilities, e.g., by increasing coverage or capacity. WIDs can be classified based on their functionalities and requirements:

- **Aerial- or Drone-BSs**: Drone-BSs serve as aerial-nodes with some or all functionalities of BSs, (e.g., an aerial-eNB, or an aerial distributed unit (DU)) creating drone-cells [2]. For drone-BSs, both wireless backhaul and fronthaul may be required [40], or either one of them may be provided via tethering. Downlink and/or uplink radio access can be licensed or unlicensed. Drone-BSs have various moving patterns, e.g., hovering, rotating, floating, following a specific route, or landing on suitable locations (e.g., top of buildings). These patterns depend on environmental conditions, machinery, and communication requirements.

- **Aerial-relays (AR)**: ARs can be deployed by users or operators. In the former case, unlicensed spectrum can be used for the links between user and AR, and the AR acts as a UE for the mobile networks. Operator-deployed ARs can be more sophisticated, and should be integrated appropriately. They can act as intermediate hops for integrated access and backhaul (IAB) (Sec. 5.2.4), or simple analog repeater with up/down converters.

- **Aerial backhaul/fronthaul providers**: Drones form NTNs providing an aerial transport network (ATN). The interest in ATNs is rapidly increasing⁴. While both licensed and unlicensed solutions are possible, the hybrid ones seem the most efficient. TR 38.811 considers satellites as part of the NTN of 5G networks. However, they are not considered here, as the altitude of even low-orbit satellites is above the limits within which small cell/relay-like operations are feasible.

---

5.2 Progress of 5G Standardization and What It Means for Drones

In this section, selected capabilities of 5G networks are discussed based on Rel-15\(^5\) developments in RAN (RAN1, RAN2, RAN3) and SA working groups (SA2, SA5). This section is organized as follows: First, the concept of slicing is explained. Then, 5G RAN topics which are primarily important are investigated. These topics include standardization activities for MEDs, architectural roles for MEDs and WIDs, integrated access and backhaul studies, and licensed/unlicensed options from the perspective of drones. Finally, 5G core and 5G network management studies are discussed in terms of solutions they can promise for the integration of drones.

5.2.1 Slicing

Slicing enables service-oriented configuration of wireless networks in a flexible and agile manner [231]. Hence, the network is arranged to support different drone services, e.g., a slice configured for application links of MEDs, or a slice to isolate the traffic of WIDs. (Fig. 5.1(a)). SDN and NFV technologies are key enablers for slicing in 5G.

For SA2 and RAN, slice is a "logical network that provides specific network capabilities and network characteristics". However, SA5 considers “managed network slice instances” (NSIs) with various constituents, i.e., managed network slice-subnet instances (NSSIs), e.g., with respect to domain (RAN, core), or location (Ottawa, Toronto, etc.). Fig. 5.1(b) shows two 5G-core slices isolating the traffic and network resources of a WID and gNB. Note that slices have shared (e.g., AMF, SMF) and non-shared components (e.g., user-plane functions, NEF). From a management perspective, 5G-core slices are each an NSSI, where an end-to-end NSI contains RAN-NSSI and CN-NSSI (Sec. 5.4) (Fig. 5.1(a)).

RAN supports slicing, e.g., by allowing hard slicing and resource isolation between slices, QoS differentiation within a slice, and awareness of slice identification. Some further developments in RAN and their meaning for drones are discussed next.

\(^5\)All releases in this chapter are 3GPP releases, however, the acronym of “3GPP” is omitted for brevity.
Figure 5.1: Wireless networks with slicing and integration of WIDs: (a) Creation of logical networks from infrastructure pools. Some initial UE-attachment steps are highlighted. (b) Interfaces and service-based 5G-core slices. A WID-specific 5G-core slice may include common and non-shared NFs; the upper WID slice has isolated resources from the gNB slice below. Circle depicts gNB resources reserved to provide backhaul and/or fronthaul to the WID (hard-slicing in RAN).
5.2.2 Standardization for MEDs in 5G RAN

The most comprehensive study for MEDs is in TR 36.777 where definitions, scenarios, performance requirements and metrics, interference problem and potential remedies are discussed. Data and setups regarding field trial results, system-level and mobility evaluations, and fast fading models are going to be provided in future versions.

Performance metrics in TR 36.777 are presented in Table 5.1 in comparison to QoS requirements of URLLC and eMBB cases (TR 38.918). Table 5.1 shows that MEDs require 100 times less reliability than URLLC, and 200 times less peak data rate than eMBB.

Mostly RAN working groups perform standardization activities regarding MEDs, whereas SA2/5 has no specific study for MEDs. Although MEDs are considered among IoT, URLLC and eMBB scenarios (TS 23.501, Sec. 5.3), considering Table 5.1, such categorization may be imprecise.

5.2.3 Architectural Roles in 5G RAN

5G architecture benefits from decoupling roles, capabilities, and functionalities of network elements to provide flexible and diverse technical solutions that can be tailored for specific needs. Hence, there are various integration options for WIDs with varying levels of flexibility, cost, security, and complexity. There are 3 types\(^6\) of RAN nodes in Rel-15:

- eNB: E-UTRA user-plane and control-plane protocol termination towards UE, connected to EPC core via S1 interface (TS 36.300)
- ng-eNB: E-UTRA user-plane and control-plane protocol termination towards UE, connected to 5G-core via NG interface (TS 38.300).
- gNB: New radio (NR) user-plane and control-plane protocol termination towards UE, connected to 5G-core via NG interface (TS 38.300).

---

\(^6\)There is also en-gNB, with NR user-plane and control-plane protocol termination towards UE, connected to EPC core via S1 interface. Although en-gNB seems to be a natural evolutionary step, it is not standardized by 3GPP.
Also, NG-RAN node refers to gNB or ng-eNB. Until full-fledged 5G is deployed, and 5G UEs become widely available, inter-working between 4G and 5G is necessary to provide seamless service. Inter-working can be in standalone or non-standalone mode. In the
standalone mode, UEs that are compatible with LTE and 5G can access to either one of the cells [232], which requires CN solutions. If non-standalone, a WID acts as an **aerial-NR node** providing high data rate user-plane communications to the UE, while control-plane
Figure 5.4: Combined protocol stack architecture and simplified reference point model for licensed/unlicensed WID integration with WLAN termination drone in NR-WLAN aggregation.

is handled by the terrestrial-eNB. Note that the NR node is only connected to eNB and service-gateway or user-plane functions in this case (Fig. 5.2 and Fig. 5.3, Sec. 5.2.5). If standalone, WIDs can be ng-eNBs or gNBs with wireless backhaul (Fig. 5.6, Fig. 5.7) while UEs that are compatible with LTE/LTE-A and 5G can access either one of the cells [232].

BSs can be deployed with hierarchy as master and secondary nodes, in case of Multi-RAT dual connectivity (DC) (TS 36.340). Either ng-eNB or gNB can be the master node of the other, known as NGEN-DC or NE-DC, respectively (TS 37.340). Similarly, EN-DC indicates that an eNB is the master node of an NG-RAN node. Although, in principle, all DC options can be viable for WIDs (Fig. 5.2 and Fig. 5.3), it is more efficient for WIDs to
be secondary nodes to reduce complexity, and prevent excess control-plane latency due to wireless fronthaul/backhaul.
Furthermore, the UE can be configured to receive only data transmission over the WID-SCG while L1/L2 control signaling can be received with larger coverage and more reliability over the MSG of a Macro/Micro NB. In particular, this could be a typical configuration when the WID backhaul and/or access links are in the unlicensed band wherein channel availability and interference levels are not guaranteed.

ANs can be deployed with hierarchy as master and secondary nodes, in case of Dual Connectivity (DC). A UE in RRC_CONNECTED state is configured with a Master Cell Group (MCG) and a Secondary Cell Group (SCG) (3GPP TS 36.300). For Rel-15 and onward, DC is generalized for multiple RATs, hence the name MR-DC (3GPP TS 37.340). Either ng-eNB or gNB can be the master node of the other one, resulting in NGEN-DC or NE-DC, respectively. Whereas when an eNB is the master node of an NG-RAN node, it is called EN-DC. All options can be viable for WIDs, as shown in Fig 5.2 and Fig 5.3. However, WIDs can be more appropriate as secondary NBs, since it reduces the complexity of the drone node, and avoids excess control-plane latency due to the wireless backhaul connection. Furthermore, the UE can be configured to receive only data transmission over the WID-SCG while L1/L2 control signaling can be received with larger coverage and more reliability over the MSG of a Macro/Micro NB. In particular, this could be a typical configuration when the WID backhaul and/or access links are in the unlicensed band wherein channel availability and interference levels are not guaranteed. Accordingly, WIDs can be aerial-DUs with limited functionalities of a central unit (CU) (Fig. 5.6 through Fig. 5.9). The CU/DU split is proposed to enable and enhance the cloud-RAN technology via several split options (TR 38.801) that allow arranging centralization vs distribution of control and capabilities depending on each situation of wireless networks, e.g., supporting large number of UEs, abundance or scarcity of bandwidth, delay tolerant or sensitive applications, and expanding coverage range. While the main assumption is a one-to-one connection between gNB-DU and gNB-CU, a gNB-DU can be connected to multiple gNB-CUs for resiliency.

Out of 8 split options, option-2 and option-3 are mostly debated (Fig. 11.1.1-1, TR 38.801). In option-2, radio link control (RLC) is with DU, and packet data convergence protocol (PDCP) is with CU; radio resource control protocols for signaling radio bearers and service data adaptation protocol (SDAP) for data radio bearers are also with CU (TS 38.401). There is no split for signaling radio bearers, if option-2.1 is used (3C-like split); wherein DUs need to have all layers and required capabilities of control-plane. The main
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**Figure 5.6:** Architecture option for WIDs where a standalone aerial-gNB with a specific 5G-core-slice for WID-originated traffic (blue slice) is utilized. Interfaces with potential enhancements are marked with “w”.

**Figure 5.7:** Architecture option for WIDs where a fleet of WIDs with aerial-DUs and an aerial-CU with a specific 5G-core-slice for WID-originated traffic (blue slice) is utilized. Interfaces with potential enhancements are marked with “w”.

differences between option-2 and option-3 are the split of the control-plane and the split level of the user-plane. In option-3, both signaling and data radio bearers are divided at the
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Figure 5.8: Architecture option for WIDs where Aerial-DUs associated with terrestrial-CUs (no specific 5G-core-slice for WID-originated traffic) is utilized. Interfaces with potential enhancements are marked with “w”.

Figure 5.9: Architecture option for WIDs where WIDs are utilized as relay nodes and intermediate IAB nodes. There are at least protocol stack differences between the two types of nodes.

RLC level, where high-RLC is with CU and low-RLC is with DU. Option-3 thus enables lighter DUs compared to option-2. However, option-3 wastes fronthaul bandwidth for radio resource control and management protocols, as observed from procedures in TS 38.401.

RAN1 studies lower-layer-split options in TR 38.816. Based on calculations with parameter sets including uplink/downlink channel bandwidth, modulation scheme, and number of antenna ports, Option-6 and Option-7.1 require 4.1 to 18.2 Gbps, and 37.6 to 454.6 Gbps fronthaul rate for downlink, respectively. Despite the large variation of required fronthaul rate, note that achieving high rates between aerial-DUs and CUs are possible thanks
to LOS opportunities, and wide spectrum in NR.

There are multiple trade-offs when split options are considered for WIDs. First, lower-layer-split increases bandwidth requirement and decreases tolerance to latency for the fronthaul link, compared to upper layer splits. It also increases the complexity to transmit the signal over the fronthaul (especially for PHY layer). Nonetheless, lower-layer-split reduces computational requirements of DU significantly. That can increase airtime, if fronthaul links with high-SINR and large bandwidth are available. Finally, lower-layer-split makes centralization more effective, and increases the number of UEs that can be served by the DU.

5.2.4 Integrated Access and Backhaul

While users expect increased service capabilities from 5G, operators have their own expectations, such as scalability of the network economically. Recently, RAN WGs approved study items for ”Integrated Access and Backhaul” (IAB) to support wireless network densification via reducing the need to scale the transport network for dense deployments. The study item proposes methods to utilize IAB by taking advantage of the large bandwidth available in NR, and native deployment of multi-beam systems and massive MIMO. IAB is generally considered for relays (rTRP), similar to LTE-A relay nodes (RN). Although support for mobile relays is left for future releases, the study has fundamental importance for WIDs in two ways: First, an aerial relay can utilize wireless backhauling that is natively supported by 5G networks. Second, a WID as an intermediate IAB node can reduce number of hops, and provide topology flexibility thanks to LOS and mobility.

For the IAB study in 3GPP TR 38.874, the primary responsible working group is RAN2, but RAN1 and RAN3 are listed as other responsible groups, e.g., RAN1 is responsible for physical layer enhancements for reliable transmission with high spectral efficiency. TR 38.874 considers frequencies up to 100 GHz, leaving visible light communications out of scope but including mmWave. Split options similar to CU/DU can be used for L2/L3 RNs, e.g., option-2- and option-3-like splits (Sec. 5.2.3). The support for above-6GHz frequencies require topology adaption, i.e., autonomously reconfiguring the backhaul network due to blockage, e.g., seasonal changes, new buildings. Adaptation is also required to manage changes in the demand, e.g., local congestion. In addition, multi-hop backhauling
is required to cope with the short range of above-6GHz frequencies. Multi-connectivity is another critical solution, where either an rTRP is connected with multiple donor-nodes, and switches fast between them based on the channel conditions, or UE is connected with multiple rTRPs using the same backhaul nodes [233]. A potential solution for rTRPs is revisiting L2- and L3-relay architectures, and investigating their trade-offs in the IAB context. For instance, there are proposals to use RLC-based relaying with an adaptation layer carrying routing address, and QoS related information [233]. Finally, IAB supports half duplex (TDM/FDM/SDM), but does not support full duplex studies in RAN1 yet. Especially for in-band backhaul with respect to access link, half-duplexing constraints will be supported. Out-band backhauling too will be supported, however, additional RAN features may be needed. For DC, rTRPs will support EN-DC in both non-standalone and SA deployments.

Although Rel-15 considers fixed relays, it does not preclude optimization for mobile relays in future releases. Regarding above-6GHz frequencies, WIDs provide more degrees of freedom due to mobility, which relays frequent switching, and multi-connectivity requirements. Also, WIDs’ mobility enables flexibility in topology design, and alleviates the problem of coverage holes by following the crowd at the cell-edge. Since LOS is likely, subtle enhancements in PHY layer may suffice. However, the limiting factor, especially for in-band backhauling, is co-channel interference [40]. Re-visiting L2/L3-relay architectures, and investigating their trade-offs in drone-IAB context can reveal practical solutions, e.g., utilizing RLC-based relaying with an adaptation layer carrying routing address, drone’s coordinates, and QoS related information [233].

5.2.5 Licensed/Unlicensed options for MEDs and WIDs

When operating in a leased (licensed) band, mobile network operators enjoy continuous availability of the dedicated radio resources and mainly optimize performance under intra-operator co-channel interference. However, such licensed spectrum resources are scarce and expensive to retain. With the ever-increasing traffic load, exploiting the vast and free-of-charge unlicensed spectrum has been receiving tremendous interest, especially in 5GHz and 60GHz bands. Unlike operations in licensed spectrum, region and band-specific unlicensed spectrum regulations govern many aspects of channel access and physical transmission parameters to allow for coexistence with other operator networks/RATs such as
incumbent WLAN networks. Among these regulations are the listen-before-talk mechanism, maximum channel occupancy time, maximum transmit EIRP, maximum PSD, and minimum occupational bandwidth. Such regulations made it possible only for low power nodes (small cells) to gain access to the unlicensed spectrum similar to WLAN devices.

Given the specifications of licensed-assisted access (LAA) to unlicensed spectrum (Rel-13 TS 36.213 to Rel-15 TS 37.213), an interesting question arises: Can drones benefit from LAA? Since only small cells can exploit such mechanisms due to the maximum transmit power regulations, the answer actually depends on the envisioned range and altitude of the drone application compared to the coverage of these LAA cells, which may not extend beyond 150 m. In Rel-15, a study item on NR-based access to unlicensed spectrum (NR-U) was approved with the objective of porting the NR enhancements, such as the flexible numerology (sub-carrier spacing), mini-slot, frame structure, and wideband operations, to the unlicensed spectrum either below or above 7 GHz (TS 38.889). Employing larger sub-carrier spacing and/or mini-slot based transmissions increases throughput, but renders less energy per symbol for the same transmit power, and hence, reduced coverage. Consequently, it is more difficult to support the access links of some drone applications.

While mmWave and beamforming techniques of NR can enhance the received SINR at drones via narrow beams and interference suppression, they may not enhance the received signal power in the unlicensed band as a transmit power backoff would be necessary to comply with the maximum EIRP\(^7\) regulations. This in fact suggests that a 5G NR-U air interface, may not be suitable for the radio access links of NR-U MEDs as they would have to maintain close proximity to the serving micro/pico cells. Contrarily, it can be suitable for the radio access links of NR-U UEs served by non-standalone WIDs. In Fig. 5.2 and Fig. 5.3 the serving drone-secondary-gNB (drone-SgNB) can maintain close proximity to the DC UEs while its user-plane/control-plane connections are provided over the licensed band within the large coverage of a Macro Master-eNB (MeNB) or Master-gNB (MgNB), respectively.

The operation of the UEs in Fig. 5.2 should be supported by the specified EN-DC options-3/3A where a wireless Xx-C connection to the MeNB carries the control-plane data. First, a wireless Xx-U connection carries the user-plane data through the LTE PDCP layer to the NR RLC layer of the drone-SgNB, if a split bearer between the MeNB and

\(^7\)EIRP stands for equivalent isotropic radiated power.
the drone-SgNB (option-3) is utilized. Second, when EPC switches to a secondary cell group (SCG) bearer (option-3A), wireless S1-U connection to the EPC carries the user-plane data directly through the NR PDCP layer of the drone-SgNB. These two cases are indeed of particular importance since they are likely to resemble the early stage of migration from LTE to 5G. Similarly, operations of UEs in Fig. 5.3 should be supported by specified full-5G options-4/4A where a wireless Xn-C connection to the Master-gNB carries the control-plane data. In case of a split bearer between the Master-gNB and the drone-SgNB (option-4), a wireless Xn-U connection carries the user-plane data through the NR SDAP that is required for mapping bearer packets to QoS classes before the PDCP layer. Whereas in case of a (switched) SCG bearer (option-4A), a wireless N3 connection to the 5G-core carries the user-plane data directly through the NR SDAP sublayer of the drone-SgNB.

Mobile network access to the unlicensed spectrum, either through LTE LAA or 5G NR-U, could have been designed to fulfill only the regulatory requirements. However, a fair coexistence with incumbent RATs such as WiFi would not be guaranteed. Due to their inherent fairness to WiFi, older technologies specified before LAA for LTE to exploit the unlicensed spectrum through Carrier WiFi offloading are still credible technologies, and thus expected to be adopted in 5G networks as shown in Fig. 5.4 and Fig. 5.5. One solution thereof is aggregation of NR and WLAN at the PDPCP-level (NWA). In such case, only a non-collocated implementation is feasible for a drone-WLAN termination. This is obviously the simplest and most cost-efficient integration scenario of WIDs for unlicensed access. The other solution is IP-level integration of NR and WLAN (NWIP) wherein UEs operate in multi-homing mode and handle two different IP flows over the two air interfaces. However, the IP flow offloaded to the drone-access-point (drone-AP) is relatively unsecured and an IPsec tunnel is therefore established between the Master-gNB and the UE through the drone-AP by encapsulating the NR PDUs using an NWIPEP sublayer.

As described, despite its limitations for MEDs especially above 7 GHz, NR-Unlicensed as well as the NR-WLAN aggregation/integration options provide multifarious integration options for WIDs while exploiting the vast and free-of-charge unlicensed spectrum. Further studies should investigate the efficiency of these options by considering multitude scenarios from dense deployments to IoT and URLLC.
5.3 5G Core

In order to better exploit advantages of NFV and SDN, enable automation, and improve flexibility, 5G-core networks established a service-based architecture (Fig. 5.1(b)). Principles of the 5G-core architecture design includes allowing a NF to talk to other NFs directly, supporting multi-vendor integration, and allowing different slices with unique configurations (TS 23.501).

Service-based 5G-core enhances existing functions by dissecting their functionalities into new functions. For instance, the mobility and management entity (MME) of EPC is dissected into AMF and SMF (Fig. 5.1(b)). AMF is the termination of non-access stratum, and includes functionalities such as mobility management, access authentication, and lawful intercept (TS 23.501). Similarly, SMF has roaming functionality of MME, and also control-plane functionalities of Service- and packet-gateways, such as UE IP address allocation and management. Most control-plane NFs are enhanced with slice-awareness, e.g., AMF selects network slice during attachment of UEs (TS 38.801, Fig. 5.1(a)). Single network slice selection assistance information (S-NSSAI) identifies a network slice. An S-NSSAI consists of a slice/service type (SST) referring to main characteristics of NS, e.g., eMBB, uRLLC, and a slice differentiator (SD) that differentiates the slice within the same SST optionally.

Increased support for virtualization and slicing at core makes it easier to integrate new functions, specifically supporting MEDs and WIDs [2]. However, there are many issues on how to use this flexibility. Since MED traffic varies from latency-tolerant telemetry data, to bandwidth hungry live video streaming, MEDs may be associated with multiple slices. A UE can be associated with 8 slice instances simultaneously, and whether it is enough for MEDs or not depends on the application, and design of the slices. TS 23.401 recently included subscription support for high-level aerial-UE functions, and how they are transmitted in the EPC during handover. However, slicing aspects of MED support, e.g., a specific SST or SD value, is missing. Network exposure function (NEF) allows exposure of control-plane NF capabilities in a controlled fashion to external entities, e.g., untrusted application function, edge computing, and other vendor’s control-plane NFs. NEF can make deploying edge computing to support MED operations\(^8\), more economic and faster.

Regarding WIDs, a key issue is carrying their traffic without impacting the existing services. One way is to create a slice for a WID, potentially with some shared control-plane NFs and non-shared user-plane functions. However, creating only one slice may not be enough, since there may be UEs with different services. Then, many trade-offs appear in this scenario: Since drone-BS operations are expensive, the objective is to utilize drone-BS for as many services as possible. Therefore, multiple 5G-core slices may need to be created for each WID. That is costly, hard to manage, and increases the burden on wireless interfaces for updates regarding NSSAIs, e.g., N2 and N1. If existing slices are shared, providing sufficient isolation is challenging; monitoring traffic of many services require high-level of granularity. Complexity increases exponentially for integration of drone fleets, which necessitates efficient management systems.

5.4 5G Network Management

Network management is traditionally responsible for FCAPS, i.e., Fault, Charging, Authorization, Performance, and Security management. Recently, challenging management requirements of flexible networks lead to new management functions, and a service-based management and orchestration system. NSI, NSSI, and NF Management Service Functions (NSMF, NSSMF, and NFMF, respectively) consist of other services, e.g., performance management (PM). In this architecture, a management service provider and its consumer can have various relationships as shown in Fig. 5.10(a).

Accordingly, drones can be managed by various management entities, depending on the drone’s role. Fig. 5.10(b) show an example slice provisioning procedure, where drones are shown as a slice consumer, as well as NSSI, NF, and infrastructure providers. In fact, TS 28.530 supports Network-slice-as-a-Service (NSaaS), which may be delivered with different information and management exposure. However, NF and infrastructure providers are not explicitly supported by current standards.

In the presence of various business options, and a layered network with constituents at different levels, integrating WIDs may require updating TSs. For instance, new network resource model entities, similar to the additions in TS 28.541 for CU/DU, may be...
Figure 5.10: Network management system overview: (a) SBA allows any network management service provider to access another via "request-response" or "subscribe-notify" messages; (b) Overview of network slice provisioning procedures: An NSI request may be responded via creation of a new slice or modification of an existing one. Provisioning requests are decomposed into their constituents by corresponding management service providers. Drones can have varying roles in mobile networks, e.g., as slice consumer, slice provider, and slice constituent.
useful. Moreover, FCAPS requirements for WIDs are not yet investigated in detail. For instance, how to configure a WID to measure and report load information? Are there additional alarms that should be raised by WIDs or MEDs, e.g., remaining fuel, malfunction? Moreover, there are proposals to turn network management systems into the core of the network automation and optimization with end-to-end data collection and analysis capability [234]. That makes network management critical in drone integration as the provider of information to make decisions, e.g., determining role of WIDs. However, these automation mechanisms are not yet in the standards, and there is no consensus on distribution of responsibilities, e.g., between SA2 and SA5. In fact, solutions to these issues can only be obtained by clear descriptions of roles of WIDs in 3GPP networks, and coordination among standardization organizations and working groups. Issues requiring more than coordination but substantial research are discussed next.

5.5 Future of Standardization and Research Directions

Although Rel-15 constitutes a rather early phase in 5G standardization to focus on specific solutions for drone operations, the incomplete study items in Rel-15 along with those in Rel-16 hint directions for future of standardization. Improvements of fundamental procedures (e.g., aerial-UE registration) for MEDs, definition of new terminal types, study on isolation of network resources for drones from security and performance aspects can be listed among standardization and research topics. Selected topics are discussed in detail next.

5.5.1 Network Configuration and Slice Design for WIDs

Traditionally, existing resources (e.g., infrastructure, transport network) are considered during network configuration and slice design. Meaning that the set of RAN nodes and NFs are pre-determined. However, versatility of WIDs adds degrees of freedom, and requires new design methods and configuration strategies:

1. **RAN NSS design**: An architectural role for WIDs (Sec. 5.2.3) that best fits the network need and situation must be selected. For instance, if the terrestrial nodes are
eNBs, CU/DU is not an option; AR can be preferred. That requires WIDs that are capable of handling all control plane and establishing reliable Xn links with eNBs. If gNBs and 5G UEs are majority, WID can be deployed as a DU. In that case, split option must be determined based on fronthaul connection capability, technical specifications of the WID, and the need of the network (e.g., alleviating congestion, or increasing coverage). Donor-nodes, reliable topologies, and resource allocation strategies (e.g., hard slice, soft slice, updating RRMs) must be configured appropriately.

2. **CN NSS design:** Impact of integrating WIDs on 5GC must be minimized by utilizing flexible networking techniques while satisfying communication requirements, such as security, isolation, and latency. For that purpose, modifications on existing CN NSS, e.g., initializing new NFs, or increasing capacity of existing resources can be performed. TN capacity must be assessed, and additional capacity should be allocated, if needed. If WID-integration-slice is a newly created slice, AMF, NSSF etc. should be re-configured and new UPFs are created. SMF may be pre-configured with UPF selection for reducing latency. Moreover, MEC functions to provide additional computation for WID/MED operations may be deployed strategically. Finally, all NFs should be configured to perform any additional measurements that are required for maintaining WID traffic.

Automated design to satisfy network requirements is key to agile networking. In addition to technical issues of design, business roles for WIDs are discussed next.

### 5.5.2 Support For New Business Models

Business models for MEDs are similar to those for UEs. For instance, the control link of an MED may be a high-priority link, such that in case of congestion, specific resources may be reserved for them to prevent outage. Ultimately, MED cases are likely to be supported via evolutionary standardization, configuration and application methods.

On the contrary, business models for WIDs can be complicated and diverse (Fig 5.10(b)):

- Aerial-IaaS: This applies when WID acts as a single node, that is similar to a NF.
WIDs can serve as access points, or VNFs, i.e., \textit{drone-as-a-VNF}. For instance, when MME is malfunctioned, congested, or more reliability is needed, a drone with MME functionality can be utilized. For applications requiring low-latency, a drone can be utilized to bring application function closer by \textit{drone-as-MEC}. In cases depicted in Fig. 5.6 through Fig. 5.9 and Fig. 5.2 through Fig. 5.5, a WID is used as an access point in an appropriate architectural role.

- Aerial-NSSaaS: Multiple WIDs can form an \textit{aerial network slice subnet} (A-NSS), e.g., overlaying an existing RAN-NSS or 5GC-NSS (e.g., UPFs, MMEs, and MEC applications).

Assuming an operator obtains WID services from a service provider (SP), a trade-off occurs between the operators aiming not to expose information, and SPs aiming not to delegate management capabilities. For instance, if a SP manages an A-NSS, then the operator needs to expose information, such as service types/requirements and user contexts, to the SP for fine-tuning management, e.g., PM. While diverse business models increase flexibility of WID services, and reduce the stress on operators, exposure of information and management capabilities become critical issues.

### 5.5.3 New QoS and KPI Parameters

There will likely be a need for new KPI and QoS parameters for MEDs and WIDs. For instance, since WIDs are deployed on-demand, their services should generating enough revenue. Although the number of served users can be a nominal KPI parameter, considering more complex charging schemes, it may be inadequate to determine profitability of WID operations. Hence a new KPI, \textit{profitability of WID}, can be considered, which would involve charging policies, operation cost, and number of served users in formulation. We propose \textit{integration efficiency} as an umbrella-KPI considering 5GC impact (e.g., additional load and signaling), RAN impact (e.g., resource allocation, interference), performance degradation for UEs in the cells of donor-nodes (e.g., due to interference, or scarcity of resources), topology efficiency (e.g., number of hops, reliability). KPIs for drones will need to be merged with new KPIs, for which some examples can be found in [235].
5.6 Summary and Discussions

We investigated practicality of integrating drones into modern wireless networks by surveying 5G Phase-I standardization from radio access networks to system and architecture aspects. Our end-to-end study shows that future wireless networks are promising in terms of providing efficient mechanisms and required network flexibility for both serving drones and benefiting from them. Despite these capabilities, we also observe that there is no study in 5G standardization for efficient integration of aerial nodes. Hopefully this fundamental open issue will be addressed by collaboration from the industry and academia in the future releases of 5G (Release-17 the earliest) and beyond 5G networks.
Chapter 6

Conclusions and Future Work

6.1 Summary and Conclusions

In this thesis, we addressed placement, channel modeling, and integration of drone-BSs. In particular, we proposed an efficient 3-D placement method, in which a drone-BS is positioned with respect to locations of users. Since the proposed 3-D placement method determines both horizontal and vertical position of the drone-BS, the size of the coverage area is also obtained simultaneously. Afterwards, we applied a similar placement method for mmWave-drone-BSs by considering a channel model taking human body blockage into account.

To further refine positioning of drone-BSs, we investigate air-to-ground channel models. In particular, we propose a channel model for urban areas, where the map of the area is known. Our model enables utilizing the information obtained from city maps for more accurate estimations of average path loss compared to a widely used channel model. We show that the proposed channel model increases accuracy of drone-BS operations, e.g., number of drone-BSs to be used to cover an area, via simulation results and ray-tracing simulations.

We introduced spatial network configuration, where users receive incentives to move towards the coverage area of a drone-BS. SNC is a unique framework due to the interaction between user and access point mobility. We proposed three different methods for SNC based on that interaction, namely, uncoordinated, joint, and semi-joint SNC.
uncoordinated-SNC, first the drone-BS is positioned, and then incentives are sent to users that are in proximity to the coverage area. For joint and semi-joint SNC, the drone-BS is positioned by considering potential users that are in proximity to the prospected coverage area. We show that joint and semi-joint SNC increases profitability of the network significantly in comparison to uncoordinated SNC. We also show that semi-joint SNC is several orders of magnitude more computationally efficient than joint SNC, while providing similar profitability.

Finally, we investigate integration of drone-BSs into 5G and beyond wireless networks from a system-level perspective. First, after discussing drone types, their opportunities and challenges, we propose a drone management framework. We examine how state-of-the-art technologies, such as NFV and SDN can be used to integrate drone-BSs in future networks with multi-tenancy. We further examine NFV and SDN by using virtual wireless networking, which makes NFV and SDN exploit drone-BS mobility more efficiently. Our simulation results show that the integration method and underlying technology utilization is case-specific, i.e., depends on the improvement demanded by the network. Furthermore, we take a look into the contemporary and prospective wireless networks from a standardization perspective to find out whether 5G and beyond wireless networks are suitable to benefit from drone-BSs and support drone-type users. Our comprehensive study shows that fundamental networking technologies for drones are being employed, however, there is still a long way towards true drone-BS integration.

6.2 Future Work

This thesis is prepared when drone-BS concept and their interactions with terrestrial networks was being re-discovered after being abandoned for decades. The main reasons for that considerable come-back can be summarized as the technical developments making drones more affordable and capable at the same time, and problems due to (so far) inevitable densification of wireless networks. Hence, one of the main contributions of this thesis is investigating the interactions of drone-BSs and terrestrial networks with a holistic view, and identifying several key research directions. The second contribution of this study is attempting to fill the gaps in some of those identified areas: 3D drone-BS positioning, air-to-ground channel modelling, exploiting user and access point mobility jointly, tailoring
virtualization methods to benefit from drone-BS mobility, and drone-BS integration. Similarly, our future work is also twofold: First, we identify a key research direction, which is integrated ground-air-space communication (IGASC) networks. IGASC networks include not only drone-BSs, but also satellites and high-altitude platforms, which results in a multi-layered heterogeneous aerial network that continuously interacts with the underlying terrestrial networks. Then, we plan to investigate methods to obtain seamless and reliable operation of IGASC networks as follows.

6.2.1 User Involved IGASC

In Ch. 3 we only scratched the surface of user involvement in wireless networks. Moreover, user involvement is lightly discussed in the literature as well, especially for wireless network users [153]. On the other hand, wireless networks are considered as an enabler of cyber-physical systems, rather than being cyber-physical systems themselves. The broad perspective of this line of research is to understand implications of such a perception change for wireless networks. Following can be thought as potential research directions.

- **Incentive design for wireless network users and applications**: Purpose of giving incentives is an integral part of their design. The studies on designing incentives for the purpose of wireless network performance improvement, such as [192], is very rare in the literature. Cross-disciplinary studies involving fields such as psychology, consumer behaviour, and marketing can be conducted to determine the incentives that are likely to be accepted by the users. In fact, one of the future work extending Ch. 3 is comparing incentives that designed by cross-disciplinary methods and incentives that are learned by using artificial intelligence based methods [236–238]. Furthermore, the requests from the users should be tailored based on the needs of wireless applications. It is another investigation to see if the incentives should be altered based on the need of the network. For instance, we need to examine if different incentives should be designed to delay the demand versus change the position of the user. Accordingly, in Ch. 3 we only investigated spatial requests from the user. In fact, user involvement can be multifaceted and include temporal, contextual and spatial requests simultaneously. To the best of our knowledge, such complex incentive design does not exist for wireless networks.
• **Drone-in-the-loop**: In Ch. 4, we discussed drones as WIDs, which can provide services such as drone-as-a-service, network-function-as-a-service, and network-slice-as-a-service [106]. In a fully automated and self-adapting IGASC, WIDs can be individual agents providing a portfolio of services. In such a scenario, wireless connectivity providers will need to make intelligent offers to these agents. These offers would consider a multitude of factors such as characteristics of the demanded service, the value of the service, and the location. The agents, either automatically or with human-intervention, can choose the best offers. The performance of the wireless network would then constitute from many local decisions, i.e., the management and optimization of the network is distributed. Investigating performance of these distributed systems from the perspective of WID involvement is one of our future works.

• **Spatiotemporal UIL for satellite services**: There are unique opportunities for spatial UIL, because satellites and HAPS can have deterministic schedules. That allows the network operator to plan for a demand distribution and try to realize it as much as possible by persuading users to delay their demand based on the arrival time of the satellite beams and/or change their location based on the satellite beams if they are highly mobile users.

### 6.2.2 Self-Adapting and Autonomous IGASC Networks

The recent developments in wireless networks and wireless network management show a tendency to automate networks as much as possible, to unprecedented degrees as discussed in 5. Ambitious work items from 3GPP and ETSI, such as [234], aim at minimizing human intervention and maximizing self-adaptation capabilities of wireless networks. Our study in Ch. 4 and Ch. 5 about integration of drone-BSs lays the foundation for our future studies on wireless network automation. The following are some of the key issues that we hope to address.

• **Equalitarian and secure data collection**: Automation of wireless networks requires granular data to be collected. That raises several issues regarding security of data collection and storage: First, data security is important to protect both individual and provider information. Making data anonymous while keeping its relevancy is one
Another issue is making equalitarian distribution of data, such that none of the network or content providers, vendors, individuals or other actors creates a monopoly. Creating secure and liberal data storage and retrieval pools is a challenge to be addressed to ensure monopolies are prevented. We are planning to investigate blockchain methods to develop efficient measures for data collection by extending our integration framework in Ch. 4 with consideration to the latest 5G developments in 5 [239, 240].

- **Autonomous decision making**: IGASC networks are more complex than existing terrestrial networks because a high number of wireless nodes will be mobile. For instance, the SpaceX satellite constellation may consist of 12000 LEO satellites to provide wireless backhaul to 5G and beyond wireless networks [241]. The resulting IGASC will require precise coordination among aerial, terrestrial and space nodes, as well as robustness against malfunction. Note that space nodes can be beyond simple relays by utilizing content caching and various RATs. It means that a simple coordination will not be enough to fully utilize IGASC. Rather, dynamic decisions are necessary. Considering high reliability requirements for next generation wireless networks, timely human intervention in case of malfunction or selections such as which content to cache, or which RAT to utilize may not be possible. Therefore, automated decision making is an inevitable characteristic of future wireless networks. More specifically, we are planning to work on routing, energy efficient drone-BS placement, and service node selection problems. Furthermore, we would like to extend our study in Sec. 2.3 in order to automatically use the intelligence derived from city maps and perform smart 3-D placement of drone-BSs.

- **Agile networking**: We are planning to extend our study in Ch. 4 on VWA to include satellites and HAPS. Such complex scenarios require big data processing and fast converging AI-based computation methods. Therefore, we begin by investigating data sources and artificial data generation methods. Then, we compare AI methods and develop an efficient AI framework to utilize agile networking as enabled by virtualization and slicing.


6.2.3 IoT in IGASC

IGASC networks should enable vast IoT services. For instance, millions of sensors and actuators of smart cities may rely on wireless connectivity provided by IGASC networks. Moreover, IGASC can enable cost-efficient coverage for off-grid IoT devices. However, both IoT and IGASC nodes are energy-limited and efficient communications is an extremely important aspect. As discussed in Ch. 1, NOMA, and mmWave with beamforming can be enablers of efficient IoT-IGASC networks. Therefore, we are planning to enhance our study in Section 2.2 to include NOMA and beamforming, such as the studies in [91] and [242]. Differently from the study in [91], we plan to consider blockage and mmWave frequencies. Also, we would like to investigate more dynamic beamforming schemes due to the mobility of mmWave-drone-BSs.

6.2.4 Channel modelling for IGASC

We only scratched the surface of channel modelling for drone-BSs in Sec. 2.3. In addition to the challenges of terrestrial channel models, air-to-ground channel modelling suffers from variety of devices, altitudes and environments. Slowly but surely, the literature is developing and several air-to-ground channel models are being proposed [8]. Among the proposed models, our study in [29] represents a rather unique area where channel models are based on city map information. In Sec. 2.3, we assumed a rather simplistic city where buildings, block sizes and street widths, as well as their orientation is artificially regular. However, cities in real life consist of irregular street widths, orientation, building shapes and heights. Therefore, a natural extension of Sec. 2.3 is improving the model to reflect those irregularities. There are two main approaches to achieve an improved model: First, extensive measurement campaigns can be performed to make measurements and derive correlations between city map layouts and radio signal. While that is the most accurate and fundamental channel modelling study, it is also expensive, requires extensive collaborations, and takes a very long process. An alternative method is utilizing two powerful computation tools: Combining ray tracing simulations and artificial intelligence methods, we may be able to obtain accurate air-to-ground channel models with less measurements. In other words, it may be possible to develop adaptive models, instead of static ones. Hence, the need for extensive measurement campaigns can be alleviated. Our future work is based
on the former method.

All in all, the future of this field is certainly bright and sky is not the limit anymore.
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