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Abstract

Frequency hopping spread spectrum is widely used in military applications to provide communication between command posts, soldiers, vehicles, sensors, missile launchers, etc. It provides good protection against the effects of frequency selective fading, and can be robust in jamming environments. Traditional frequency hopping spread spectrum involves dividing the available spectrum into a large number of sub-bands, and hopping over these sub-bands in a pseudo-random fashion, but there are different implementations within this general framework that can deliver better performance.

In this thesis, we present several existing frequency hopping spread spectrum schemes and we investigate their performance in the presence of frequency selective fading and adaptive partial band jamming. We optimize the control parameters of matched frequency hopping, clipped matched frequency hopping and advanced frequency hopping to enhance their throughput performance. We also propose three new random frequency hopping schemes that generate a hopping pattern with the property of being random over the total bandwidth of the channel but good sub-bands tend to be selected more frequently. These new random frequency hopping schemes provide greater resilience to adaptive jamming and give much higher throughput than the existing schemes.
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Chapter 1

Introduction

Reliable real-time communication is essential to the success of military operations. For example, communication is needed between posts, soldiers, missile launchers, aircrafts and remote sensors. Because of the highly transitional nature of the theater of operation, wireline communication is often not feasible, so wireless communication systems must be deployed instead. Furthermore, the deployment must often be done hastily, without the luxury of careful coverage planning and analysis available when installing civilian cellular networks. As a result, military wireless communication systems present a challenging communication environment, needing to deal with impairments such as channel fading, interference and jamming, while also addressing security issues.

Channel fading is used to describe the rapid fluctuation of the amplitude of a radio signal over a short period of time or travel distance. Channel fading occurs because of the reception of multiple versions of a transmitted signal at the receiver due to reflections from the ground and surrounding structures, i.e., multipath signal propagation. The incoming radio waves arrive from different directions with different propagation delays. The received signal may consist of a large number of plane waves having randomly distributed amplitudes, phases, and angles of arrival. These multipath components combine vectorially at the receive antenna, and sometimes
the relative phase shifts align so that the different signals add constructively, while at other times they cancel one another resulting in a weak received signal. The overall effect causes the received signal to distort or fade over time. Even when a receiver is stationary, the received signal may fade due to movement of surrounding objects in the radio channel. Spread spectrum modulation [1], [2], [3], diversity combining [4], [5], multiple-input multiple-output (MIMO) channels [6], and smart antennas [7] are some solutions for fading.

There are two types of fading: frequency flat fading, and frequency selective fading. In flat fading the bandwidth of the signal is smaller than the coherence bandwidth, which is a statistical measure of the range of frequencies over which the frequency response of the multipath channel can be considered flat, and in frequency selective fading the bandwidth of the signal is greater than the coherence bandwidth. In a frequency selective fading channel, the delay spread of the incoming waves is too long, and intersymbol interference (ISI) occurs. The presence of ISI makes it more difficult to recover the desired signal. Interference can also come from external sources, such as the environment or other users, either on the same or a different communication system. Examples include co-channel interference (CCI), a type of interference that results from reusing the same set of frequencies within a given coverage area, and adjacent channel interference (ACI), a type of interference that results from signals that are adjacent in frequency to the desired signal. Spread spectrum modulation [8], channel coding [9], equalization [10], rake and pre-rake techniques [11], [12], and orthogonal frequency division multiplexing (OFDM) [13] are solutions for channel interference.

Unlike interference, which is unintended, jamming is an intended effect caused by a hostile communicator or intentional interferer who is called a jammer. The jammer
tries to disrupt the transmission of the signal by sending an interfering signal in the same communication frequency band. There are many jamming strategies such as barrage jamming, single tone jamming, partial band jamming and, multi-tone jamming. Spread spectrum modulation is found to be robust to mitigate different jamming strategies [14], [15], [16], [17], [18], [19].

Security needs for wireless systems became very important in both commercial and military applications, because more and more users are relying on wireless networks to transmit critical and private information. This information is vulnerable to be attacked or received by unwanted listeners. For that reason engineers started to look for solutions for wireless security problem. Some of the security solutions are spread spectrum techniques [20], watermarking [21], encryption [22], and secure modulation schemes [23].

Spread spectrum techniques are found to be a solution for many wireless communication challenges. It is a solution for channel fading, interference and jamming, and it can be used with secure random sequences to provide secure transmission.

1.1 Overview of Spread Spectrum Techniques

Spread spectrum techniques have many applications, such as jam-resistant communication systems, global positioning systems (GPS), wireless local area networks (WLAN), cordless phones, long range wireless phones for home and industry, cellular base station interconnection, and code division multiple access (CDMA) radio, which allows multiple users to access and use the communication system simultaneously.

Spread spectrum is a means of transmission where the signal uses a wide range of frequencies to send the information. The signal spreading is accomplished by different means of code generation at the transmitter and this signal spreading is independent
of the data. The spread signals would be collected and then converted to their original frequency at the receiver after synchronizing the generated code with the code at the receiver. By spreading the transmitted signals they become more transparent, so it is unlikely that they will be intercepted by an opponent, or interfered with by other signals intended for other users, even if they use the same frequencies.

The concept of spread spectrum was first developed to ensure secure communications in military applications and the first approaches were undertaken more than sixty years ago [24]. Wideband modulation such as frequency modulation (FM) and pulse code modulation (PCM) schemes have a signal-to-noise-ratio (SNR) advantage over amplitude modulation (AM) and pulse amplitude modulation (PAM) [25], [26]. The first intentional use of spread spectrum, based upon wideband FM radio is attributed to E. Armstrong [27]. During World War II, FM was also used to mitigate the effects of jamming signals that were intended to disrupt AM communication channels. After H. Lamarr developed the frequency hopping spread spectrum (FHSS) technique in 1941 [28], more elaborate spread spectrum techniques were developed to reduce the likelihood of prediction of the bandwidth spreading process. Within a decade, M. Nicholson developed the first binary phase shift keying (BPSK) direct sequence spread spectrum (DSSS) communication system, in 1951 [27]. In the 1980’s spread spectrum techniques were first used for commercial purposes when DSSS was used for multiple access over a satellite communication channel [29]. Then the CDMA technique was developed and became more common (e.g. Interim Standard-95). This technique is useful for improving frequency reuse for cellular communications [30], and also being used as overlays to existing narrowband (i.e. frequency division multiple access (FDMA)) communications systems [31]. The uses of spread spectrum have been extended to guidance systems, experimental anti-multipath systems, and
many other applications.

Although spread spectrum was developed primarily to secure military communications, it was later used for commercial developments such as mobile radio networks (radio telephony, packet radio, and amateur radio), timing and positioning systems, specialized applications in satellites, etc.

There are many reasons for spreading the spectrum, and if it is done properly, many benefits can accrue simultaneously. Some of these benefits are:

1. Interference rejection,
2. Anti-jamming,
3. Low probability of intercept,
4. Multiple access,
5. High resolution ranging,
6. Multi-path suppression, and
7. Diversity reception.

There are several methods used to implement the spread spectrum technique. Each has its own design and features. The main spread spectrum methods are:

1. Direct sequence,
2. Frequency hopping,
3. Time hopping, and
4. Hybrid (a combination of direct sequence and frequency hopping).

Each of these methods effectively provide a further level of modulation not directly associated with the information or sinusoidal carrier signal, thereby providing some immunity against interfering signals without a significant loss of information, or alternatively, reducing the likelihood of signal detection or interception. This is particularly important when intentional signal jamming is present in a hostile communication environment.

1.2 Jamming Strategies

Jamming is the ability to interfere, distort, or prevent the signal transmission before it received by its desired receiver. There are different ways to place the jamming signal within the spread spectrum bandwidth. In this section, the most effective and commonly used strategies of jamming will be presented.

1.2.1 Barrage Noise Jammer

The jammer transmits bandlimited white Gaussian noise. It is usually assumed that the jammer power spectrum covers exactly the same frequency range as the spread spectrum signal. The effect of the barrage noise jammer on the spectrum is to increase the Gaussian noise level at the output of the receiver down converter. If the power of the jammer signal is $P_J$ watts, and signal has a bandwidth of $W$ Hz, the single-sided power spectral density (PSD) of the jammer is $N_J = P_J/W$.

1.2.2 Partial Band Jammer

To jam a spread spectrum signal, it is typically more effective to transmit all the available jamming power in a limited bandwidth. This is called a partial band
jammer. If the fraction of the spread spectrum signal bandwidth which is jammed is denoted by $q$, the PSD of the partial band jammer is $N_J = P_J/qW$, where $P_J$ is the total jamming power and, $qW$ is the limited bandwidth of the signal which is jammed. The partial band jammer is particularly effective against frequency hopping spread spectrum systems because the signal will hop in and out of the jamming band and can be seriously degraded in the jamming band [32], [33].

1.2.3 Single Tone Jammer

The single tone jammer transmits an unmodulated carrier with power $P_J$ somewhere in the spread spectrum signal bandwidth. The single tone jammer is easily to generate and is rather effective against direct sequence spread spectrum systems. To achieve the maximum effectiveness of this jammer, the jamming tone should be placed at the center of the spread spectrum signal bandwidth. The single tone jammer is less effective against frequency hopping, since the frequency hopping instantaneous bandwidth is small and, for large processing gains the probability of any hop being jammed is small [33].

1.2.4 Multiple Tone Jammer

A better tone jamming strategy against frequency hopping systems is to use several tones instead of a single tone. However, the power of the single tone jammer will be shared by these multiple jamming tones. The jammer selects a number of tones so that the optimum degradation occurs when the spread spectrum signal hops to a jamming tone frequency. The optimum number of tones is a function of the received ratio of signal power to jammer power ($P_S/P_J$). Multiple tone jamming is also effective against hybrid systems [33].
1.2.5 ON-OFF Jammer

The ON-OFF jammer (pulsed noise jammer) transmits a pulsed band limited Gaussian noise signal whose power spectral density just covers the spread spectrum system bandwidth $W$. The duty factor (the fraction of time during which the jammer turns on) for the jammer is denoted by $\rho$. The received jammer power spectral density is $P_J/\rho W$. This pulsed technique can also be used for single tone, multiple tone and partial band jammers.

1.2.6 Repeater Jammer

A repeater jammer receives the spread spectrum signal, distorts it in some well defined manner, and retransmits the signal at high power. The spread spectrum receiver then receives the distorted signal at high power and it will track and demodulate this distorted signal. However, there are two main issues that should be considered for this jammer. Firstly, the repeater jammer must distort the spread spectrum signal or else the jammer will act as a power amplifier for the desired signal. Secondly, receiving and transmitting simultaneously in the same band of frequencies presents formidable practical problems for the jammer.

1.2.7 Smart Jammer

For the jammer to be most effective, the jamming signal must be adapted to the spread spectrum system and to the actual received signal power. A jammer which has knowledge of the type of signaling being used, which can accurately predict the received signal power, and which can adapt to transmit the optimum jamming signal is called a smart jammer. A smart jammer is usually assumed in all worst case designs.
1.3 Motivation

This research is sponsored and directed by the Egyptian Armament Authority of the Egyptian Ministry of Defense, and therefore the spread spectrum system that we focus on is intended for military applications. Because FHSS is widely used in military applications, the sponsor was interested in making this research in that direction. This wireless communication system will be used to transmit and receive data in battlefields, where the communication system is likely to be jammed by the enemy. The channel model in the battlefield is considered to be a frequency selective fading channel. That means the transmission suffers from jamming attacks and the channel effects. We study the case of two-way single-user communication between a command post and a soldier or a remote sensing device in the presence of jamming and channel effects, as shown in Fig. 1.1.

![Figure 1.1: Two-way communication in the presence of jamming in frequency selective fading channel.](image)
There are many frequency hopping schemes that have been used to mitigate jamming, but they suffer from fading in frequency selective fading environments. On the other hand, there are some other schemes that mitigate fading effects, but they perform worse in jamming environments. In other words, the selection of frequency hopping tones is a trade-off between selecting faded tones to avoid jammed bands or selecting jammed tones to avoid faded bands. In this thesis we want to improve the existing techniques by proposing novel frequency hopping schemes that avoid jammed and faded bands and selecting the best available tones in the channel.

1.4 Literature Review

Frequency hopping spread spectrum is extensively analyzed in terms of the bit error rate for different channel models and jamming scenarios using different receiver structures. In [34] the performance of FH/BFSK is analyzed in terms of bit error rate (BER) in the presence of wideband and partial band jamming (PBJ) in Rayleigh and Nakagami channel fading models. The performance of non-coherent FFH/BFSK in the presence of PBJ and in the absence of fading is examined in [35]. The BER performance of FH/MFSK in the presence of PBJ and multi-tone jamming (MTJ) assuming a noise free channel is examined in [36]. Coherent detection for frequency hopping using \(M\)-ary frequency shift keying (MFSK) and \(M\)-ary phase shift keying (MPSK) in the presence of PBJ and MTJ is analytically studied [37], [38]. The BER performance of uncoded and coded noncoherent FH/MFSK is also examined in the presence of MTJ [39]. The repeater jamming and the limitations on its effectiveness against frequency hopping systems are described in [40].

FHSS is also used to detect and mitigate different jamming scenarios by suppressing or removing jamming sub-bands after detection using various methods and
hopping over the remaining sub-bands randomly, but in all of these anti-jamming methods the authors did not consider interference or channel fading. Jamming recognition and suppression algorithms based on digital signal processing are used to intelligently mitigate jamming [41]. Jamming detection and cancelation is also achieved by using a two-element antenna array and maximum likelihood (ML) detection in a slow frequency hopping system [42], and it is shown that this technique provides much better performance than using beamforming. A novel receiver structure, named differential jamming rejection, is proposed in [43] to mitigate MTJ using fast frequency hopping. This technique provides better performance than using a linear combining receiver or a product combining receiver in terms of BER. In [44] the author provides a new jamming immunity indicator algorithm for jamming detection to discriminate between jamming and the desired signal. A new approach for jamming detection and classification using signal-processing-based electronic counter-countermeasures instead of using transmitter-based or receiver-based techniques is proposed [45].

There are two frequency hopping categories, channel ignorant frequency hopping spread spectrum (CIFHSS) and channel aware frequency hopping spread spectrum (CAFHSS). In CIFHSS the frequency hopping occurs over different sub-channels randomly without considering the channel impairments which degrades the communication system performance. Many improved receivers are designed for CIFHSS systems to enhance its performance in the presence of fading or jamming using different modulation and coding schemes. In [46] the authors proposed a new anti-jamming scheme named parallel jamming cancelation for slow CIFH/MFSK system. This two element antenna array scheme achieves better performance than maximum likely ML-based and traditional ML schemes over a wide signal-to-jamming ratio range. A new frequency hopping scheme named message driven frequency hopping
(MDFH) is proposed, where a part of the transmitted signal is used to select the hopping pattern instead of the PN generator and that increases the spectral efficiency. The MDFH scheme is analyzed and further extended to be used with OFDM to enhance the spectral efficiency and also extended to mitigate jamming using cryptography [47], [48], [49], [50], [51]. In [52] a code-controlled message-driven frequency hopping scheme is proposed instead of using MDFH, where the hopping sub-channels are selected randomly using a small portion of the source information instead of using the majority of the transmitted signal as in MDFH. Coding is used in the receiver to retrieve the hopping pattern and to mitigate jamming without a priori knowledge and without the need for synchronization while keeping high spectral efficiency. Using non-coherent frequency hopping spread spectrum in conjunction with different modulation schemes such as minimum shift keying and duobinary minimum shift keying, and by using simplified Viterbi decoding is proposed to mitigate PBJ [53]. In [54] the authors suggested to use a self-normalized non-coherent receiver with fast CIFH/MFSK and to increase the modulation order to protect the transmission against PBJ in fading channels. This system has better performance than conventional FFH/MFSK. In [55] the authors proposed two new modulation schemes, mMFSK and amMFSK, to be used with CIFH in fading channel. The proposed schemes provide better performance than conventional FH/MFSK. A maximum likelihood receiver is proposed to enhance the performance of CIFFH/BFSK in the presence of MTJ and it achieves better BER performance than a product combining receiver, a ratio-static-combining receiver and a self-normalized receiver [56]. Turbo decoding and non-orthogonal continuous phase frequency shift keying (CPFSK) when used with non-coherent CIFH are robust in frequency selective fading channels in the presence of jamming [57].
In CAFHSS, which is also named adaptive frequency hopping, the channel characteristics are monitored first and then the receiver detects the best available sub-channels and assigns these sub-channels to the transmitter for usage. This category of frequency hopping is used in multi-user scenarios that assign the sub-channels with the best channel gains for different users to achieve the best performance. A new adaptive frequency hopping scheme that adapts the tone separation to get the optimum spectral efficiency in fading channel and in multiuser scenarios is proposed [58]. Dynamic frequency hopping (DFH) is also proposed to assign different sub-channels to different users based on the signal-to-interference ratio (SIR). It achieves much better spectral efficiency and supports more users than random frequency hopping [59], [60]. Another technique called interleaved frequency hopping (IFH) is proposed that increases the diversity of hopping tones and it increases the capacity in multiuser systems [61]. A simplified multi-user detector is proposed for non-coherent FFH/MFSH in multiple access channels [62]. Rake receivers and interference cancelation are used in CDMA systems in conjunction with adaptive slow frequency hopping (SFH) to enhance the BER performance over fading channels [63]. Another adaptive SFH scheme that selects hopping tones which have the highest channel gains is proposed for CDMA systems that suffer from fading [64], [65]. Multiple access interference (MAI) is mitigated and spectral efficiency is improved by using a linear decorrelating detector with AFH in MC-CDMA system. This system provides better BER performance than systems using the water filling algorithm for channel allocation, systems using maximum ratio combining, and systems using matched filters [66].

CAFHSS is also used in single user scenarios to mitigate channel fading by assigning sub-channels with highest signal-to-noise ratio (SNR) or sub-channels with
highest gains to the user’s transmitter and the transmitter use these sub-channels to modulate the transmitted signal in a random fashion. However all of these CAFHSS schemes do not consider the presence of jamming. A new dynamic adaptive frequency hopping (DAFH) scheme is proposed in [67], [68]. The main idea behind this scheme is to assign all the hopping tones to the user and measure the packet error rate (PER). If the PER is higher than a specific threshold the hopping set is divided into two halves and the user randomly select one half of the hopping set to modulate the transmitted signal and the PER is again measured. If the PER is still higher than the threshold the system continue dividing the hopping set until the PER becomes lower than the threshold. Set doubling (joining two hopping sets together) is used if the threshold of the PER is lower than the threshold. This scheme has better throughput performance than adaptive frequency hopping. Instead of using a conventional adaptive frequency hopping scheme, the authors in [69] proposed to divide the total frequency band into many hopping sets and measure the PER of each hopping set and classify them as either good or bad hopping sets based on a predetermined threshold. Then they applied the moving average (MA) technique to the tones in bad sets to detect the tones that are not interfered. This scheme has better PER than conventional adaptive frequency hopping. The authors in [70] proposed to enhance the BER performance of high frequency communication in frequency selective fading channel by using adaptive frequency hopping. Matched frequency hopping (MFH), clipped matched frequency hopping (CMFH) and advanced matched frequency hopping (AMFH) are used to select hopping tones with high gains from the available frequency band in slowly fading dispersive channel [71], [72], [73].
1.5 Contributions

All frequency hopping schemes that are used to mitigate interference and fading usually use uncoded communication, and the BER metric is used to compare the performance of these systems. When it comes to comparing frequency hopping systems in the presence of jamming, all uncoded systems have unreasonably high bit error rates if any of the tones in the hopping set are jammed. It is therefore typically necessary to use some form of error control coding to recover data bits that are lost due to jamming. The more important and relevant measure in this case is to consider how much coding we need (i.e. what code rate we should use) to have a robust frequency hopping system to mitigate jamming in a specific channel model. We therefore measure the system performance in terms of the average throughput that can be realized with a rate-adaptive coded system.

A type-II hybrid automatic repeat request (ARQ) scheme with incremental redundancy is used in this frequency hopping system to achieve reliable data transmission. In this ARQ scheme the receiver sends an acknowledgement to the transmitter if the data is received correctly and this acknowledgement should be received by the transmitter within a specific period of time. If the transmitter does not receive the acknowledgement from the receiver, it will transmit additional parity bits until the receiver sends the acknowledgement back.

We assume that a capacity-achieving code is used for error correction, which can be approximated by either a family of rate-compatible fixed-rate codes or, more practically, a rate-adaptive code such as a Raptor code [74], used in conjunction with an incremental redundancy ARQ scheme.

We attempt in this thesis to improve battlefield signal transmission using new
adaptive frequency hopping spread spectrum schemes that are desired to mitigate interference and jamming in frequency selective fading channels. Different existing frequency hopping schemes such as random frequency hopping (RFH), matched frequency hopping (MFH), clipped matched frequency hopping (CMFH), and advanced frequency hopping (AFH) will be presented and compared. We propose to use the MFH, CMFH and AFH as anti-jamming techniques and we also propose to optimize their control parameters to enhance their performance in jammed frequency selective fading channels. We also propose new random frequency hopping techniques that combine the advantages of randomness and adaptivity of frequency hopping and optimize their parameters to enhance their performance. The following papers were published based on the research leading to this thesis:


1.6 Thesis Outline

The thesis consists of three parts. The first part discusses wireless communication challenges and their solutions, the different frequency hopping spread spectrum schemes and how their algorithms select the hopping tones, and then we will compare all these schemes in terms of throughput in the absence and presence of jamming in
frequency selective fading channels. The second part proposes to use MFH, CMFH and AFH to reduce the detrimental effects of jamming in communication systems and proposes to optimize their performance in the presence of jamming. The third part provides new RFH schemes that enhance the performance of random frequency hopping in the presence of smart jamming in frequency selective fading channels.

In Chapter 2 we investigate wireless communication needs, limitations, challenges, impairments and previous solutions. We discuss the fundamentals of the frequency hopping spread spectrum technique, and provide the basic concepts, capabilities and properties of these systems. We present previous spread spectrum schemes and discuss their advantages.

In Chapter 3 we compare the performance of all the presented existing frequency hopping schemes in terms of throughput in the absence and presence of jamming in frequency selective fading. We also optimize these frequency hopping schemes and compare their optimized performance.

In Chapter 4 we propose new random and adaptive frequency hopping spread spectrum schemes. The new schemes select the hopping frequencies according to the frequency response of the channel. The new schemes use the same random generators that are used in RFH scheme. However, the generated hopping patterns have better transmission performance than RFH in jammed wireless communication channels.

In Chapter 5 we summarize the important results and comparisons of the new frequency hopping schemes and we present some topics for future work.
Chapter 2

Review of Frequency Hopping Spread Spectrum

In the proposed research, we explore new methods for frequency hopping spread spectrum (FHSS) systems. These methods are better able to exploit the frequency selective nature of the wireless channel, while providing greater resilience to jamming and other interference. In this chapter we provide a brief review of FHSS in general, and describe some more recently proposed FHSS hopping set selection algorithms.

2.1 Frequency Hopping Spread Spectrum

Frequency hopping is a spread spectrum technique that involves partitioning the allocated frequency band, called the hopping band, into a large number of smaller sub-bands. These sub-bands are also called carrier frequencies, channels, tones, sub-channels, or sub-carriers. Transmission is carried out in short bursts on one sub-band at time, hopping from sub-band to sub-band in a pseudo-random fashion after each burst, as illustrated in Fig. 2.1. The figure illustrates how the total system bandwidth of $B_{tot}$ Hz is divided into $K$ narrow sub-bands, where each sub-band has a bandwidth of $B_{sb} = B_{tot}/K$ Hz. The system uses one sub-band at a time, for a hop duration of $T_{sb}$ seconds, before hopping to another sub-band. In this manner all sub-bands are used roughly an equal amount of time, but no sub-band is used continuously for a long time.
The rate at which the hops occur, relative to the symbol transmission rate, allows us to categorize the FHSS system as either fast or slow hopping [27]. If the hop rate, which is the inverse of the hop duration, is greater than the symbol rate, then the system is characterized as fast hopping. In this case each transmitted symbol is divided over multiple sub-bands. Slow hopping occurs when the hop rate is less than or equal to the symbol rate, which means that one or more data symbols are transmitted within each hop.

The order in which the hopping occurs over the sub-bands is called the hopping pattern. This sequence is generated by a secure pseudo-random code generator at the transmitter. The hopping pattern is also known by the intended receiver so it can easily recover the transmitted signal, but other receivers, without this knowledge, are unable to detect the signal, thereby impeding undesirable signal interception and making intentional jamming more difficult. To provide a secure and unpredictable frequency hopping pattern, the pattern should be a random sequence and this sequence
should have a large period. The large period prevents the capture and storage of a period of the pattern by a jammer or eavesdropper.

A simplified block diagram of a FHSS system is shown in Fig. 2.2. The message bits are used to first generate a modulated intermediate frequency (IF) signal. Any basic modulation scheme, such as phase shift keying (PSK), amplitude shift keying (ASK), or frequency shift keying (FSK), could be used in theory, but FSK is the most widely used in FHSS systems. The IF signal is mixed with the frequency synthesizer output to produce the transmitted radio frequency (RF) signal. The frequency synthesizer generates the RF carrier signal with a frequency based on the output of code generator. Because the code generator output changes every $T_{sb}$ seconds, so does the carrier frequency, causing the frequency hopping in the transmitted RF signal.

![Figure 2.2: Block diagram of a frequency hopping system.](image)

At the receiver, the received RF signal is down-converted to IF by mixing it with the output of another frequency synthesizer. The frequency generator must
be driven by a code generator that produces the same hopping pattern as used at the transmitter, and temporal synchronization must be maintained so that frequency hopping occurs at the same time as in the received signal. If the frequency hopping is sufficiently slow, it is possible to also maintain carrier synchronization, but this is not practical with fast frequency hopping, or even with slow frequency hopping when the hop duration only spans a few symbol intervals. As a result, noncoherent detection is typically employed with FHSS systems. The dehopped received IF signal is then demodulated to baseband and a traditional detector is used to recover the transmitted data.

In this thesis we focus on FHSS as a frequency selective fading and jamming mitigation technique. We consider slow hopping with noncoherently detected binary FSK. Although frequency hopping provides no advantage against white noise, it has good immunity to interference, frequency selective fading, and the near-far problem [27], [75], [76]. It is also less susceptible to jamming [14] and the transmitter and receiver are easy to implement with low power consumption and inexpensive components.

Since each sub-band is equally likely to be used in any given hop, and the sub-bands are selected randomly, we refer to this traditional frequency hopping scheme as random frequency hopping (RFH). In RFH, the random generator generates a random code to a fixed frequency table, that assigns each code to a specific frequency regardless of the channel characteristics. The generated random frequency is used to modulate the transmitted signal as shown in Fig. 2.2. One problem with RFH is that, in a frequency-selective fading environment, at any given time some sub-bands may be severely attenuated (or, in a jamming environment, some sub-bands may be jammed). Better performance is possible if frequency hopping is performed over only
a subset of the sub-bands. Sub-bands that have severe attenuation or are jammed are excluded from the subset, which is called the hopping set. In the following section we discuss some previously proposed algorithms for selecting the hopping set.

2.2 Hopping Set Selection Algorithms

Frequency hopping schemes that involve monitoring the variation of the channel characteristics, and then selecting the hopping set according to these characteristics, are referred to as channel-aware frequency hopping schemes, and generally provide better performance than the channel-ignorant RFH scheme. In the selection of the hopping set, these schemes try to avoid the sub-bands that have low channel gains or are jammed. This avoidance-type of frequency hopping enhances signal transmission, but there is a trade-off between selecting sub-bands with high channel gains and avoiding jammed sub-bands. This is because sub-bands with high gain tend to be adjacent, making them easier to jam. The performance of the channel-aware schemes is better than the channel ignorant schemes in the presence of interference and jamming [77].

Many techniques have been proposed for selecting the hopping set, including highest gain frequency hopping (HGFH), matched frequency hopping (MFH), clipped matched frequency hopping (CMFH), and advanced frequency hopping (AFH). In this section, all these algorithms will be presented and explained.

2.2.1 Highest Gain Frequency Hopping

In HGFH, the channel frequency response is first monitored and then the hopping subset is selected as the $M$ sub-bands that have the highest channel gains. As an illustrative example, Fig 2.3 shows the selected 15 sub-band hopping set for one
realization of a WINNER frequency selective fading channel [78] consisting of 100 sub-bands. By only hopping over the best sub-bands, HGFH can provide excellent throughput. However, as the channel frequency response changes over time, the sub-bands in the hopping subset may become worse, degrading the throughput until the receiver can determine a new hopping subset. Furthermore, because the selected sub-bands tend to be adjacent (or in a small number of tightly spaced clusters), it is easy for a jammer to jam most of the selected sub-bands. It is therefore preferable to select sub-bands that are dispersed, even if this means not necessarily selecting the best sub-bands.

Figure 2.3: Example of a HGFH hopping set where \( M = 15 \) sub-bands are selected out of \( K = 100 \). Vertical black lines indicate selected sub-bands.

2.2.2 Matched Frequency Hopping

The desire for frequency dispersion in the selected hopping set to avoid severe degradation caused by jamming led to the search for other hopping set selection
algorithms. In the MFH scheme the $M$ sub-bands are selected based on the complex sub-bands channel gains, $\{H_k\}$, so that good sub-bands tend to be selected while also keeping the sub-bands reasonably well-spaced [71]. In particular, the normalized sub-band power metric,

$$P_k = \frac{Q_k}{\sum_{l=1}^{K} Q_l}$$  \hspace{1cm} (2.1)

is calculated for each sub-band, $k \in \{1, 2, ..., K\}$, where $Q_k = |H_k|^2$. Also calculated are the cumulative metrics

$$C_k = \sum_{n=1}^{k} P_n$$  \hspace{1cm} (2.2)

which is a monotonically increasing function of $k$, spanning the range $[0, 1]$. The cumulative metrics are used with the $M$ equally-spaced values over $[0, 1]$ given by

$$y_m = \frac{1}{M} \left( m - \frac{1}{2} \right) \hspace{1cm} m \in \{1, 2, ..., M\}$$  \hspace{1cm} (2.3)

to determine the indices of the selected sub-bands. The index of the $m^{th}$ selected sub-band is given by the value of $k$ such that $C_{k-1} \leq y_m < C_k$ [71].

The steps of selecting the MFH hopping set are illustrated in Fig. 2.4, which illustrates how $M = 15$ sub-bands are selected out of $K = 100$ sub-bands using this procedure with a simple channel model. Fig. 2.5 illustrates the hopping set using the MFH algorithm in a sample realization of the WINNER channel model. It is clear that the algorithm tends to select sub-bands with low attenuation, while avoiding selecting clusters of adjacent sub-bands to avoid interference and jamming, as would be the case if one were to merely select the $M$ sub-bands with the highest gains.
Figure 2.4: Illustration of selecting $M = 15$ sub-bands out of $K = 100$ using MFH in a simple channel.

Figure 2.5: MFH hopping set of $M = 15$ sub-bands for a sample channel realization.
Although in MFH good sub-bands tend to be selected while keeping the sub-bands reasonably well-spaced, in some cases when the channel gains increase suddenly MFH selects the same sub-band more than once and that makes it more vulnerable to jamming attacks.

2.2.3 Clipped Matched Frequency Hopping

The clipped matched frequency hopping (CMFH) scheme is an evolution of the MFH scheme [72]. The channel gains, $|H_k|^2$, are first clipped with a certain value, $T_{\text{max}} |H_k|^2$, proportional to the maximum gain, and then the clipped channel gains are decreased by this amount. That means any channel gain less than or equal to $T_{\text{max}} |H_k|^2$ is set to zero. The clipped channel gains are given by

$$Q_k = \begin{cases} |H_k|^2 - T_{\text{max}} |H_k|^2 \text{ if } |H_k|^2 > T_{\text{max}} |H_k|^2; \\ 0 \text{ if } |H_k|^2 < T_{\text{max}} |H_k|^2. \end{cases} \quad (2.4)$$

The MFH technique is then applied to the new clipped channel gains. The CMFH hopping subset is shown in Fig 2.6, using $M = 15$, $K = 100$, and $T = 0.2$. The CMFH scheme will result in more concentrated sub-bands with lower attenuation than in the MFH scheme.

2.2.4 Advanced Frequency Hopping

The performance of the MFH and CMFH schemes are improved by using the AFH scheme [73]. The AFH scheme further improves the performance by selecting more sub-bands with high gain. It uses an optimization function given by

$$Q_k = \frac{|H_k|^2}{(1 + \alpha) \max |H_k|^2 - |H_k|^2} \quad (2.5)$$
where $\alpha$ is a small value. After calculating $Q_k$ for each sub-band, using $\alpha = 0.01$, the $M$ sub-bands will be selected in the same way as the MFH scheme. This will result in sub-bands with high attenuation being avoided as shown in Fig 2.7.

2.3 System Model

A block diagram of the operation of the system with adaptive PBJ is shown in Fig 2.8. The transmitter begins by transmitting pilot signals over all the available sub-bands so the receiver can estimate the sub-band gains. By applying one of the hopping set selection algorithms described in Section 2.2, the receiver determines the hopping set, which is passed back to the receiver. The transmitter begins transmission by hopping pseudo-randomly over the tones in the hopping set. With its knowledge of the hopping set and the hopping sequence, the receiver is able to detect the transmitted information. Periodically, as the channel changes, the transmitter
retransmits pilot signals and the receiver determines a new hopping set. Transmission then moves to the new hopping set. While transmission is taking place, an adaptive jammer scans all the available channels and detects which ones are being used, thereby gaining knowledge of the hopping set, but not the hopping sequence. We assume the presence of adaptive PBJ, where the jammer concentrates all its available power to jam a fraction of the transmission bandwidth [77]. The jammer simultaneously jams two disjoint clusters of adjacent sub-bands, each containing 5% of the transmission bandwidth. With adaptive PBJ the jammer selects the two jamming clusters so that as many of the selected hopping frequencies as possible are jammed. The jammer continues attacking the selected sub-bands until it detects a new hopping set, when it then repositions the two jamming clusters to again attack the largest number of selected sub-bands.

We use a frequency selective fading WINNER channel model to model the fre-

Figure 2.7: AFH hopping set of $M = 15$ sub-bands.
quency selective fading channel [78]. The WINNER channel models cover from short range to wide area within a frequency range 2 to 6 GHz [79]. For our simulations we consider that the centre frequency of the $k^{th}$ sub-band is

$$f_k = f_c + \frac{W}{K} \left( k - \frac{K}{2} - \frac{1}{2} \right)$$

for $k \in \{1, 2, ..., K\}$. It is assumed that $K$ is sufficiently large so that the channel
The complex channel gain of the $k^{th}$ sub-band is $H_k = H(f_k)$ where $H(f)$ is the frequency response of the broadband channel. The impulse response of the broadband channel is modeled as the combination of signal components in $L$ distinct clusters, so the impulse response is

$$ h(t) = \sum_{l=1}^{L} h_l \delta(t - \tau_l) \quad (2.7) $$

where $\tau_l$ is the delay of cluster $l$, and $h_l$ is its complex gain, which is modeled as a zero-mean complex Gaussian random variable with a variance of $\sigma_l^2$. The frequency response of the channel is given by

$$ H(f) = F\{h(t)\} = \sum_{l=1}^{L} h_l e^{-j2\pi f \tau_l} \quad (2.8) $$

and the sub-band gains are

$$ H_k = \sum_{l=1}^{L} h_l \exp \left\{ -j2\pi \tau_l \left[ f_c + \frac{W}{K} \left( k - \frac{K}{2} - \frac{1}{2} \right) \right] \right\} \quad (2.9) $$

Because all uncoded frequency hopping systems have unreasonably high bit error rates if any of the sub-bands in the hopping set are jammed, it is typically necessary to use some form of error control coding to recover data bits that are lost due to jamming. We therefore measure the system performance in terms of the average throughput that can be realized with a rate-adaptive coded system. In particular, we assume that a capacity-achieving code is used, which could be approximated by either a family of fixed-rate codes or, more practically, a rate-adaptive code such as a Raptor code [74], used in conjunction with an incremental redundancy ARQ scheme. The modulation-constrained channel capacity of noncoherently detected binary FSK
The modulation-constrained channel capacity of noncoherently detected binary FSK over the AWGN channel.

over an additive white Gaussian noise channel with a SNR of $\gamma$ given by [80]

$$
\eta(\gamma) = \int_{0}^{\infty} I_0(\beta r_1) \log_2 I_0(\beta r_1) r_1 \exp \left( -\frac{r_1^2 + \beta^2}{2} \right) dr_1 
- \int_{0}^{\infty} \int_{0}^{\infty} \frac{1}{2} \left[ I_0(\beta r_1) + I_0(\beta r_2) \right] \log_2 \left( \frac{1}{2} I_0(\beta r_1) + \frac{1}{2} I_0(\beta r_2) \right) \times r_1 r_2 \exp \left( -\frac{r_1^2 + r_2^2 + \beta^2}{2} \right) dr_1 dr_2 
$$

where $\beta = \sqrt{2\gamma}$ and $I_0(\cdot)$ is the modified Bessel function of the first kind. A derivation of (2.10) is included in Appendix A. Although there is no known closed form expression for $\eta(\gamma)$, it can easily be evaluated numerically, and is shown in Fig. 2.9.

To determine the throughput of a frequency hopping system over a frequency selective channel, we note that for a given channel realization, $H = [H_1, H_2, ..., H_K]$, 
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the throughput when sub-band \( k \) is used is \( \eta(|H_k|^2\gamma) \) where \( \gamma \) is the average SNR. When RFH is used all sub-bands are equally likely to be selected, so the expected throughput for channel realization \( \mathbf{H} \) is

\[
\eta(\mathbf{H}, \gamma) = \frac{1}{K} \sum_{k=1}^{K} \eta(|H_k|^2\gamma). \tag{2.11}
\]

With MFH, CMFH and AFH, one of the \( M \) sub-bands in the hopping set will be used with equal probability in each time slot, so the expected throughput is

\[
\eta(\mathbf{H}, \gamma) = \frac{1}{M} \sum_{m=1}^{M} \eta(|H_{km}|^2\gamma) \tag{2.12}
\]

where \( k_m \) is the index of the \( m^{th} \) selected sub-band, which depends on the hopping scheme and \( \mathbf{H} \).

In either case the average throughput, averaged over all channel realizations, is

\[
\bar{\eta}(\gamma) = E[\eta(\mathbf{H}, \gamma)] = \int_{\mathbf{H}} \eta(\mathbf{H}, \gamma) f(\mathbf{H}) \, d\mathbf{H} \tag{2.13}
\]

where \( f(\mathbf{H}) \) is the probability distribution of the channel realization. We can evaluate (2.13) numerically using Monte Carlo integration by randomly selecting a large number of channel realizations and averaging the throughput for each realization as given by (2.11) or (2.12) depending on the hopping scheme.

We consider the case where the jammer has finite power, so communication remains possible in jammed sub-bands, but with a lower throughput. The throughput therefore depends not only on the average SNR, \( \gamma_N = \frac{E_s}{N_0} \), but also on the average signal-to-jamming ratio (SJR), \( \gamma_J = \frac{E_s}{N_J} \), where \( E_s \) is the transmitted signal energy (per bit), \( N_0 \) is the single-sided noise power spectral density (PSD) and \( N_J \) is the single-sided jamming PSD in a jammed sub-band. The jamming is modeled as an
additive Gaussian random process. Taking into account the channel gain between the transmitter and the receiver, $H_{S,k}$, and the gain between the jammer and the receiver, $H_{J,k}$, the instantaneous signal-to-jamming-and-noise ratio (SJNR) in the $k^{th}$ sub-band is

$$\rho_k = \frac{|H_{S,k}|^2 E_s}{|H_{J,k}|^2 N_J + N_0},$$

$$= \frac{|H_{S,k}|^2}{\frac{|H_{J,k}|^2}{E_s/N_J} + \frac{1}{E_s/N_0}}$$

$$= \frac{|H_{S,k}|^2}{\frac{|H_{J,k}|^2}{\gamma_J} + \frac{1}{\gamma_N}}.$$  \hspace{1cm} (2.14)

The throughput if the sub-band is jammed is then $\eta(\rho_k)$, which is used in (2.11) or (2.12) to find the average throughput. If the sub-band is not jammed, the throughput is $\eta(|H_{S,k}|^2 \gamma_N)$.  
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Chapter 3

Optimization of Frequency Hopping Schemes

Although MFH, CMFH and AFH have previously been proposed and described in published literature, the performance of these schemes has not been adequately investigated and compared. In particular, there are three shortcomings to the published analysis that we hope to address. Firstly, the existing work only considers the BER of uncoded systems as the performance metric, whereas we feel that the throughput of coded systems is a more relevant metric. Secondly, although these schemes are intended for use in jamming environments, their performance has only been studied in the absence of jamming. Thirdly, these schemes have only been investigated with one fixed set of parameters, with no attempt at parametric optimization. In this chapter we attempt to overcome these shortcomings and provide a more meaningful comparison between the systems, highlighting their strengths and weaknesses.

3.1 Simulation Environment and Performance Metric

For our simulations we consider the case where the total allocated system frequency band of $W = 100$ MHz, centered about $f_c = 2.4$ GHz, is divided into $K = 100$ sub-bands. For the simulation results presented in this thesis we use the WINNER D1 channel model, suitable for rural non-line-of-sight applications, which is based on the parameters given in Table 3.1. There are $L = 10$ clusters in this model, and the
Table 3.1: WINNER D1 channel model parameters

<table>
<thead>
<tr>
<th>Cluster #</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delay (ns)</td>
<td>5</td>
<td>0</td>
<td>5</td>
<td>15</td>
<td>20</td>
<td>25</td>
<td>55</td>
<td>100</td>
<td>170</td>
<td>420</td>
</tr>
<tr>
<td>Power (dB)</td>
<td>-5.2</td>
<td>-1.8</td>
<td>-3.3</td>
<td>-7</td>
<td>-5.3</td>
<td>-7.1</td>
<td>-9</td>
<td>-4.2</td>
<td>-12.4</td>
<td>-26.5</td>
</tr>
</tbody>
</table>

The table shows the delays, $\tau_l$, and power gains, $\sigma^2_l$, for each cluster. The power gains are normalized so that $\sum_{i=1}^{L} \sigma^2_l = 1$.

3.2 Performance of the Original Schemes

The MFH, CMFH and AFH schemes, as originally proposed, have only been studied using $M = 15$, $T = 0.2$ and $\alpha = 0.01$ as their parameters. In the next section we will investigate the effect of these parameters on the system performance, and find their optimal values. In this section, to provide a starting point for comparison, we will investigate the system performance in terms of average throughput, using just these originally proposed parameters. We first consider the case where there is no jamming, as was considered in the original studies, and then examine the effects of jamming on the performance.

As shown in Fig. 3.1, the performance of all schemes is examined in terms of average throughput given by (2.13). The results show that HGFH has the best performance, followed by AFH, CMFH, MFH and finally RFH, which has the worst performance. To explain why this order occurs, it is useful to consider which sub-bands are selected by each of the different schemes. These are shown in Fig. 3.2 for a simple static frequency selective channel. We see that HGFH selects only the best sub-bands for the hopping set, so the best performance is delivered, but the selected sub-bands are tightly clustered. As we move down to AFH, CMFH and MFH we
see that the selected sub-bands become more disperse, with a large number of more attenuated sub-bands being selected. For example, MFH selected sub-band 74, even though it is severely attenuated. Although RFH does not normally use a reduced-size hopping set, hopping instead over all sub-bands, we have shown a random selection of $M = 15$ sub-bands to emphasize that RFH operates at the other extreme from HGFH, selecting sub-bands regardless of the channel gains, but providing a high degree of dispersion. As we will see, dispersion is useful for providing protection against jamming.

The average throughput of all the schemes in the presence of adaptive jamming is shown in Fig. 3.3. We note that the performance of all the schemes is degraded compared to their performance without jamming. More importantly, the results in the presence of adaptive jamming are nearly reversed, with HGFH giving the worst performance and RFH the best, particularly at high SNRs. The reason for this is that
as the selected sub-bands become more adjacent, it becomes easier for the jammer to jam a large number of them within a limited bandwidth. Furthermore, HGFH tends to select sub-bands that are very close to each other, and the separation increases from AFH to CMFH to MFH. As the separation increases, the performance of the communication system becomes less effected by the presence of adaptive PBJ. It is also worth noting that although RFH has good performance in the presence of

Figure 3.2: Illustrative example of the hopping sets selected by the different schemes.
Figure 3.3: Average throughput of the hopping schemes in the presence of adaptive jamming.

adaptive PBJ at high SNRs, because it is channel ignorant it suffers from selecting sub-bands with low gains, degrading its performance at low SNRs.

3.3 Parametric Optimization

In the previous section, we presented and investigated the different frequency hopping schemes in the absence and presence of jamming. When we were investigating the performance of MFH, CMFH and AFH schemes, we were assuming predetermined values for the number of selected sub-bands, $M$, the threshold value, $T$, and the regulation value, $\alpha$. In the following section we are interested in improving the performance of these frequency hopping schemes by optimizing the values of the parameters $M$, $T$ and $\alpha$. 
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3.3.1 Optimized Matched Frequency Hopping (OMFH)

In the original MFH scheme, the author proposed selecting 10 – 15% of the available sub-bands for the hopping set. We propose to optimize the throughput performance of MFH by optimizing the only parameter that we have, which is the number of selected sub-bands, $M$.

Fig. 3.4 shows the average throughput of the MFH scheme as a function of the size of the hopping set, $M$, at a fixed SNR of 5 dB, for a range of jamming powers. The jamming power range from -10 to 10 dB, and the extremes of no jamming ($\gamma_J = +\infty$ dB) and infinite power jamming ($\gamma_J = -\infty$ dB) are also included. Careful study of this figure yields some useful insight into the behavior of the system. When $M = 1$, the hopping set contains only one sub-band, which will quite likely have a high channel gain. However, this sub-band will certainly be jammed, so the throughput drops

![Figure 3.4: The throughput vs. the size of the hopping set for MFH with different jamming powers and 5 dB SNR.](image)
significantly as the jamming power increases. When $M$ is increased to two, both sub-bands will be jammed (recall that the PBJ that we are using is able to jam two disjoint frequency bands, so the jammer is free to adapt to jam both selected sub-bands). Furthermore, when two sub-bands are selected, their channel gains are less likely to be the best (and certainly they cannot both be the best), so the average throughput drops, regardless of the jamming power. When $M$ is increased to 3, the jammer is probably unable to jam all three sub-bands, so the throughput improves dramatically, particularly when the jamming power is strong. This phenomenon continues with increasing $M$ until when $M$ is about 7. At this point the dispersion of the sub-bands in the hopping set becomes small enough that the jammer is able to jam more than two sub-bands, so the performance starts to drop. As $M$ increases past about 11, the fraction of sub-bands that are jammed starts to decrease, and the jammer becomes less likely to jam the best sub-bands, so the performance starts to increase. This continues until the hopping set gets too large, so a large number of severely attenuated sub-bands are included in the hopping set, causing the throughput to once again diminish. Note that this general behavior is more pronounced when the jamming is strong. When the jamming is weak the throughput mostly just decreases as more sub-bands are included, because the effects of fading dominate the effect of jamming. Similar results hold at lower and stronger signal strengths as shown in Figs. 3.5 and 3.6, for SNRs of 0 dB and 10 dB, respectively.

From the previous discussion it is apparent that there is an optimal value for the size of the hopping set, which varies depending on the SNR and SJR. The optimum hopping set size as a function of the SJR and SNR is shown in Fig. 3.7, and the corresponding optimum throughput is shown in Fig. 3.8. We can see that as the jamming power increases, we need to increase the number of sub-bands to obtain
Figure 3.5: The throughput vs. the size of the hopping set for MFH with different jamming powers and 0 dB SNR.

Figure 3.6: The throughput vs. the size of the hopping set for MFH with different jamming powers and 10 dB SNR.
higher throughput. However, by using the optimal hopping set size, the throughput only degrades slightly as the jamming power increases.

Figure 3.7: The optimum hopping set size for MFH with the presence of different jamming power and SNR scenarios.

It is worth noting that the rather “jagged” nature of the curve in Fig. 3.7 is a result of statistical uncertainly. Even though the results were averaged over 10,000 different channel realizations, which was enough to estimate the throughput with sufficient accuracy (the throughput changed by much less than 1% compared to when only 1000 channel realizations were used), because the throughput curves are fairly flat in Figs. 3.4 - 3.6, small, statistically insignificant variations in the throughput can cause widely different values in the optimal number of sub-bands.

We compared the throughput performance of the original MFH scheme and the optimized MFH (OMFH) scheme when the SNR = 0, 5 and 10 dB as shown in Figs. 3.9 to 3.11. The results show that OMFH is always better than MFH, and the
advantage is more pronounced when the jamming is strong. For example, when the
SNR = 10 dB and the SJR = -10 dB there is a 14% improvement in the throughput.

3.3.2 Optimized Clipped Matched Frequency Hopping (OCMFH)

In CMFH there are two main predetermined control parameters: the size of the
hopping set, $M$, and the threshold value, $T$. In [72] these two parameters were pre-
viously assumed to be 15 and 0.2 respectively. The question is, do these parameters
give the best throughput performance? For that reason we investigated the through-
put performance when $M = 15$ for $T$ in the range of $[0, 1]$ for different jamming
power scenarios and with SNR = 5 dB as shown in Fig. 3.12. The results show that
although assuming $M = 15$ sub-bands and $T = 0.2$ does not give the best through-
put, it does achieve good performance in the presence of strong jamming. However,
in the presence of weak jamming letting $T = 0.2$ is not a good choice, and the best
throughput is obtained when $T = 1$. For large value of $T$, the channel gains are clipped to zero for all but the best sub-band in CMFH, so the cumulative metric
becomes a step function, with the step occurring at the index of the best sub-band. This means that although the algorithm attempts to select $M=15$ sub-bands, only one unique sub-band (the best sub-band) is in fact selected. This is very beneficial when the jamming is weak (i.e. $\gamma_J \geq 4$ dB).

We also investigated the throughput performance for CMFH when $T=0.2$ at each value of $M \in \{1, 2, ..., K\}$ for different jamming power scenarios and with SNR $= 5$ dB as shown in Fig. 3.13. The results show that when $T = 0.2$ selecting the hopping set size $M = 15$ is not the best choice. For that reason the optimization for CMFH should include the combination of the two parameters, $M$ and $T$, to get the optimum throughput.

To find the optimum throughput performance of CMFH we calculated the average throughput over 10,000 different channel realizations using Monte Carlo simulation,
Figure 3.12: The throughput performance of CMFH vs. $T$ when $M = 15$ and $\text{SNR} = 5$ dB for different jamming power scenarios.

Figure 3.13: The throughput performance of CMFH vs. $M$ when $T = 0.2$ and $\text{SNR} = 5$ dB for different jamming power scenarios.
for all the available values of $M$ and $T$. We then selected the hopping set size $M$, and the threshold value, $T$, that achieve the maximum average throughput for different jamming power scenarios and SNR values.

The optimum throughput for CMFH by optimizing $T$ at each value of $M$ when the SNR = 5 dB is shown in Fig. 3.14. We can see that with weak jamming, the throughput performance of OCMFH does not change much when the number of sub-bands, $M$, is increased, and as the jammer gets stronger the throughput is highest when $M = 100$. It is worth remembering that using a large value for $M$ does not necessarily mean that a large number of sub-bands will be selected, as the number of actually selected sub-bands also depends on $T$. This is illustrated in Fig. 3.15, which shows the actual number of selected sub-bands vs. $M$, for different values of $T$. Clearly when $T$ is large only a small number of sub-bands is selected, regardless of
Figure 3.15: The requested number of sub-bands vs. the actual number of used sub-bands.

$M$. And even when $T$ is smaller the number of actually selected sub-bands is usually less than $M$.

We also investigated the throughput performance when optimizing the size of the hopping set, $M$, at each value of the threshold level $T$ at SNR = 5 dB as shown in Fig. 3.16. The results show that when the jamming power is strong the value of $T = 0.2$ provides good throughput performance when we optimize $M$. In weak jamming it is better to select $T = 1$ to obtain the optimum throughput performance. We can also notice that the throughput and optimizing $M$ is better than assuming $M = 15$, when $T = 0.2$. To obtain better throughput we need to decrease the threshold level when the jamming power increases because that allows the CMFH scheme to select a larger number of sub-bands to mitigate the effect of the strong jammer. Of course by selecting a large number of sub-bands the system will suffer from the channel fading, but its effect will be less than the effect of strong jammer.
Figure 3.16: The throughput vs. the threshold value for CMFH with different jamming powers and 5 dB SNR. The optimal hopping set size is used for each $T$.

The optimum threshold value in the presence of different jamming power and different SNR values is shown in Fig. 3.17. From Fig. 3.17 we can see that CMFH is better than MFH because when we optimize the throughput we found that the minimum value of $T$ is greater than zero. MFH is a special case of CMFH when the threshold value, $T$, equals zero. Fig. 3.18 shows the optimum number of sub-bands for different SNR and SJR values. We see that as the jamming power decreases, it is better to use CMFH to select one sub-band and as the jamming power increases, the number of sub-bands should be increased to get the optimum throughput.

It is clear that we need to adjust the threshold level and the number of sub-bands to obtain the optimum throughput. The optimum throughput is shown in Fig. 3.19 in the presence of different jamming power and SNR values.

We investigated the throughput improvement of OCMFH compared to CMFH when the SNR = 0, 5, and 10 dB. As shown in Fig. 3.20 when the SNR = 0 dB
Figure 3.17: The optimum threshold for CMFH with the presence of different jamming power and SNR scenarios.

Figure 3.18: The optimum number of sub-bands for CMFH with the presence of different jamming power and SNR scenarios.
there is a 15% throughput improvement in the presence of strong jamming and a 47% throughput improvement in the presence of weak jamming. By increasing the SNR to 5 dB, as in Fig. 3.21, we can obtain a 20% improvement in the presence of strong jamming and 15% in the presence of weak jamming. As the SNR increases, the performance of OCMFH becomes more efficient as we can see in Fig. 3.22 when the SNR = 10 dB where the throughput improvement becomes 27%, in the presence of strong jamming.

3.3.3 Optimized Advanced Frequency Hopping (OAFH)

In the original AFH scheme [73] $\alpha$ was assumed to be 0.01 and $M = 15$. In this section we want to obtain the optimum throughput of AFH by optimizing the regulation value, $\alpha$, and determining the optimum number of sub-bands, $M$, in the presence of adaptive PBJ in frequency selective fading. We will optimize the through-
put performance using the same procedures that we used to optimize CMFH.

First, we will investigate the throughput by optimizing $\alpha$ at each value of $M$.
Figure 3.22: Throughput comparison of CMFH and OCMFH when the SNR = 10 dB.

when the SNR = 5 dB for different jamming power scenarios as shown in Fig. 3.23. The results show that in the presence of strong jamming it is better to select $M = 100$ and in the presence of weak jamming it is better to select the best sub-band in the channel (i. e., $M = 1$).

We also optimized the throughput by optimizing $M$ at different values of $\alpha$ when the SNR = 5 dB as shown in Fig. 3.24. The results show that in the presence of strong jamming it is better to select a high value for $\alpha$ to assign a large number of sub-bands to the system and in the presence of weak jamming it is better to use a small value of $\alpha$ to select the sub-band that has the best channel gain.

By using the optimal values of both $M$ and $\alpha$, we can find the optimal throughput, which is shown in Fig. 3.25 for a range of different SNR and SJR values. It is clear the OAFH provides good protection against jamming, regardless of the SNR.

The optimal values for $M$ are shown in Fig. 3.26, where we can see that when
Figure 3.23: The throughput vs. the size of the hopping set for AFH with different jamming powers and 5 dB SNR.

Figure 3.24: The throughput vs. the regulation value for AFH with different jamming powers and 5 dB SNR.
the SNR is large and the SJR is small it is best to use a large value of $M$ to provide better protection against jamming since the fading has a relatively lower impact on performance. Otherwise, a small value of $M$ is preferred. Similarly, as shown in Fig. 3.27, it is better to use a large value of $\alpha$ when the SNR is large and the SJR is small, so many sub-bands are selected. When the SNR is small and the SJR is large, a small value of $\alpha$ forces the system to only select the best sub-band.

The original AFH scheme and the OAFH scheme are also compared to investigate how much throughput improvement we obtained by using OAFH. As shown in Figs. 3.28 to 3.30 when the SNR = 0 dB we get 28% throughput improvement when the jamming power is strong and 33% improvement when the jamming power is weak. By increasing the SNR the throughput improvement in the presence of strong jamming is getting better as we can see in Fig. 3.29 when the SNR = 5 dB, the improvement becomes 50%. As the SNR increased to 10 dB we obtain 70% throughput
Figure 3.26: The optimum number of sub-bands for OAFH with the presence of different jamming power and SNR scenarios.

Figure 3.27: The optimum threshold for OAFH with the presence of different jamming power and SNR scenarios.
improvement in the presence of strong jamming. Clearly it is very beneficial to use the optimum values of $M$ and $\alpha$. 

Figure 3.28: Throughput comparison of AFH and OAFH when the SNR = 0 dB.

Figure 3.29: Throughput comparison of AFH and OAFH when the SNR = 5 dB.
3.4 Comparisons

In this section we want to compare the throughput performance of the different optimized frequency hopping schemes in the presence of different jamming power scenarios and different SNR values in frequency selective fading.

To determine which scheme is better to be used in different cases, Fig. 3.31 shows the comparison between the optimized frequency hopping schemes when the SNR = 5 dB. We can see that OCMFH has the best throughput performance compared to OAFH and OMFH, and although OMFH has good throughput performance compared to MFH, it has the worst throughput performance compared to OCMFH and OAFH. We can also notice that OAFH has the same throughput performance as OCMFH when the jamming power is weak (SJR ≥ 4) dB because both schemes select the best sub-band that has the highest channel gain. On the other hand, when the jamming power gets stronger the throughput performance of OAFH becomes closer
to the performance of OMFH. Although both OCMFH and OAFH try to select 100 sub-bands to mitigate the jamming effect, in OCMFH the sub-bands with very small gains have been discarded after the clipping process but in OAFH with a large value of $\alpha$ these sub-bands still exist and are selected as in OMFH and that degrades its throughput performance.

With lower SNR as shown in Figs. 3.32 and 3.33, it is obvious that OCMFH is still the best scheme and OAFH is better than OMFH and its performance approaches the OCMFH when the jamming power getting weaker. We can also notice that with low SNR the performance of OCMFH and OAFH have much better performance than OMFH. When the SNR is high, as shown in Figs. 3.34 and 3.35, the results show that although there is not too much throughput difference between the proposed schemes, OCMFH still has the best throughput performance.
Figure 3.32: Throughput comparison of OMFH, OCMFH and OAFH when the SNR = -5 dB.

Figure 3.33: Throughput comparison of OMFH, OCMFH and OAFH when the SNR = 0 dB.
Figure 3.34: Throughput comparison of OMFH, OCMFH and OAFH when the SNR = 10 dB.

Figure 3.35: Throughput comparison of OMFH, OCMFH and OAFH when the SNR = 15 dB.
3.5 Performance Comparison in Different Channel Models

We compared the performance of the optimized frequency hopping schemes using D1-NLOS WINNER channel model, which is used for rural environment and with no-line-of-sight (NLOS) between the transmitter and the receiver, in the presence of adaptive BPJ. In this section we want to further compare the performance of the proposed frequency hopping schemes in different channel models. The D1-LOS WINNER channel model that is used for rural environments [78] with line-of-sight (LOS) scenario has a wider coherence bandwidth. This channel model is used as a different channel model example to investigate the performance of the proposed schemes. Figs. 3.36 to 3.40 show the throughput performance of the proposed schemes in different SNR values. It is obvious that OCMFH still has the best throughput performance compared to other schemes in the D1-LOS WINNER channel model.
Figure 3.37: Throughput comparison of OMFH, OCMFH and OAFH when the SNR = 0 dB in the presence of D1-LOS WINNER channel model.

Figure 3.38: Throughput comparison of OMFH, OCMFH and OAFH when the SNR = 5 dB in the presence of D1-LOS WINNER channel model.
Figure 3.39: Throughput comparison of OMFH, OCMFH and OAFH when the SNR = 10 dB in the presence of D1-LOS WINNER channel model.

Figure 3.40: Throughput comparison of OMFH, OCMFH and OAFH when the SNR = 15 dB in the presence of D1-LOS WINNER channel model.
An another example of a channel model that has smaller channel coherence bandwidth is the C2-NLOS WINNER channel model. Figs. 3.41 to 3.45 show the throughput performance of the proposed schemes for different SNR values. We can see that the throughput performance of the proposed is the same with different advantages compared to each other.

3.6 The Effect of Different Jamming Bandwidth

In this thesis we assumed the presence of adaptive PBJ that jams 10% of the system transmission bandwidth. We also investigated the throughput performance in the presence of different SNR values and different jamming power scenarios with a signal-to-jamming (SJR) ratio in the range of -10 to 10 dB. In this section we want to investigate the throughput performance of the OCMFH scheme in the presence

![Figure 3.41: Throughput comparison of OMFH, OCMFH and OAFH when the SNR = -5 dB in the presence of C2-NLOS WINNER channel model.](image-url)
Figure 3.42: Throughput comparison of OMFH, OCMFH and OAFH when the SNR = 0 dB in the presence of C2-NLOS WINNER channel model.

Figure 3.43: Throughput comparison of OMFH, OCMFH and OAFH when the SNR = 5 dB in the presence of C2-NLOS WINNER channel model.
Figure 3.44: Throughput comparison of OMFH, OCMFH and OAFH when the SNR = 10 dB in the presence of C2-NLOS WINNER channel model.

Figure 3.45: Throughput comparison of OMFH, OCMFH and OAFH when the SNR = 15 dB in the presence of C2-NLOS WINNER channel model.
of adaptive PBJ with different jamming bandwidths. Any jammer has a limited jamming power, so when the jammer tries to jam the entire system bandwidth it will be compelled to distribute its jamming power over the total system transmission bandwidth. However, when it tries to jam only one sub-band it can concentrate all its jamming power to jam this sub-band. We assumed that the jammer concentrates its jamming power to jam one sub-band with $\text{SJR} = -10 \text{ dB}$ and it jams the entire band with $\text{SJR} = 10 \text{ dB}$ to figure out what is the best jamming bandwidth choice for the jammer to disrupt the communication system transmission. Fig. 3.46 shows the throughput performance of OCMFH in the presence of different SNR values and different jamming bandwidth scenarios.

We can notice that the best jamming bandwidth choice is 10% of the transmission bandwidth when the SNR has low value as -5 dB and it is better to choose 20% of transmission bandwidth when the SNR is high as 15 dB.
3.7 Conclusions

Changing the control parameters of the original frequency hopping schemes, MFH, CMFH and AFH, has a great impact on their performance. By optimizing the hopping set size, $M$, the threshold value, $T$, and the regulation value, $\alpha$, we have obtained a significant throughput improvement over the original schemes. By comparing the optimized schemes we can notice that the OCMFH has the best throughout performance in different SNR and SJR values compared to OAFH and OMFH schemes in the presence of adaptive PBJ in frequency selective fading.
In all the frequency hopping schemes presented in Chapter 2 and optimized in Chapter 3, a reduced-size hopping set is used. By only using sub-bands with high gain, better throughput is possible. However, use of a reduced-size hopping set means it is possible for an adaptive jammer to jam a larger fraction of the hopping set, which reduces the throughput.

To provide better protection against adaptive jamming, while also exploiting knowledge of the channel gains, we propose a new channel-aware frequency hopping scheme, named weighted random frequency hopping (WRFH), which is described in this chapter.

### 4.1 Weighted Random Frequency Hopping

The WRFH scheme uses the same random code generator that is used in RFH, but the frequency table is different. Instead of using a fixed frequency table, the frequency table is dynamic and is changed according to the channel characteristics. In the WRFH scheme the hopping set contains all of the $K$ sub-bands, just like with RFH. But unlike all of the other schemes, when randomly hopping over the sub-bands in the hopping set, it does not use a uniform distribution for selecting the next sub-band. Instead, a non-uniform probability is used so that strong sub-bands are
more likely to be selected than severely attenuated ones. The probability of selecting sub-band $k$ is chosen to be

$$P_k = \frac{|H_k|^2}{\sum_{l=1}^{K} |H_l|^2}.$$  \hspace{1cm} (4.1)

One method for selecting the sub-band to use for each hop based on the probability distribution of (4.1) is to first calculate the cumulative distribution function, given by

$$C_k = \sum_{l=1}^{k} P_l.$$  \hspace{1cm} (4.2)

The index of the sub-band used during the $n^{th}$ hop is given by the value of $k$ such that $C_{k-1} \leq y_n < C_k$, where $y_n$ is a pseudo-random number selected uniformly over $[0, 1)$.

Because the hopping set used by WRFH contains all $K$ sub-bands, the adaptive jammer described in Chapter 3 is not able to effectively disrupt communication. The jammer would essentially end up jamming two arbitrarily-selected disjoint clusters of sub-bands, and therefore would be non-adaptive. To provide a more fair comparison it is necessary to assume that the jammer can be re-programmed to use a different cluster-selection algorithm, one that is more effective against WRFH.

If the jammer listens to the channel before it commences jamming it could estimate the hopping probability for each sub-band, and then try to jam as many of the most-likely-to-be-used sub-bands as possible. However, to accurately estimate these probabilities, the jammer would have to listen for a long time, and during this time it would not be able to jam anything. On the other hand, if the jammer does not listen for long enough, inaccurate estimation of the probabilities may lead the jammer to
jam seldomly-used sub-bands. To provide a compromise, we assume that the jammer is able to listen for long enough to determine which sub-bands are more likely to be used, and tries to jam as many of these as possible. More precisely, we assume that the jammer tries to jam as many sub-bands that have a greater than average hopping probability (i.e., sub-bands with $P_k > \frac{1}{K}$).

We will investigate the throughput performance of WRFH in the absence of jamming and in presence of infinite and finite PBJ over a frequency selective fading channel. The average throughput that has been used to compare the different frequency hopping schemes, based on the throughput of noncoherently detected binary FSK over an additive white Gaussian noise channel with a signal-to-noise ratio (SNR) of $\gamma$, was presented in Chapter 3 and is given by (2.10). With WRFH, all sub-bands can possibly be selected, and the probability of selecting sub-band $k$ is $P_k$, given by (4.1), so the average throughput for a given channel realizations $H_S$ and $H_J$ is

$$\eta\left(H_S, H_J, \gamma\right) = \sum_{k=1}^{K} \eta\left(\rho_k\right) P_k.$$  

(4.3)

where $\rho_k$ is the instantaneous SJNR on sub-band $k$. In this case the average throughput, averaged over all channel realizations, is given by (2.13). We can evaluate (2.13) numerically using Monte Carlo integration, the same way that we did in Chapter 3. The throughput performance of WRFH in the presence of different finite jamming power scenarios and SNR values is shown in Fig. 4.1.

The throughput performance of WRFH is compared to OMFH and RFH to show the advantages of using WRFH. Fig. 4.2 shows that OMFH has the best throughput performance in the absence of jamming. This is because, in the absence of jamming, the OMFH algorithm only uses the sub-band that has the highest channel gain. With WRFH all sub-bands are used but the sub-bands with high channel gains are used
most of the time. This makes its performance slightly less than OMFH. However, WRFH has much better throughput performance than RFH, because RFH does not consider the channel characteristics and it selects the sub-bands uniformly from all the available sub-bands $K$.

By investigating the performance of WRFH in the presence of weak jamming as shown in Fig. 4.3, we notice that the performance gap between WRFH and OMFH decreases and they have almost the same performance. WRFH still has better performance than RFH. Increasing the jamming power further, as in Figs. 4.4 and 4.5, illustrates the advantage of using WRFH.

In the presence of strong jamming WRFH has better throughput performance than OMFH and RFH because, as the jamming power increases, the OMFH algorithm tries to select a large number of sub-bands to reduce the jamming effect. This gives a higher throughput than using only a few sub-bands, but forces the algorithm to select

Figure 4.1: The performance of WRFH in different jamming power and SNR scenarios.
Figure 4.2: The performance of WRFH compared to OMFH and RFH in the absence of jamming.

Figure 4.3: The performance of WRFH compared to OMFH and RFH when SJR = 10 dB.
Figure 4.4: The performance of WRFH compared to OMFH and RFH when SJR = 0 dB.

Figure 4.5: The performance of WRFH compared to OMFH and RFH with the presence of infinite jamming.
the sub-bands with low channel gains. These are used with the same probability as
the sub-bands with high channel gains. On the other hand, WRFH uses all the
sub-bands but sub-bands with higher channel gains are used more often while sub-
bands with lower channel gains are seldom used, making WRFH more efficient in
the presence of jamming. RFH has the worst throughput performance either in the
absence or in the presence of jamming because it selects the sub-bands uniformly
from the whole available sub-bands without considering the channel characteristics,
degrading the throughput performance.

Although WRFH is generally better than OMFH when the jamming is strong,
this is not true when the SNR is high as well, as can be seen in Fig. 4.5. This
cross-over in performance is caused by the different adaptive jamming strategy used
against WRFH. When the jamming power is strong and the SNR is high, the OMFH
algorithm tries to select as many sub-bands as it can (i.e., the optimal value of $M$
is 100 as shown in Fig. 3.7). The more sub-bands that are in the hopping set the
lower the fraction of the hopping set that is jammed, so the effects of jamming are
mitigated. Furthermore, since the throughput of binary FSK saturates at 1 bit per
channel use, when the SNR is high most sub-bands have high throughput, so there
is very little advantage from using only the very best sub-bands. As a result, OMFH
works well when the jamming is strong and the SNR is high. On the other hand,
although all $K$ sub-bands are included in the hopping set for WRFH, only those
channels with the highest gain are used most of the time, even though other sub-
bands, with lower gains, would give nearly the same throughput when the SNR is
high. As a result, the jammer adapting to WRFH is able to jam a large fraction of
the most frequently selected sub-bands, thereby limiting the efficiency of WRFH.

By using a hopping set that contains all $K$ sub-bands, but hopping over the
sub-bands according to a non-uniform probability distribution, WRFH was able to give better performance than OMFH. However, since OAFH and OCMFH also give better performance than OMFH, it should be possible to further improve on the performance of WRFH by incorporating the ideas behind OAFH and OCMFH.

4.2 Advanced Weighted Random Frequency Hopping

In advanced weighted random frequency hopping (AWRFH), the system uses all $K$ sub-bands, and uses a non-uniform hopping probability distribution, just like WRFH. However, AWRFH uses the modified channel gains used by AFH,

$$P_k = \frac{|H_k|^2}{(1 + \alpha) \max_k |H_k|^2 - |H_k|^2}$$

(4.4)

as the hopping probabilities (after normalization to ensure $\sum_{k=1}^{K} P_k = 1$).

To realize the best performance possible, we should adjust the regulation parameter, $\alpha$, depending on the SNR and jamming power. First, we calculated the throughput at each value of $\alpha$ for different jamming power scenarios and SNR values to have a clear vision about the best value of $\alpha$ that achieves the maximum throughput. The throughput at each value of $\alpha$ for different jamming power scenarios when the SNR = 0, 5 and 10 dB are shown in Figs. 4.6, 4.7 and 4.8 as an illustrative example.

The optimum regulation value and the optimum throughput are determined by selecting the value of $\alpha$ that achieves the maximum throughput for each jamming power scenario at different SNR values as shown in Figs. 4.9 and 4.10.

To show the throughput advantage of AWRFH we will compare its throughput performance with OAFH and WRFH in the the absence of jamming as shown in
Figure 4.6: The throughput vs. the regulation value for AWRFH with different jamming powers and 0 dB SNR.

Figure 4.7: The throughput vs. the regulation value for AWRFH with different jamming powers and 5 dB SNR.
Figure 4.8: The throughput vs. the regulation value for AWRFH with different jamming powers and 10 dB SNR.

Figure 4.9: The optimum regulation value for AWRFH in different jamming power and SNR scenarios.
Fig. 4.10 and in the presence of different examples of jamming power.

We compared the throughput performance of AWRFH with OAFH and WRFH assuming the SJR = 10 dB an example for weak jamming power, the comparison results will be as shown in Fig. 4.12. We compared their performance in the presence of strong jamming by assuming the SJR = 0 dB as shown in Fig. 4.13. Increasing the jamming power to be infinite and comparing the performance of these schemes, the result will be as shown in Fig. 4.14.

We can see that AWRFH has the same performance as OAFH in the absence of jamming because both algorithms select a value of $\alpha$ small enough to force the system to only use the sub-band with highest channel gain. When the jamming starts to appear in the channel the performance of AWRFH becomes slightly better than OAFH. However, both AWRFH and OAFH have much better throughput performance than WRFH in all cases.
Figure 4.11: The performance of AWRFH compared to OAFH and WRFH in the absence of jamming.

Figure 4.12: The performance of AWRFH compared to OAFH and WRFH when SJR = 10 dB.
Figure 4.13: The performance of AWRFH compared to OAFH and WRFH when SJR = 0 dB.

Figure 4.14: The performance of AWRFH compared to OAFH and WRFH in the presence of infinite jamming.
4.3 Clipped Weighted Random Frequency Hopping

Clipped weighted random frequency hopping (CWRFH) is similar to WRFH and AWRFH, but instead uses the clipped channel gains of CMFH,

\[ P_k = \begin{cases} 
|H_k|^2 - T \max |H_k|^2 & \text{if } |H_k|^2 \geq T; \\
0 & \text{otherwise.}
\end{cases} \quad (4.5) \]

as the hopping probability distribution (after appropriate normalization). In this case it is necessary to optimize the clipping threshold, \( T \), depending on the jamming power and SNR.

The optimum threshold value is shown in Fig. 4.15. Because the optimal value of \( T \) is mostly greater than zero, we expect the CWRFH to be no worse than WRFH, which is the same as CWRFH with \( T \) fixed at zero. We need to adjust the threshold

Figure 4.15: The optimum threshold for CWRFH in different jamming power and SNR scenarios.
level to obtain the optimum throughput, which is shown in Fig. 4.16.

We investigated the performance of CWRFH in frequency selective fading with no jamming and we compared it with OCMFH and WRFH. The comparison result is shown in Fig. 4.17. The performance of CWRFH is exactly the same as OCMFH, which is much better performance than WRFH.

The performance in the presence of weak jamming (SJR = 10 dB) and strong jamming (SJR = 0 dB) is shown in Fig. 4.18 and Fig. 4.19, respectively. As the jamming power increases the advantage of CWRFH over OCMFH becomes more apparent, although both schemes show a reduced advantage over WRFH.

We also investigated the performance of CWRFH in the presence of infinite power jamming. The results in Fig 4.20 show that the performance of CWRFH and OCMFH are better than WRFH and the performance of CWRFH is slightly better than OCMFH when the SNR is low and as the SNR increases the performance of
Figure 4.17: The performance of OCWRFH compared to OCMFH and WRFH with absence of jamming.

Figure 4.18: The performance of CWRFH compared to OCMFH and WRFH when SJR = 10 dB.
Figure 4.19: The performance of CWRFH compared to OCMFH and WRFH when \( \text{SJR} = 0 \) dB.

Figure 4.20: The performance of OCWRFH compared to OCMFH and WRFH with the presence of infinite jamming.

OCMFH becomes better than CWRFH.
4.4 Performance Comparison

Mitigating jamming in frequency selective fading is the main objective of this thesis and we proposed six effective anti-jamming frequency hopping schemes. In this section we want to compare OMFH, OCMFH, OAFH, WRFH, AWRFH and CWRFH to determine which scheme is better. We compared the performance of these schemes in different jamming power scenarios and SNR values in the WINNER frequency selective fading channel in terms of throughput.

The performance comparison when the SNR = -5 dB is shown in Fig. 4.21. The figure shows that the CWRFH scheme is much better than the other schemes, especially in the presence of strong jamming.

By increasing the SNR to 0, 5 and 10 dB the throughput comparison of all the schemes is shown in Figs. 4.22, 4.23 and 4.24, respectively.

According to this comparison, it is found that the performance of the CWRFH
Figure 4.22: The comparison of all proposed schemes vs. SJR when SNR = 0 dB.

Figure 4.23: The comparison of all proposed schemes vs. SJR when SNR = 5 dB.

scheme is the best compared to other schemes when the jamming is strong and the SNR value is low. As the jamming power decreases the performance of CWRFH
approaches the performance of AWRFH, OCMFH and OAFH schemes. WRFH and OMFH have the worst throughput performance compared to the optimized schemes. CWRFH always gives the best performance, except when the jamming is strong and the SNR is high, in which case OCMFH is better. This is because in the case of CWRFH the jammer can jam greater percentage of the used sub-bands than in case of OCMFH, which assigns all available sub-bands to the system, and that enhances the throughput performance of the OCMFH especially in high SNR.

4.5 Conclusion

In this chapter, a new method of generating frequency hopping patterns is presented. This method, WRFH, has the advantage of selecting the hopping frequencies randomly while avoiding the highly attenuated sub-bands. We were also interested to find new algorithms to mitigate the effect of finite power jamming in frequency
selective fading. For that reason we proposed two new algorithms: clipped weighted random frequency hopping (CWRFH) and advanced weighted random frequency hopping (AWRFH). We investigated the performance of WRFH, CWRFH and AWRFH in frequency selective fading channel. The proposed CWRFH scheme has the best throughput performance in the absence and in the presence of weak jamming in frequency selective fading. When the SNR becomes very high OCMFH becomes more efficient in the presence of strong jamming.
Chapter 5

Conclusions and Future Work

5.1 Summary and Conclusions

Radio signals are received by unwanted listeners, degraded by jammers and corrupted by electromagnetic wave propagation such as fading, shadowing, and multipath propagation. All of these effects result in a performance degradation of wireless communication systems. The main objective of this thesis is to explore different ways to enhance the performance of the systems in the presence of frequency selective fading and jamming.

Frequency hopping is a spread spectrum scheme that is widely used in wireless communication systems. Many channel-aware frequency hopping schemes such as MFH, CMFH and AFH can be used instead of channel-ignorant frequency hopping to enhance the performance of the communication systems. This enhancement is due to the selection of the best available sub-bands in the channel.

Although MFH, CMFH and AFH have previously been proposed, their performance in jamming environments has never been studied. Furthermore, no attempt has been made to optimize their performance by adjusting their parameters (\(M\), \(T\) and \(\alpha\)). In Chapter 3 we explored their performance in a realistic adaptive partial band jamming environment and optimized their parameters. We found CMFH to be the best overall scheme when the best values for \(T\) and \(M\) are chosen based on the
SNR and jamming power.

To provide even better performance we proposed three new schemes: WRFH, AWRFH and CWRFH. These schemes hop over all the available sub-bands, but hop according to different non-uniform hopping probability distributions. In Chapter 4 we studied the performance of these schemes, and compared them to the optimized versions of MFH, CMFH and AFH. We found that CWRFH provided the best throughput, except in the presence of strong jamming at high SNRs, when OCMFH was the best choice.

5.2 Suggestions for Future Work

There are several different ways that this research should be extended in the future. Some of these are as follows:

- We want to find a simple symbolic expression for the threshold value $T$ versus the SNR and SJR for the CWRFH algorithm. This will make the algorithm easier to implement, although it may slightly degrade the performance of the algorithm.

- The feedback requirement for the WRFH-based schemes is higher than for MFH, CMFH and AFH. Whereas MFH, CMFH and AFH only need to send a $K$-bits hopping set mask back from the receiver to the transmitter to define the hopping set, the WRFH-based schemes need to send back $K$ probabilities (real numbers) to define the hopping probabilities. It is therefore important to study the impact of quantization of the hopping probabilities to determine the minimum number of quantization levels needed without excessively sacrificing performance.
• The outage probability performance of all the proposed frequency hopping schemes should be studied in the presence of jamming. The outage probability is the probability that a given rate will not be supported because of channel variation. It is important to consider the outage probability because we are trying to improve the performance in fading. We think that CWRFH will still have the best performance in the presence of jamming because of the optimization that we use to select $T$.

• There are many other choices that could be used for the hopping probabilities for the WRFH-based schemes, and some of these are likely to deliver even better performance. One particularly attractive approach is to use the instantaneous channel capacity given by (2.10) as the hopping probability for each sub-band.
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Appendix A

Throughput in Wide Band Jamming

In noncoherent MFSK systems the received signal in the presence of additive white Gaussian noise $w(t)$, and in the presence of jamming $w_J(t)$ is given by

$$ r(t) = \sqrt{2S} x_m(t) \cos(\omega t + \theta) + w(t) + w_J(t). $$  \hspace{1cm} (A.1)

where $S$ is the signal power, $x_m(t)$ is one of the $M = 2^K$ hopping signals, $m = 1, 2, 3, ..., M$, that modulated onto a carrier $\cos(\omega t)$, $\theta$ is the uniformly distributed phase shift.

Using optimum receiver:-

$$ r_k = \frac{\sqrt{\frac{2}{\pi}}}{\sigma} \left[ \left( \int_0^T r(t) x_k(t) \cos(\omega t) dt \right)^2 + \left( \int_0^T r(t) x_k(t) \sin(\omega t) dt \right)^2 \right]^{\frac{1}{2}} $$  \hspace{1cm} (A.2)

In the presence of wide band jamming the noise level will be increased and $\sigma$ will be given as

$$ \sigma = \sqrt{\frac{E_J}{BW} + \frac{N_0}{2}} = \sqrt{\frac{2 \cdot E_J + N_0 \cdot BW}{2 \cdot BW}} $$  \hspace{1cm} (A.3)

where $T$ is the signal time interval, $\frac{E_J}{BW}$ is the power spectral density of the jammer, $BW$ is the jammer bandwidth, $E_J$ is jammer power and $N_0$ is the single-sided white Gaussian noise spectral density. In the absence of jamming $\sigma = \sqrt{\frac{N_0}{2}}$. 
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By substituting with $\sigma$ from A.3 into A.2 we get

$$ \therefore r_k = \sqrt{\frac{4BW}{T(2E_J + N_0BW)}} \left[ \left( \int_0^T r(t)x_k(t) \cos(\omega t)dt \right)^2 + \left( \int_0^T r(t)x_k(t) \sin(\omega t)dt \right)^2 \right]^{\frac{1}{2}} $$ (A.4)

The power density function (pdf) of $r_k$ conditioned on transmitting the $m^{th}$ signal will be as follow

$$ p(r_k/m) = \begin{cases} 
    r_k e^{-\frac{1}{2}r_k^2} & \text{if } k \neq m; \\
    r_m e^{-\frac{1}{2}r_m^2} - \frac{1}{2} \alpha^2 I_0(\alpha r_m) & \text{if } k = m.
\end{cases} $$ (A.5)

$r_k$’s are statically independent random variables.

$$ \rho = \frac{\alpha^2}{2} = \frac{ST}{2 (\frac{E_J}{BW} + \frac{N_0}{T})} = \frac{ST}{\frac{2E_J}{BW} + N_0} $$ (A.6)

where $\rho$ is the signal-to-jamming and noise ratio (SJNR), $S$ is the transmitted signal power and $T$ is the signal time duration.

$$ I_0(\alpha r) = \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{\alpha r \cos(x)} dx $$ (A.7)

The conditional probability density of the M-vector $r$ can be calculated from A.5 and it is given by

$$ p(r/m) = g(r) e^{-\frac{1}{2} \alpha^2} \times I_0(\alpha r_m) $$ (A.8)

where

$$ g(r) = \prod_{k=1}^{M} r_k e^{-\frac{1}{2}r_k^2} $$ (A.9)
The information content is

\[ I_M(\alpha, P) = \int \sum_{m=1}^{M} P_m p(r/m) \times \ln \frac{p(r/m)}{\sum_{j=1}^{M} P_j p(r/j)} \, dr \]  

(A.10)

where \( P = P_1, P_2, \ldots, P_M \) is the vector of probabilities of the input signals \((x_1, x_2, \ldots, x_M)\).

\[ I_M(\alpha, P) = \int \sum_{m=1}^{M} P_m \times g(r) \times e^{-\frac{1}{2} \alpha^2} \times I_0(\alpha r_m) \times \ln \frac{g(r)e^{-\frac{1}{2} \alpha^2} \times I_0(\alpha r_m)}{g(r)e^{-\frac{1}{2} \alpha^2} \times \sum_{k=1}^{M} P_k I_0(\alpha r_k)} \, dr \]

\[ = e^{-\frac{1}{2} \alpha^2} \int g(r) \sum_{m=1}^{M} P_m \times I_0(\alpha r_m) \times \ln \frac{I_0(\alpha r_m)}{\sum_{k=1}^{M} P_k I_0(\alpha r_k)} \, dr \]

\[ = e^{-\frac{1}{2} \alpha^2} \mathbb{E} \left[ \sum_{m=1}^{M} P_m \times I_0(\alpha r_m) \ln [I_0(\alpha r_m)] \right] \]

\[ - e^{-\frac{1}{2} \alpha^2} \mathbb{E} \left[ \sum_{m=1}^{M} P_m \times I_0(\alpha r_m) \ln \left[ \sum_{m=1}^{M} P_k I_0(\alpha r_k) \right] \right] \]  

(A.11)

Maximizing \( I_M(\alpha) \) over \( P \) by choosing \( P_1 = P_2 = \ldots = P_M = \frac{1}{M} \)

\[ \therefore \sum_{m=1}^{M} P_m = \sum_{m=1}^{M} \frac{1}{M} = 1 \]  

(A.12)

\[ \therefore I_M(\alpha) = e^{-\frac{\alpha^2}{2}} \left( \mathbb{E} [I_0(\alpha r_1) \times \ln [I_0(\alpha r_1)]] - \mathbb{E} \left[ \frac{S_M}{M} \ln \left( \frac{S_M}{M} \right) \right] \right) \]  

(A.13)
where \(S_M = \sum_{m=1}^{M} I_0(\alpha r_m)\).

For \(M = 2\), we find that \(S_2 = I_0(\alpha r_1) + I_0(\alpha r_2)\).

\[
\therefore I(\alpha) = e^{-\frac{\alpha^2}{2}} \left( E[I_0(\alpha r_1) \times \ln[I_0(\alpha r_1)] - E\left[\frac{1}{2}(I_0(\alpha r_1) + I_0(\alpha r_2)) \ln \left( \frac{I_0(\alpha r_1) + I_0(\alpha r_2)}{2} \right) \right] \right) \\
= e^{-\frac{\alpha^2}{2}} \times \int_0^\infty I_0(\alpha r_1) \times \ln[I_0(\alpha r_1)] p(r_1) dr_1 - e^{-\frac{\alpha^2}{2}} \times \int_0^\infty \int_0^\infty \frac{I_0(\alpha r_1) + I_0(\alpha r_2)}{2} \\
\times \ln \left( \frac{I_0(\alpha r_1) + I_0(\alpha r_2)}{2} \right) p(r_1)p(r_2) dr_1 dr_2 \\
= e^{-\frac{\alpha^2}{2}} \times \int_0^\infty I_0(\alpha r_1) \times \ln[I_0(\alpha r_1)] \times r_1 e^{-\frac{1}{2}r_1^2} dr_1 - e^{-\frac{\alpha^2}{2}} \times \int_0^\infty \int_0^\infty \frac{I_0(\alpha r_1) + I_0(\alpha r_2)}{2} \\
\times \ln \left( \frac{I_0(\alpha r_1) + I_0(\alpha r_2)}{2} \right) \times r_1 e^{-\frac{1}{2}r_1^2} \times r_2 e^{-\frac{1}{2}r_2^2} dr_1 dr_2 \\
= \int_0^\infty I_0(\alpha r_1) \times \ln[I_0(\alpha r_1)] \times r_1 e^{-\frac{r_1^2+\alpha^2}{2}} dr_1 - \int_0^\infty \int_0^\infty \frac{1}{2} \left[ I_0(\alpha r_1) + I_0(\alpha r_2) \right] \\
\times r_1 r_2 \times \ln \left( \frac{1}{2} \left[ I_0(\alpha r_1) + I_0(\alpha r_2) \right] \right) e^{-\frac{r_1^2+r_2^2+\alpha^2}{2}} dr_1 dr_2 \\
(A.14)
\]