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Abstract

Fault tolerance through the incorporation of redundancy and reconfiguration is quite common. In a redundant linear array of processing elements, k redundant links of fixed lengths are provided to each element of the array in addition to the regular links connecting neighbouring processors. The redundant links may be activated to bypass faulty processors. The number and distribution of faults can have severe impact on the effectiveness of such a method. Previous work in this area mainly focuses on fault patterns with exactly $g_k$ number of faults, where $g_k$ is the length of the longest bypass link. This thesis studies fault patterns with arbitrary number of faults by presenting geometric characterizations of fault patterns in linear systolic arrays. Based on the geometric characterizations, this thesis studies the problem of determining whether a given fault pattern with arbitrary number of faults is catastrophic. A necessary and sufficient condition for a fault pattern to be catastrophic is derived. The thesis proposes an efficient algorithm which can determine whether a fault pattern is catastrophic. The algorithm requires time $O(kn)$, where $k$ is the number of bypass links and $n$ is the number of faults.
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Chapter 1
Introduction

1.1 Overview

In today's VLSI technologies, it is economically feasible to use a massively parallel processing array, which consists of a large number of fine-grained cells (i.e., processing elements) for achieving high performance. A systolic array is an array of processors which rhythmically compute and pass data through the array. In a systolic array, large number of simple homogeneous processing elements (PEs) are connected in a regular fashion to give one or higher dimensional structures. Systolic arrays are characterized by their regular data flow, with streams of data items flowing through the structure synchronously in a fixed regular pattern. All communications take place between nearest neighbors.

In a systolic array fault are common - both PEs and links can be faulty. A common approach for achieving fault tolerance in VLSI-based systolic arrays is through the incorporation of redundancy, both in terms of redundant PEs and redundant links. The redundant PEs are used to replace any faulty PE(s); the redundant links are used to bypass the faulty PEs and reach the redundant PEs used as a replacement. The process of mapping faulty elements to spare (redundant) elements is called reconfiguration.
Intuitively, a system incorporating a large number of redundant PEs and 'long' redundant links should be able to tolerate a large number of PE failures. A long redundant link can bypass a large block of consecutive faulty PEs. However, long links are not always viable in such a system due to layout constraints. A long link will introduce larger propagation delays which could create synchronization problems and become the limiting factor in the performance of the system. Furthermore, note that to increase the number of redundant PEs in a chip requires an extra overhead of interconnections and switching circuitry which implies a higher likelihood of failure.

The effectiveness of using structural redundancy to increase fault-tolerance clearly does not depend solely on the amount of redundancy. In fact, the availability of a large number of redundant PEs is useless if these PEs cannot be successfully employed to replace the faulty ones. Thus, a main measure of fault-tolerance in such redundant arrays is the reconfiguration capability (or reconfiguration effectiveness); that is, the ability to map faulty elements to spare (using bypass links) while preserving the high degree of regularity and locality of reference required by the system to perform correctly.

It is therefore not surprising that a large amount of research has been devoted to the design of reconfiguration algorithms for redundant arrays as well as proposing redundant architectures which facilitate the reconfiguration process [7, 9, 11, 14, 19, 26, 28, 29].

An important (but often neglected) consideration is that the knowledge about the application field of the system can be usefully incorporated in the design process to obtain improved fault tolerance and performance. In particular, knowledge of the types and distribution of the faults, if properly employed, can make the design resilient to these
faults in the application domain; furthermore, the knowledge of the application field can significantly reduce the amount of testing needed to access the design. It is therefore important to acquire and integrate in the design the knowledge of the faults that occur, the fault distribution, etc. [33]. These data should be used (together with the circuit details) to assess fault tolerance.

The effectiveness of using redundancy to increase fault tolerance in a regular architecture clearly depends on both the amount of redundancy and the reconfiguration capability of the system. It does however depend also on the distribution of the faults in the system. A fault pattern is a distribution of a certain number of faults. In fact, faults patterns in a systolic array may have catastrophic effect on the entire structure and cannot be overcome by any amount of clever design. A fault pattern is said to be catastrophic if the removal of the faulty PEs together with their incident links disconnects the input from output. More precisely, it will create a situation in which it will not be possible to reconfigure the array and carry on with normal operation.

Fault detection capability is usually built into the system in which each PE performs built-in self-test and makes its result visible. Through this process, it is known which PEs and links are faulty and which are not. To our knowledge, no other capability that can assess the net effect of a set of faulty components is provided with the system once it is manufactured. To ensure continuous operation, it is necessary to have a mechanism that can test if the occurrence of a pattern of faults will have catastrophic effect on the system.

A large amount of research [1, 2, 30, 34, 35, 36, 38, 39, 40, 41] has been done to characterize catastrophic fault patterns. The characterization has revealed several interesting properties about catastrophic fault patterns. It has been shown that the
minimum number of faults needed to construct a catastrophic fault pattern is not a function of the total number of bypass links but of the length of the longest bypass link. For this reason, the researchers have considered faulty patterns which have exactly the same number of faults as the length of the largest bypass link. Based on the characterization of catastrophic fault patterns, testing schemes have been derived to test whether or not a given fault pattern is catastrophic.

In particular, the case of 2-link redundancy has been studied in [1, 2, 34, 35, 38, 39, 40, 41]. The researchers studied the recognition, enumeration and construction of catastrophic fault patterns. The case of arbitrary link redundancy has been studied in [36], where the problem of determining whether or not a given fault pattern is catastrophic has been studied.
1.2 The Problem, The Approach and The Results

1.2.1 The Problem

Most of the previous work have been focused on the fault patterns with exactly $g_k$ faults, where $g_k$ is the length of the longest bypass link. However, the number of faults practically can be arbitrary. Therefore, the study of the more general case where the number of faults is arbitrary is required. This study will involve two aspects. One is a characterization that can deal with the case of arbitrary number of faults, especially the case where the number of faults is greater than $g_k$; the other is a testing mechanism which can test arbitrary fault patterns for systems with arbitrary redundant links. The main objective of this thesis is to study the characteristics of fault patterns whose number of faults is arbitrary. Then, based on the characterization, the thesis will derive a testing mechanism to decide whether a fault pattern is catastrophic.

1.2.2 The Approach and The Results

Fault patterns with arbitrary number of faults are studied by mapping a given fault pattern into a Boolean matrix, in which the faults are treated as geometric objects which are functionally "dead". By "dead" we mean that the PE's corresponding object is either faulty or non-faulty but useless for all functional purposes. Objects are combined in a systematic way to obtain larger objects.
After the given fault pattern is mapped into a Boolean matrix, we study the faults, particularly their impact on their neighbouring processing elements. If some of the neighbouring processing elements become useless for all practical purposes, we combine the original faults and those neighboring elements to form geometric dead objects. We then study the impact on the neighbouring elements of these objects.

Through this process, we continue to form larger and larger geometric dead objects, such as dead rectangles and dead staircases, in the Boolean matrix. The result of this process is a Boolean matrix containing a set of geometric dead objects which cannot be further enlarged. The rest of the Boolean matrix corresponds to all the non-faulty and useful elements which can be employed by reconfiguration schemes.

Example 1.1 Figure 1.1(a) shows a linear unidirectional array in which each PE is connected to its immediate neighbors and to the PEs at distance 4. The faulty PEs (faults) are shadowed. The fault pattern is mapped into a Boolean matrix, as shown in Figure 1.1(b), in which "1" stands for the faulty element and "0" stands for the non-faulty element. Elements (1,1), (1,3) and (2,2) are faulty, and thus are dead. Elements (1,2), (2,3) are useless in any computation. We now form a larger dead rectangle which is \{(1,2), (1,3), (2,2), (2,3)\}. The dead rectangles are shown in Figure 1.1(c). All the elements which are not in dead rectangles can be employed by any reconfiguration scheme.

![Figure 1.1(a): A fault pattern for links \{1,4\}](image-url)
Following this approach, we characterize faulty patterns of arbitrary size for linear arrays first for the case of 2-link redundancy and then for the arbitrary link redundancy.

Based on the geometric characterization briefly described above, we can easily solve the problem of deciding whether a given fault pattern is catastrophic. We prove that a given fault pattern is catastrophic if any geometric dead object covers every column of the Boolean matrix generated from the fault pattern.

Following the same approach, we study the more general case of arbitrary link redundancy; that is, each PE in the array connected to k different PEs. As usual, we start from faults, build geometric dead objects, in this case, dead segments. We could build all dead segments in the Boolean matrix corresponding to a given fault pattern. The rest of the Boolean matrix are all non-faulty and useful elements which will be employed by reconfiguration schemes. Based on this geometric characterization, we can also easily solve the problem of deciding whether a given fault pattern is catastrophic. We prove that a given fault pattern is catastrophic if at least a dead segment covers every column of the Boolean matrix. We develop a testing algorithm which can decide whether or not a
given fault pattern is catastrophic by building dead segments and in the mean time checking if a dead segment covers every column of the Boolean matrix. The algorithm requires \(O(kn)\) time where \(k\) is the number of links and \(n\) is the number of faults PEs. This improves on the existing \(O(kn \log k)\) bound recently established [48].

The main contributions of this thesis are: 1) geometric characterizations for arbitrary fault patterns in a linear array with arbitrary link redundancy; 2) testing schemes, each dealing with a different geometric object, for testing if a given fault pattern is catastrophic; 3) an improved upper bound on the complexity of testing.
1.3 Outline of the Thesis

The thesis is organized as follows. In Chapter 2, a background on systolic arrays and fault
tolerance, as well as fault-tolerant systolic arrays is given; also given in this chapter is a
general description of a known characterization of catastrophic fault patterns in the
presence of gk faults.

Chapter 3 contains one geometric characterization of fault patterns where the links are
\{1,gk\}. Then the more general case where the links are \{g1,g2,\ldots,gk\} is dealt with. The
other geometric characterization of catastrophic fault patterns is presented.

Based on the first geometric characterization, a necessary and sufficient condition for
a fault pattern to be catastrophic for 2-link redundancy is given in Chapter 4. A testing
algorithm to decide if a fault pattern is catastrophic is also developed in Chapter 4.

Based on the second geometric characterization, a necessary and sufficient condition
for a fault pattern to be catastrophic for k-link redundancy is given in Chapter 5. A testing
algorithm to decide if a fault pattern is catastrophic is also developed in Chapter 5.

The major result are summarized in Chapter 6. Some open problems are listed, and a
few conclusions that might serve as guidelines for future research are given.
Chapter 2

Background

2.1 Introduction

Fault tolerance is an important factor in systolic arrays and has received considerable attention in recent years. This chapter provides an overview of systolic arrays, fault-tolerant systolic arrays in Section 2.2 and Section 2.3 respectively.

Fault patterns, whose occurrence has catastrophic effects on the system, were studied thoroughly [1, 2, 34, 38]. A complete characterization of catastrophic fault patterns for a certain number of faults was developed [34]. These previous results are given in Section 2.4. Given a fault pattern, it is crucial, from reconfiguration point of view, to know whether the fault pattern is catastrophic. Section 2.5 will give three existing testing schemes which can check the catastrophe of a given fault pattern using different approaches.
2.2 Systolic Arrays

A systolic system is a network of processors which rhythmically compute and pass data through the system. Systolic arrays are readily amenable to VLSI implementation. It is particularly suitable to a special class of computation bound algorithms and takes advantage of their regular, localized data flow. The basic principle of systolic design is that all the data, while being pumped regularly and rhythmically across the array, can be effectively used in all the processing elements. The systolic array features the important properties of modularity, regularity, local interconnection, a high degree of pipelining, and highly synchronized multiprocessing.

Systolic arrays are effective means to achieve speedups in execution time for computation-bound problems by exploiting parallel processing and pipelining. A large number of simple homogeneous processing elements (PEs) can be connected in a regular fashion to give one or higher dimensional structures. Systolic arrays are characterized by their regular data flow, with streams of data items flowing through the structure synchronously in a fixed regular pattern. All communications take place between nearest neighbors. An example of a one-dimensional systolic array is given in Figure 2.1. Another example of two-dimensional systolic array is presented in Figure 2.2.

![One-dimensional Systolic Array](image)

Figure 2.1: A one-dimensional systolic array of processors
Array processors have been proposed in real-time control systems, signal and image processing systems to solve computation-intensive problems such as fast Fourier transformation, convolution, and matrix operations, which consist of high volume and iterative (or recursive) computation steps [21]. In today's VLSI technologies, it is economically feasible to use a massively parallel processing array, which consists of a large number of fine-grained cells (i.e., processing elements) for achieving high performance in such applications. Systolic arrays and massively parallel processor (MPP) are examples of such VLSI arrays. For a very large array, faults are very likely to occur during normal operations. Therefore, on-line fault-tolerance processes, which include fault detection, diagnosis, reconfiguration, and rollback error recovery are crucial for such systems.

Figure 2.2: A two-dimensional systolic array of processors
2.3 Fault-Tolerant Systolic Arrays

The architecture described in the preceding section has the major drawback that a single processor or edge failure may render the entire network unusable if the algorithm running on the network requires that the topology of the network does not change. The failure of a single processor or the failure of a link between two processors would destroy the topology of this architecture. Thus, some form of fault tolerance must be incorporated into these architecture’s in order to make the network of processors more reliable. The fact that this structure is highly regular makes it easy to achieve a high degree of fault tolerance through the use of redundant processors and links.

Using VLSI technology, systolic arrays are now being manufactured cost effectively due to their highly dense and efficient layout [15, 27, 31]. On one hand, it is now possible to incorporate a large number of processing elements and their necessary interconnections into a single VLSI/WSI chip. On the other hand, low yield of VLSI/WSI has been considered of a major concern. The low yield comes from both complex manufacturing processes and very high circuit density in VLSI/WSI components. Therefore, it is necessary to build redundancy and reconfiguration mechanisms into VLSI/WSI device for improving the yield.

Two different approaches to enhance low yield has been suggested [18, 33]. One uses proper design rules and advanced manufacturing techniques to reduce failures during manufacturing. The other approach use modular redundancy in the chip/wafer design so that the desired target system can be implemented by interconnecting the good modules
on the chip/wafer. The use of redundant modules in the chip/wafer to enhance yield is popular because the first approach is almost impossible to achieve in VLSI/WSI components with current manufacturing technology. Thus, redundancy and reconfiguration are two fundamental aspects considered in achieving fault tolerance. A lot of research has been done in the design [11, 17, 18, 20] and implementation [10, 15] of fault tolerant systolic architecture's.

2.3.1 Redundancy Schemes

Structure redundancy is implemented by adding redundant PEs and redundant interconnections to replace faulty PEs. A simple way to provide redundancy in systolic arrays is by adding spare rows and/or spare columns of PEs. The spare PEs need not be arranged that way; there are, however, other ways to arrange spare PEs in the array. An arrangement of spare PEs can be judged by many factors which include spare utilization, effectiveness of tolerating various fault distributions, the length of connecting wires after reconfiguration, etc. Some of the popular schemes will be described here.

In a "local (or interstitial) redundancy scheme,"[67], spare PEs are distributed uniformly into an array, and a small group of PEs (called a block) share the spare PEs which are in the block. In this approach, a faulty PE can be replaced only by a "local" spare PE, i.e., a spare in the same block. Since spare PEs are partitioned and distributed into each block of the array, maintaining the required interconnection structure becomes much simpler. It requires a simple reconfiguration control algorithm and circuit, and low hardware and time overhead. The length of connecting wires after reconfiguration is
limited by the width of a block. The drawback of this scheme is that the array may fail due to the lack of spare PEs in one block when other blocks contain spare PEs.

Example 2.1 An example of a systolic array using interstitial redundancy is shown in Figure 2.3.

![Diagram](image)

□ _ _ _ regular PE ■ _ _ _ spare PE

Figure 2.3: Interstitial redundancy scheme

In a "global redundancy scheme", there is no restriction on the usage of spares to replace faulty PEs. In principle, any faulty PE can be replaced by any spare PE. The extent to which this is true depends on the flexibility and therefore the complexity of the adopted redundancy scheme.

In a "two-level redundancy scheme"[65], the array is partitioned into identical blocks with each block containing a fixed number of spare PEs. This provides the first level of redundancy, called local redundancy. The local redundancy is effective for the distributed
faults but it is not sufficient to overcome clustered faults. A second level of redundancy, called the global redundancy, is therefore provided by adding spare blocks to the array for tolerating failures of blocks induced by clustered faults. This redundancy scheme is called two-level redundancy. The two-level redundancy can be viewed as a compromise between the pure local and pure global redundancy scheme.

Some of the advantages of the two-level redundancy scheme over the local and the global redundancy scheme are the following[65]:

1. The two-level redundancy scheme has better spare utilization than that of global whole row (and/or column) bypass redundancy schemes.
2. The local redundancy is effective for distributed faults; the global redundancy is effective for clustered faults. A pure local redundancy cannot tolerate clustered faults.

2.3.2 Reconfiguration Schemes

Reconfiguration is defined as the operation of replacing faulty components with spares while maintaining the original interconnection structure.

Several reconfiguration strategies have been suggested to restored fault-free operation in regular processor arrays with faulty elements [7, 22, 54, 66]. Two of these approaches are briefly reviewed here. One is due to Rosenberg [54] and the other is due to Kung and Lam [22]. Rosenberg’s approach, called the Diagnose approach, provides alternate paths between PEs. When a PE is diagnosed to be faulty, it is bypassed by using the alternate paths. The main feature of the Diagnose approach is its simplicity. However, a potential
disadvantage is that, in the presence of consecutive faulty PEs, logically connected PEs may be far apart, requiring the reduction of clock speed and thus reducing throughput of the array.

An alternate approach called systolic fault tolerance is due to Kung and Lam [22]. This approach uses delay registers in the alternate paths. When a PE is diagnosed to be faulty, it is bypassed through the bypass registers. Use of memories or registers in bypass paths helps to avoid increase in inter-PE wire length due to reconfiguration. The two reconfiguration methods described above make the assumption that the circuits in the alternate paths remain fault-free.

Since it is possible to map an arbitrary large algorithm to fixed-size array architecture, fault-tolerant schemes that provide graceful degradation should be considered. The idea is to dynamically reconfigure so that, after removal of faulty PEs, a fully operational, reduced size array is available. There are two types of reconfiguration schemes for using spare PEs in mesh arrays with global redundancy:

a) Whole row (and/or column) bypass (WRY/CB) [16]: In this type, a faulty PE causes its whole row or column to be bypassed. There are many different reconfiguration schemes that are based on this type. They have the advantage of requiring simple circuitry to bypass rows and/or columns. Their main drawback is poor utilization of spares. The problem of choosing the minimum number of spare rows and/or column that cover all the faulty PEs is NP-complete [25]. Thus, various heuristic reconfiguration algorithms are used.
Example 2.2 Figure 2.4 shows a WRY/CB reconfiguration of any array with one spare row and column and two faulty elements. The faulty element in column 1 causes column 1 to be bypassed, and the faulty element in row 2 causes row 2 to be bypassed.

![Figure 2.4: WRY/CB scheme](image)

b) Single-cell bypass (SCB) [42, 60]: In this reconfiguration scheme, only faulty PEs are bypassed. This scheme has better utilization of spare PEs. After the array is reconfigured, each PE of the array is mapped to a fault-free PEs in the wafer. In its most flexible form, mapping in the required structure depends only on the number of fault-free PEs and not on the location of the PEs in the wafer. Depending on the flexibility of the mapping, the reconfiguration algorithm can become very complex. In that case, many interconnecting lines and complicated switches are needed. In addition, there is a possibility of long interconnection wires after reconfiguration.

Example 2.3 Figure 2.5 shows the reconfiguration of an array with one spare row and one spare column with three faulty elements bypassed.
Figure 2.5: SCB scheme
2.4 Existing Characterization of Catastrophic Fault Patterns

2.4.1 Catastrophic Fault Patterns

The system being studied is one-dimensional (or linear) arrays as shown in Figure 2.6. The basic components of such a system are the processing elements (PEs) connected by unidirectional links; for convenience, it is assumed that the array is infinitive. There are two kinds of links in redundant arrays: regular or bypass. Regular links exist between neighboring PEs; bypass links connect non-neighboring PEs. The bypass links are used strictly for reconfiguration purposes when a fault is detected; in the absence of faults, the bypass links are redundant. Bypass links are not shown in Figure 2.4 for simplicity.

![Diagram of a linear array of PEs]

Figure 2.6: A linear array of PEs

A fault in a PE can be best described as its inability to perform correct operation on correct inputs, possibly due to some elementary circuit or gate-level failures which could be either permanent or transient. In this thesis, the focus of the investigation is on permanent faults. Any non-faulty PE which is not active during a computation is said to be a spare for that computation; thus, there is no a priori designation distinguishing
spares from other PEs. The location of spares is irrelevant for this discussion although it may play a significant role in real life situation.

Let $A=\{x_1,x_2,\ldots,x_N,\ldots\}$ denote one-dimensional array of PEs, where each $x \in A$ represents a processing element and there exists a direct link between $x_i$ and $x_{i+1}$, $1 \leq i < \infty$. Any link connecting $x_i$ and $x_j$ where $j > i + 1$ is said to be a bypass link. The length of a bypass link, connecting $x_i$ and $x_j$, is the distance in the array between $x_i$ and $x_j$; i.e., $|j-i|$. Given an integer $g \in (1,n]$ and an array $A$ of size $N$, $A$ is said to have link redundancy, if for every $x_i \in A$ with $i \leq N-g$ there exists a link between $x_i$ and $x_{i+g}$. The array has link redundancy $G=\{g_1,g_2,\ldots,g_k\}$ where $g_j < g_j+1$ and $g_j \in (1,N]$, if $A$ has link redundancy $g_1,g_2,\ldots,g_k$.

In the following, it will be assumed that $g_1=1$ and no other link except the ones specified exists in the array; that is, $G$ totally defines the link structure of $A$.

Given a linear array $A$, a fault pattern $F=\{f_1,f_2,\ldots,f_n\}$ for $A$ is a subset of $A$, where for every $f \in F$, $x_f$ is faulty.

**Example 2.4** Example of a fault pattern of 5 faults with link redundancy $\{1,4\}$ is given in Figure 2.7.

![Figure 2.7: A fault pattern of size 5 with link redundancy $\{1,4\}$](image-url)
A fault pattern is catastrophic for a linear array A of PEs with link redundancy G if the array cannot be reconfigured in the presence of the faulty PEs. That is, the removal of the faulty elements and their incident links will cause the array to be disconnected.

Example 2.5 The fault pattern given in Figure 2.8 is catastrophic since the removal of the faulty PEs and their incident links disconnect the array, as shown in Figure 2.8.

![Figure 2.8: A disconnected array of PEs](image)

2.4.2 Characterization of Catastrophic Fault Patterns

The following summarizes the existing characterization of catastrophic fault patterns[26].

F is catastrophic with respect to G implies that the cardinality of F, $|F| \geq g_k$. It illustrates that the cardinality of a catastrophic fault pattern does not depend on the number of bypass links available but only on the length of the longest bypass link.

The width $W_F$ of a fault pattern (or fault window) is the number of PEs between and including the last fault in F. That is, if $F = \{f_1, f_2, ..., f_m\}$ then $W_F = f_m - f_1 + 1$.

In the following, the width of the largest possible fault window is given for both unidirectional and bidirectional links.
Unidirectional Links: Let \(|F|=g_k\) and \(G=\{g_1, g_k\}\) be a set of unidirectional links. Then the width of the fault window for \(G\) is given by \(W_F=(g_k-1)^2+1\).

Bidirectional Links: Let \(|F|=g_k\) and \(G=\{g_1, g_k\}\) be a set of bidirectional links. Then the width of the fault window for \(G\) is

\[
W_F = \left(\left\lfloor \frac{g_k}{2} \right\rfloor - 1 \right) g_k + \left\lfloor \frac{g_k}{2} \right\rfloor + 1
\]

Obviously, the width of the fault window varies with the size of \(G\). Consider \(k\), the size of \(G\). When \(k=1\), there are no bypass links; hence, any single fault is catastrophic. When \(k=g_k\), only a cluster of \(g_k\) faults can be catastrophic. When \(k<g_k\), let \(G' \subseteq G\) and \(W_F'\), \(W_F\) be the corresponding widest fault windows. Then \(W_F' \geq W_F\).

Bounds on the number of catastrophic fault patterns for a given link configuration were established.

Let \(G=\{1, g_k\}\). Then the number of catastrophic fault patterns \(\Gamma_G\) is given by

\[
\Gamma_G = \sum_{\left\lfloor \frac{g_k}{2} \right\rfloor + 1}^{\left\lfloor \frac{g_k}{2} \right\rfloor} \frac{1}{i+1} \binom{2i}{i} \left( \frac{g_k - 2}{g_k - 2i} \right)
\]

Given an arbitrary \(G'\), the number of catastrophic fault patterns \(\Gamma_{G'}\) is given by

\[
\Gamma_{G'} \leq \sum_{\left\lfloor \frac{g_k}{2} \right\rfloor + 1}^{\left\lfloor \frac{g_k}{2} \right\rfloor} \frac{1}{i+1} \binom{2i}{i} \left( \frac{g_k - 2}{g_k - 2i} \right)
\]
All these previous results dealt with the minimum fault patterns where the number of faults is exactly \( \&k \), where \( \&k \) is the length of the longest bypass link. For any fault pattern, having at least \( \&k \) faults, is a necessary condition to be catastrophic. The previous work on the specific case where \( |F|=\&k \) is not easily extendible to the general case where \( |F| \geq \&k \). From a practical viewpoint, the number of faults happening in a systolic array can be arbitrary. For any fault pattern, having at least \( \&k \) faults, is a necessary condition to be catastrophic. Therefore, we can ignore the case where \( |F|<\&k \). For the case of \( |F|=\&k \), as mentioned above, a complete characterization has been given. It is, however, not practically useful. It is obvious that a general characterization for the general case where number of faults is arbitrary is needed, especially testing of catastrophic fault patterns.
2.5 Testing in Systolic Arrays

The need for efficiency ways of testing complex system is widely recognized, and is as necessary for systolic arrays as it is for any other complex system. It is likely for a systolic array to have some defective PEs (faults) which can be tolerated. This implies that if these faults happen in the systolic array, data can always flow from input of the systolic array to the output bypassing all faults by employing some reconfiguration scheme. However, in some cases, the occurrence of some faults will result in that data cannot flow from the input of the systolic array to the output; in other words, the blow of data flow will always be stopped at some fault no matter what reconfiguration scheme is used. The fault patterns consisting of these faults, which have been introduced in Section 2.4, are catastrophic since any of these fault patterns has a catastrophic consequence to the systolic array.

It is crucial for a systolic array, from the reconfiguration point of view, to know whether a given fault pattern is catastrophic when the fault pattern happens. If a given fault pattern is not catastrophic, we can consider applying some reconfiguration scheme to bypass all the faults. There is no sense to apply some reconfiguration scheme to the systolic array in which a catastrophic fault pattern occurs. Therefore, the testing of catastrophe of a fault pattern serves as a basis for the later reconfiguration.

In this section, three existing testing schemes using different approaches will be given.
2.5.1 Existing Testing Scheme 1

A testing algorithm has been described in [34] to determine if a given fault pattern is catastrophic for a 2-link redundant unidirectional linear array. In this algorithm, only the minimal fault patterns are considered, i.e., the fault patterns contain exactly $g_k$ faults where $g_k$ is the bypass link in the link configuration $G = \{ 1, g_k \}$.

First a given fault pattern is mapped into a Boolean matrix using the same representation technique described in Chapter 3. Then, from the Boolean matrix a string is derived on alphabet $\{ (f), * \}$ corresponding to the given fault pattern. This alphabet consists of three symbols: an open parenthesis with weight $f$, '(f', a close parenthesis with weight ')', and a symbol '*'. A "(f" denotes a block of $f$ open parentheses. The derivation of such a string on $\{ (f), * \}$ from the Boolean matrix $W$ is outlined below.

A sequence $S_1, S_2, ..., S_{|W|}$ of non-zero elements of $W$ is constructed as follows:

- $S_1 = W[1,1]$ and $S_{|W|} = W[1, g_k]$.
- If $S_i = W[i, j]$ then $S_{i+1}$ is the sole non-zero element among $W[i-1, j+1], W[i, j+1]$ and $W[k, j+1], k > i$.

With this sequence, a string $\chi$ on the alphabet $\{ (f), * \}$ is associated as follows. Given $S_i = W[i, j], 1 < i \leq |W|$, the string is defined as follows:

$$\chi(S_i+1) = \begin{cases} 
  "*" & \text{if } S_{i+1} = W[i, j+1] \\
  
  "(\text{f}" & \text{if } S_{i+1} = W[i-1, j+1] \\
  
  "(f" & \text{if } S_{i+1} = W[i+f, j+1], \quad f \geq 1
\end{cases}$$
The cost \(c(S_i)\) of an element in the sequence is defined as follows

\[
c(S_i) = \begin{cases} 
  f & \text{if } \chi(S_i) = "(" \\
  0 & \text{if } \chi(S_i) = "*" \\
  -1 & \text{if } \chi(S_i) = ")"
\end{cases}
\]

The resulting string \(\chi\) associated to a catastrophic fault pattern \(F\) has the property of being \textit{well-formed} in the following sense:

1. for any subsequence \(S_1, S_2, ..., S_j, 1 < j \leq |F|\), starting with \(S_1\),

\[
\sum_{i=1}^{j} c(\chi(S_i)) \geq 0 \quad \text{i.e., } |L| > |R|. 
\]

where \(L\) is the number of open parentheses, \(R\) is the number of close parentheses.

2. for the entire sequence \(S_1, S_2, ..., S_{|F|}\),

\[
\sum_{i=1}^{|F|} c(\chi(S_i)) = 0.
\]

As before, the "*" symbol can occur anywhere in \(\chi\) except in \(\chi(S_1)\) and \(\chi(S_{|F|})\).

An example of a well-formed string on \(\{(f_1) : f \in Z\}\) is "((4)*)". In this case, the sum of the weights on all open parentheses is at least the number of close parentheses at any point in the string, and the sum of weights on all open parentheses is equal to the
number of close parentheses for the entire string. An example of a string on \( \{(f, ) : f \in \mathbb{Z}\} \) which is not well-formed is "(2)))\*(3)*\*)".

Any such well-formed string corresponds to a catastrophic fault pattern. This fact is stated in the following theorem which constitutes a necessary and sufficient condition for a fault pattern to be catastrophic.

**Theorem 2.1** [34] A fault pattern is catastrophic if and only if \( x \) is well-formed, where \( x \) is the string associated with the fault pattern.

**Algorithm 2.1** [34] The testing scheme is based on Theorem 2.1. As the first step of the algorithm, the given fault pattern is first mapped onto the Boolean matrix \( W \). In the next step, each entry of \( W \) is verified to see if it satisfies the well-formed property. If there is no violation, then the given fault pattern \( F \) is catastrophic; otherwise, \( F \) is not catastrophic.

The algorithm is proved to have \( O(|F|) \) time and space.

**Example 2.6** The following example deals with the existing testing scheme to determine if a fault pattern is catastrophic.

Consider a Boolean matrix representation of a fault pattern given in Figure 4.1. To test if it is catastrophic for the link redundancy \( G=(1,10) \) in which the links are unidirectional, the corresponding string of weighted parentheses is "((x))(3)" which is not well-formed. Therefore, the given fault pattern is not catastrophic.
As long as the number of faults is $g_k$ or less, the testing algorithm is very efficient. In practice, the number of faults can be larger than $g_k$, in which case the existing algorithm cannot be used. It is not known if the existing algorithm can be modified to deal with any arbitrary fault pattern whose number of faults is greater than $g_k$. Therefore, a testing scheme that can handle fault patterns with arbitrary number of faults is needed. A testing scheme to deal with fault patterns with arbitrary faults is presented in the following section.

$$
\begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 \\
0 & 1 & 0 & 1 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
\end{bmatrix}
$$

Figure 2.9: Boolean matrix of a fault pattern

2.5.2 Existing Testing Scheme 2

In this section, the testing scheme of [36], for a fault pattern to be catastrophic in a linear unidirectional array with $k$-link redundancy is described. First some fundamental properties which any catastrophic fault pattern must satisfy are given. These properties together constitute a necessary and sufficient condition for a fault pattern to be
catastrophic for k-link redundant system. The testing algorithm whose time complexity is \(\Theta(kg_k)\) is based on this necessary and sufficient condition.

Again the given fault pattern is mapped onto a Boolean matrix \(W\). The researchers consider only the minimal fault pattern, which is a fault pattern whose number of faults is exactly \(g_k\). Once the mapping is done, the interior, exterior and border of the fault pattern mapped in \(W\) are identified as follow:

Notice that the row coordinates of \(F\) is an ordered set \(\{x_0, x_1, \ldots, x_{g_k-1}\}\) of row indices of \(W\) corresponding to the faults \(f_i\), \(0 \leq i \leq g_k - 1\). Consider a fault \(f_i\) whose location is \(W[x_i, y_i]\). Now, the location \(W[i, y_i]\), with respect to \(f_i\), is interior if \(i < x_i\), border if \(i = x_i\), and exterior if \(i > x_i\).

For a given fault pattern \(F\), \(I(F)\) (i.e., interior of \(F\)) is the set of all interior elements, \(B(F)\) (i.e., border of \(F\)) is the set of all border elements, and \(E(F)\) (i.e., exterior of \(F\)) is the set of all exterior elements.

Now with respect to the matrix representation \(F\), a fault pattern \(F\) is catastrophic for an array \(A\) with link redundancy \(G\) if it is not possible to reach any exterior element from any interior element using links in \(G\). The area \(A_F\) of a fault pattern \(F\) is the number of interior and border elements; that is,

\[
A_F = \|I(F) \cup B(F)\| = \sum_{j=0}^{g_k-1} (x_j - 1).
\]
A special catastrophic fault pattern, called "reference fault pattern" (RFP), is known to be unique for a given link configuration G and has two additional properties: it has the largest width WF and maximum area AF. A given fault pattern F is said to cross the reference fault pattern if I(F) is not contained in I(RFP) and I(RFP) is not contained in I(F).

The following two lemmas are the basis for the necessary and sufficient condition for the existing testing scheme.

**Lemma 2.1** [36] Given G, let RFP be the reference fault pattern and F be any fault pattern for G. If F and RFP cross, then F is not catastrophic for G.

Lemma 2.1 provides us with a necessary condition for a fault pattern to be catastrophic. However, not crossing RFP is not sufficient for a fault pattern to be catastrophic.

**Lemma 2.2** [36] If F does not satisfy the following property then F is not catastrophic for G: for any column $y_i$ ($0 \leq y_i \leq g_k - 1$) in W and for any link $g \in \{g_1, g_2, \ldots, g_k\}$

\[
    x_i \leq \begin{cases} 
    x_i + 1 & \text{if } i + g \leq g_k - 1 \\
    x_i & \text{otherwise}
    \end{cases}
\]

where $j = (i + g) \mod g_k$.

The above lemmas state necessary conditions for a fault pattern to be catastrophic. We will now show that the combination of the conditions expressed by Lemmas 2.1 and 2.2 constitute a necessary and sufficient condition.
Theorem 2.2 [36] A fault pattern is catastrophic for a link configuration $G$ if and only if
i) it does not cross the reference fault pattern corresponding to $G$, and
ii) it satisfies Lemma 2.2.

The testing algorithm of [36] is constructed from the preceding results. In particular, the algorithm will verify whether the necessary and sufficient conditions expressed by Theorem 2.2 are met.

The algorithm includes a pre-testing phase, ensuring that the width and area of $F$ are not greater than the ones of the RFP. The major steps of the algorithm are: Test for Crossing and test for Property which is Lemma 2.2.

We now give the complete testing algorithm.
Algorithm 2.2: Testing if a given fault pattern F is catastrophic for G
Begin
TEST:=True;
Test for violation of maximal area and width;
if TEST then
  Test for crossing;
  if TEST then Test for property;
endif
End.

Test for violation of maximal area and width (Pre-Testing)
Begin
  if WRFP<WF or ARFP<AF then
    TEST:=false
  endif
End.

Test for Crossing
Begin
  Let {x_i} and {x'_i} be the row coordinates of F and RFP, respectively.
i:=0;
repeat
  if x_i>x'_i then
    TEST:=False
  endif
  i:=i+1;
until i>g_k or not(TEST)
End.

Test for Property
Begin
  i:=0;
repeat
    j:=1;
    repeat
      if i+j<=g_k then xp:=x_i+g_j+1 else xp:=(x_i+g_j)mod(g_k);
      if x_i>xp then
        TEST:=False
      endif
      j:=j+1;
    until j>k or not(TEST)
i:=i+1;
until i>g_k or not(TEST)
End.
This testing scheme is proved to have time complexity ($k g_k$). The scheme is quite efficient. Unfortunately, it has some limitation for which it is not suitable for fault patterns with arbitrary number of faults since it only deals with fault patterns with exactly $g_k$ faults. In practice, it is not likely that fault patterns will always have exactly $g_k$ faults. Therefore, we require a testing scheme that can deal with fault patterns with an arbitrary number of faults.

### 2.5.3 Existing Testing Scheme 3

In this section, the testing scheme of [48] for a fault pattern to be catastrophic in a linear unidirectional array with $k$-link redundancy is described.

In this scheme, the array is treated as a connected graph where the processing elements are the nodes while the links are edges in the corresponding graph. All non-faulty processing elements are divided into chunks, each of which consists of consecutive non-faulty processing elements. A necessary and sufficient condition for a fault pattern not to be catastrophic is given stating that a fault pattern is not catastrophic if and only if the first chunk (i.e., input of the array) is connected with the last chunk (i.e., output of the array). Based on this necessary and sufficient condition, testing schemes are developed to test the catastrophe of a fault pattern for unidirectional arrays and bidirectional arrays.

The algorithm is organized in the following way. All the chunks are considered in increasing order; from each chunk, excluding the last one, are derived sets of consecutive processing elements (blocks), obtained by extending of one link all the escape paths of the elements of the chunk. The intersection between the current chunk and the previously
constructed blocks will indicate the sets of PEs (new blocks) reachable from the beginning of the array. A chunk is denoted by the pair \((x,y)\) where \(P_x\) and \(P_y\) are the first and the last PE in the chunk, respectively. Analogously \((x',y')\) denotes the block of PEs \(P_x'...P_y'\). A pair \((x,y)\) is minimal in a set \(X\) of pairs if, for each \((u,v)\) in \(X\), it holds \(x \leq u\). It is maximal if, for each \((u,v)\) in \(X\), it results \(u \leq x\). Three possible situations, given below, arise in the comparison between a chunk and a block, and the new block generated:

1) \(x' \leq x \leq y' \leq y\)
2) \(x \leq x' \leq y' \leq y\)
3) \(x \leq x' \leq y \leq y'\)

The algorithm is shown in Figure 2.9.

When all the chunks have been considered if there is no intersection between the last chunk and anyone of the blocks, the fault pattern is catastrophic since no PE outside the fault zone is reachable from the input. The testing algorithm (TEST) is shown on the next page. TEST returns true if and only if \(F\) is catastrophic for \(A\).

This testing scheme requires time \(O(kn \log k)\), where \(k\) is the number of bypass links and \(n\) is the number of faults.
TEST(F,G)
begin
    S = {(f1-gk+1,f1-1)}; B = {(f1-gk+1,f1-1)}
    for i=1,...,n-1 do
        insert (f1+i, f1+i-1) into S
    endfor
    while S ≠ ∅ and B ≠ ∅ do
        let (x',y') be a minimal element of B
        let (x,y) be a minimal element of S
        case
            y'<x' : delete (x',y') from B
            y<x'  : delete (x,y) from S
        otherwise:
            x*:=max(x,x')
            for i=1,...,k do
                insert (x*+gi,y+gi) into B
            endfor
            delete (x,y) from S
        endcase
    endwhile
    if in B there is a pair (x',y'), y'+gi>fa+ln
    then return False
    else return True
end

Figure 2.10: A testing algorithm
2.6 Chapter Summary

This chapter first gives the background of systolic arrays and techniques achieving fault tolerance in systolic arrays. A known characterization of catastrophic fault patterns in systolic arrays is introduced. Three existing testing schemes are also given.
Chapter 3

Geometric Characterizations of Fault Patterns

3.1 Introduction

In this chapter, fault patterns are geometrically characterized for linear unidirectional arrays, where the number of faults is arbitrary.

A fault pattern can be represented by a Boolean matrix. By examining the Boolean matrix, it is possible to identify several types of geometric objects named after their shapes, i.e., rectangles, staircases and segments.

On one hand, if we look at the entire Boolean matrix, we can identify rectangles which can be combined to form composite objects. On the other hand, if we look at the Boolean matrix one row at a time, we can identify segment type objects. Like in the case of rectangles, it is also possible to combine the segments to form larger segments.

In this chapter, we first represent fault patterns by a Boolean matrix, and then by viewing the matrix in different ways, we identify the geometric objects. The organization of this chapter is as follows: In Section 3.2, a Boolean matrix representation of fault patterns is introduced. Section 3.3 describes three types of geometric objects, and the identifications of geometric objects are given in Section 3.4.
3.2 Boolean Matrix Representation of Fault Patterns

The system being studied is one-dimensional (or linear) arrays of PEs with a given link redundancy with arbitrary number of faults.

Example 3.1 An example of a fault pattern of 5 faults with link redundancy (1,4) is given in Figure 3.1.

![Figure 3.1: A fault pattern of 5 faults with link redundancy (1,4)](image)

The fault pattern given in Figure 3.1 is catastrophic since the removal of the faulty PEs and their incident links disconnect the array, as shown in Figure 3.2.

![Figure 3.2: A disconnected array of PEs](image)

We now describe the Boolean matrix representation for fault patterns introduced in [34]. This representation will be instrumental in establishing the geometric characterizations for fault patterns and deriving efficient testing algorithms.
Consider a linear array $\Lambda$ with $|\Lambda|$ processing elements, with a link configuration $G=\{g_1, g_2, \ldots, g_k\}$ and a fault pattern $F=\{f_1, f_2, \ldots, f_n\}$. Without loss of generality, let $\Lambda[1]=f_1$, then $W$ of size $([|\Lambda|/g_k] \times g_k)$ is defined as follows:

$$W[i,j] = \Lambda[(i-1)g_k + j] \quad 1 \leq i \leq [|\Lambda|/g_k], \quad 1 \leq j \leq g_k$$

$$W[i,j] = \begin{cases} 
1 & \text{if } W[i,j] \text{ is faulty} \\
0 & \text{if } W[i,j] \text{ is non-faulty}
\end{cases}$$

In this representation, the first faulty element $\Lambda[1]$ is mapped onto $W[1,1]$. $\Lambda[g_k]$ is mapped into $W[1,g_k]$, and so on. For every element in $\Lambda$, say $\Lambda[r]$, there are two links which connect $\Lambda[r]$ to two other elements in $\Lambda$, i.e., one is $\Lambda[r+1]$, the other is $\Lambda[r+g_k]$. Corresponding this fact to the matrix $M$, for every element in $W$, say $W[i,j]$, there are two links which connect $W[i,j]$ to two other elements in $W$, i.e., if $j<g_k$, one is $W[i,j+1]$, the other is $W[i+1,j]$; if $j=g_k$, one is $W[i+1,1]$, the other is $W[i+1,j]$. In general, each element in $W$, say $W[i,j]$, can 'go right' or 'go down' if $j<g_k$, can go 'wraparound' or 'go down' if $j=g_k$. For simplicity, from now on we will use $(i,j)$ to represent $W[i,j]$.

**Example 3.2** The Boolean matrix representation of the fault pattern $F=\{f_1, f_2, f_3, f_4, f_5\}=\{(1,1), (1,4), (2,2), (2,4), (3,3)\}$ is given in Figure 3.3. For example, $(1,1)$ connects to $(1,2)$ and $(2,1)$, $(2,4)$ connects to $(3,1)$ and $(3,4)$.
Figure 3.3: A Boolean matrix of a catastrophic fault pattern of 5 faults
with link redundancy \{1,4\}

According to the connections in this kind of matrix, we give the definition of a path.

**Definition 3.1** A path \( \Pi \) from \((x_1,y_1)\) to \((x_p,y_p)\) in a matrix is a set of elements \( \Pi = \{(x_1,y_1), (x_2,y_2), \ldots, (x_p,y_p)\} \) where there is a link between \((x_i,y_i)\) and \((x_{i+1},y_{i+1})\), \(1 \leq i \leq p-1\).

**Example 3.3** As an example, a path \( \Pi \) from \((1,2)\) to \((4,1)\) in the matrix representation as shown in Figure 3.3, is given by \( \Pi = \{(1,2),(2,2),(2,3),(2,4),(3,1),(4,1)\} \).
3.3 Geometric Objects

3.3.1 Rectangle Type of Geometric Objects

In this section, fault patterns on unidirectional array with 2-link redundancy \( G=\{1, g_k\} \) are studied.

Let \( R \) be a rectangle whose four vertices are \( \{(x_l_R, y_l_R), (x_l_R, y_u_R), (x_u_R, y_l_R), (x_u_R, y_u_R)\} \). It is sufficient to represent \( R \) by its lower left and upper right vertices, i.e.:

\( R=\{(x_l_R, y_l_R), (x_u_R, y_u_R)\} \). We denote \( L_x(R), L_y(R), U_x(R), U_y(R) \) as follows:

\[
\begin{align*}
L_x(R) &= x_l_R \\
L_y(R) &= y_l_R \\
U_x(R) &= x_u_R \\
U_y(R) &= y_u_R
\end{align*}
\]

**Definition 3.2** A *dead rectangle* is a rectangle \( R \) on which each path, originating at the first row and/or column of \( R \) and ending at the last row and/or column of \( R \), has at least one faulty element.

For simplicity, we use the notation row/column to express "row and/or column".

**Example 3.4** An example of a dead rectangle is given in Figure 3.4. Since each path starting at the first row/column of the rectangle and ending at the last row/column of the rectangle has at least one faulty element, the rectangle is dead.
Example 3.5 The rectangle shown in Figure 3.5 is not a dead rectangle since there is a path \( \Pi=((3.1),(3.2),(4.2),(5.2)) \), originating at the first column and ending at the last row, which does not have any faulty element.

![Figure 3.5: A rectangle is not dead](image)

The following property shows the relationship between a dead rectangle and the number of faults in the rectangle.

Property 3.1 If a rectangle \( R \) is a dead rectangle, then the number of faults in \( R \) is at least \( U_y(R) - L_y(R) + 1 \), which is the number of columns in \( R \).

Proof: By contradiction let the number of faults in \( R \) be less than \( U_y(R) - L_y(R) + 1 \) and \( R \) be a dead rectangle. Since the number of columns of \( R \) is \( U_y(R) - L_y(R) + 1 \), there must be a column which does not have any fault. This column itself is a path from one element on the first row to one element on the last row and it does not have any fault. This
contradicts the fact that $R$ is a dead rectangle. Therefore, the number of faults in $R$ is at least $U_y(R) - L_y(R) + 1 \triangleq$

However, the converse is not true. That is, if the number of faults in $R$ is at least $U_y(R) - L_y(R) + 1$, then $R$ is not necessarily a dead rectangle. For example, in the rectangle $R$ shown in Figure 3.5, the number of faults in $R$ is $8$ is greater than $U_y(R) - L_y(R) + 1 = 6$. However, $R$ is not a dead rectangle.

**Definition 3.3** A *faulty chain* is a set of faulty elements $C = \{(x_1, y_1), (x_2, y_2), \ldots, (x_c, y_c)\}$ where $x_{i+1} = x_i$ or $x_{i+1} = x_i + 1$, and

- if $x_{i+1} = x_i$, then $y_{i+1} = y_i + 1$;
- if $x_{i+1} = x_i + 1$, then either $y_{i+1} = y_i$

or $\forall k, 1 \leq k \leq y_i - y_{i+1} - 1, (x_{i+1}, y_{i+1} + k) \in C$.

**Example 3.6** An example of a faulty chain $C = \{(1, 7), (2, 4), (2, 5), (2, 6), (3, 3), (4, 3), (5, 2)\}$ in the matrix representation is shown in Figure 3.6, and there is another faulty chain $C' = \{(1, 1)\}$ as well.

$$
\begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
$$

Figure 3.6: Two faulty chains
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A faulty chain can form a rectangle $R$, whose upper right vertex is the first element of the faulty chain and lower left vertex is the last element of the faulty chain.

**Example 3.7** As shown in Figure 3.7, two rectangles, one is $((5,2),(1,7))$, and the other is $((1,1),(1,1))$, are formed by the faulty chain which is shown in Figure 3.6.

![Figure 3.7: Two rectangles formed by two faulty chain](image)

The following property shows the relationship between a fault chain and a dead rectangle.

**Property 3.2** Let $C=((x_1,y_1),(x_2,y_2),...,(x_c,y_c)$ be a faulty chain. Then the rectangle $R=((x_c,y_c),(x_1,y_1))$ formed by $C$ is a dead rectangle.

**Proof:** The faulty chain divides the rectangle $R$ into two disjoint parts, and every path from any element in one part to any element in the other part will encounter at least one element on the faulty chain $C$. Therefore, every path from any element on the first row/column of $R$ to any element on the last row/column of $R$ has at least one faulty element; that is, $R$ is dead. $\square$

**Definition 3.4** An element $(i,j)$ in the matrix representation is called a *dead element* if and only if it is either faulty or every path from the first row/column to the last row/column that includes $(i,j)$ also includes a faulty element. An element which is not a dead element is a *live element*.
Example 3.8 Given $M$ in Figure 3.8, elements $(1,1), (1,4), (1,5), (1,6), (2,1), (2,4), (2,5), (2,6), (3,1), (3,2), (3,4), (3,5)$ and $(3,6)$ are dead elements, and the rest are live elements.

$$
\begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 & 0 & 0 \\
\end{bmatrix}
$$

Figure 3.8: Dead elements and live elements

Property 3.3 1) Every element in a dead rectangle is a dead element; 2) every element which is not in any dead rectangle is a live element.

Proof:

1) In a dead rectangle, every path from the first row/column to the last row/column has at least one faulty element, and every non-faulty element must be on one of paths from the first row/column to the last row/column. Thus, every non-faulty element in a dead rectangle is a dead element;

2) By contradiction, let some element $(i,j)$ which is not in any dead rectangle be a dead element. If $(i,j)$ is faulty, $(i,j)$ itself is a dead rectangle, contradiction. If $(i,j)$ is non-faulty dead element, every path from the first row/column to the last row/column of the matrix that includes $(i,j)$ also includes a faulty element. Thus, the matrix is a dead rectangle, contradiction. □

Definition 3.5 A dead row in $M$ is a row on which all $g_k$ elements are in dead rectangles.

Example 3.9 An example of a dead row is given in Figure 3.9. There are three dead rectangles in this matrix, i.e., $\{(5,1),(1,4)\}$, $\{(5,5),(3,7)\}$ and $\{(5,8),(5,9)\}$. Every element on row(5) is in one of the three dead rectangles; hence, row(5) is a dead row.
Two rectangles can intersect. It will be interesting to observe the union of two intersecting dead rectangles and the impact on the surrounding area.

**Definition 3.6** Given rectangles A and B, if $U_x(B) \leq U_x(A) \leq L_x(B) + 1$ and $L_y(B) - 1 \leq U_y(A) \leq U_y(B)$, the *concatenation* of A and B (denoted by $C = A \oplus B$) is a rectangle defined by $\{(L_x(A), L_y(A)), (U_x(B), U_y(B))\}$.

![Figure 3.10: C=A ⊕ B](image)

**Example 3.10** An example of the concatenation of two intersecting rectangles is shown in Figure 3.10.
The case in which B intersects A at the right bottom vertex of A (i.e., $U_x(B)-1 \leq L_x(A) \leq L_x(B)$ and $U_y(B)-1 \leq U_y(A) \leq U_y(B)$), as shown in Figure 3.11, will be dealt with separately in Section 3.3.2.

![Figure 3.11: B intersects A at the right bottom vertex of A](image)

**Property 3.4** Let C be the concatenation of A and B, i.e., $C = A \oplus B$. If A and B are dead rectangles, then C is a dead rectangle.

**Proof:** Every path from the first row/column of C to the last row/column of C must encounter the union of A and B. Since any path entering A must exit A, the path must contain at least one faulty element. Similarly, any path entering B must exit B, and, thus, contain at least one faulty element. Therefore, every path from the first row/column of C to the last row/column of C must contain at least one faulty element. Therefore, C is a dead rectangle. $\square$

**Property 3.5** Given dead rectangles A and B, if $L_y(A) = 1$, $U_y(B) = s_k$, and $U_x(A) \leq U_x(B) \leq L_x(A)$, then the rectangle $C = \{(L_x(B)+1,1), (U_x(A), U_y(A))\}$ is a dead rectangle, and the rectangle $D = \{(L_x(B), L_y(B)), (U_x(A)-1, s_k)\}$ is a dead rectangle.
Figure 3.12: Referring to Property 3.5

**Proof:** Let $U_x(A) = i$, $L_x(A) = j$, and $L_x(B) = k$. Consider rectangle $A' = \{(k+1, 1), (j-1, U_y(A))\}$. Since rectangles $A$ and $B$ are dead rectangles, every path coming into $A'$ will contain at least one faulty element. Rectangle $A'$ hence is a dead rectangle. According to Property 3.4, $C = \{(L_x(B) + 1, 1), (U_x(A), U_y(A))\}$ is thus a dead rectangle. Consider rectangle $B' = \{(U_x(B) - 1, L_y(B)), (i-1, g_k)\}$. Since rectangles $A$ and $B$ are dead rectangles, every path coming out of $B'$ will contain at least one faulty element. Rectangle $B'$ hence is a dead rectangle. According to Property 3.4, $D = \{(L_x(B), L_y(B)), (U_x(A) + 1, g_k)\}$ is thus a dead rectangle. □

**Example 3.11** The following example shows how to build dead rectangles from a set of faults in a matrix according to the properties of dead rectangle.

\[
\begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 & 1 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

Figure 3.13(a): A set of faults
3.3.2 Staircase Type of Geometric Objects

It is possible that two intersecting rectangles do not satisfy the condition of concatenation. Given rectangles A and B, if $U_x(B) - 1 \leq L_x(A) \leq L_x(B)$ and $L_y(B) - 1 \leq U_y(A) \leq U_y(B)$, then the union of the two rectangles forms a staircase. Unlike the case of concatenation of two dead rectangles, where a new dead rectangle can be derived from the two dead rectangles, A and B cannot form a single bigger dead rectangle. This is
because any element in these two regions, one of which is above \(B\) and right to \(A\) and the other of which is below \(A\) and left to \(B\), can still 'escape' without encountering any part of \(A\) and \(B\). This is shown in Figure 3.14. The union of \(A\) and \(B\) in this case resemble a staircase.

![Figure 3.14: An example of a staircase formed by two intersecting rectangles](image)

**Definition 3.7** A *staircase* is the union of a set of rectangles \((R_1, R_2, \ldots, R_s)\), where \(U_x(R_{i+1}) - 1 \leq U_x(R_i) \leq L_x(R_{i+1})\) and \(L_y(R_{i+1}) - 1 \leq U_y(R_i) \leq U_y(R_{i+1})\), \(1 \leq i \leq s-1\).

A staircase \(S\) can also be represented as \(S = \{R_1, R_2, \ldots, R_s\} = \{U(R_1), U(R_2), \ldots, U(R_s), L(R_1), L(R_2), \ldots, L(R_s)\}\). The set \(\{U(R_1), U(R_2), \ldots, U(R_s)\}\) is called upper part of \(S\), and the set \(\{L(R_1), L(R_2), \ldots, L(R_s)\}\) is called lower part of \(S\), where \(U(R_i) = (U_x(R_i), U_y(R_i))\), \(L(R_i) = (L_x(R_i), L_y(R_i))\).

**Definition 3.8** Given \(S = \{R_1, R_2, \ldots, R_s\}\). \(S\) is a *dead staircase* if \(R_1, R_2, \ldots, R_s\) are all dead rectangles.

Two staircases can intersect. In the case of rectangles, it is easy to verify, by comparing the coordinates of the rectangles, if they intersect. But, in the case of staircases, the process of determining if two staircases intersect is somewhat involved. Algorithms 3.1 and 3.2 are dedicated to determining if two staircases intersect.
Claim 3.1 The algorithms (i.e., Algorithms 3.1 and 3.2) require \( O(m+n) \), where \( m \) is the number of vertices of one staircase, \( n \) is the number of vertices of the other staircase.

Proof: Since two algorithms scan through vertices of two staircases, the time complexity is \( O(m+n) \), where \( m \) is the number of vertices of one staircase, \( n \) is the number of vertices of the other staircase.

Algorithm 3.1 (Deciding if two staircases intersect)

Input: Two staircases.

Output: Telling if these two staircases intersect.

Compare each part (i.e., upper part, lower part) of one staircase with each part of the other staircase using Algorithm 3.2;

If (they intersect)

then stop and tell;

else continue;

Given two intersecting staircases, either the union of two staircases might just be another staircase, or the union can look different from a staircase. In the case that the union is not a staircase by itself, it is possible to define a new staircase on this region.
Definition 3.9 Given staircases \( S = \{U(R_1), U(R_2), \ldots, U(R_m), L(R_1), L(R_2), \ldots, L(R_m)\} \) and \( S' = \{U(R'_1), U(R'_2), \ldots U(R'_n), L(R'_1), L(R'_2), \ldots, L(R'_n)\} \), the concatenation of \( S \) and \( S' \) (denoted by \( S'' = S \otimes S' \)) is a staircase derived from Algorithm 3.3 if \( S \) intersects \( S' \).

Algorithm 3.2 (Deciding if two parts intersect)

**Input:** Vertices of two parts, either upper part or lower part.

**Output:** Telling if the two parts intersect.

1. Compare the first segment of one part with the first segment of the other part;

   *If* (they do not intersect)

   then choose the segment whose y coordinate is smaller as the current segment;

   *else* stop and tell they intersect.

2. While (not the end of anyone of the two parts) {

   Compare the current segment with the next segment of another part;

   *If* (they do not intersect)

   then choose the segment whose y coordinate is smaller as the current segment;

   *else* stop and tell they intersect.

3. When the end of one part has been reached, tell they do not intersect.
Algorithm 3.3 (Finding concatenation of two intersecting staircases)

Input: Two intersecting staircases $S = \{U(R_1), U(R_2), \ldots, U(R_m), L(R_1), L(R_2), \ldots, L(R_m)\}$, $S' = \{U(R'_1), U(R'_2), \ldots, U(R'_n), L(R'_1), L(R'_2), \ldots, L(R'_n)\}$

Output: A new staircase $S''$

1) for upper part of $S''$
   \[i=1; j=1;\]
   while (i ≤ m and j ≤ n) {
     if $(U_x(R_i) ≥ U_x(R'_j))$ and $(U_y(R_i) ≥ U_y(R'_j))$
       then (append $U(R'_j)$ into the upper part of $S''$; $j++$)
     if $(U_x(R_i) < U_x(R'_j))$ and $(U_y(R_i) > U_y(R'_j))$
       then (append $U(R_i)$ into the upper part of $S''$; $i++$; $j++$)
     if $(U_x(R_i) ≤ U_x(R'_j))$ and $(U_y(R_i) < U_y(R'_j))$
       then (append $U(R_i)$ into the upper part of $S''$; $i++; j++$)
     if $(U_x(R_i) > U_x(R'_j))$ and $(U_y(R_i) < U_y(R'_j))$
       then (append $U(R'_j)$ into the upper part of $S''$; $i++; j++$)
   }

2) for lower part of $S''$
   \[i=1; j=1;\]
   while (i ≤ m and j ≤ n) {
     if $(L_x(R_i) ≥ L_x(R'_j))$ and $(L_y(R_i) ≥ L_y(R'_j))$
       then (append $L(R'_j)$ into the lower part of $S''$; $j++$)
     if $(L_x(R_i) < L_x(R'_j))$ and $(L_y(R_i) > L_y(R'_j))$
       then (append $L(R'_j)$ into the lower part of $S''$; $i++; j++$)
     if $(L_x(R_i) ≤ L_x(R'_j))$ and $(L_y(R_i) < L_y(R'_j))$
       then (append $L(R_i)$ into the lower part of $S''$; $i++; j++$)
     if $(L_x(R_i) > L_x(R'_j))$ and $(L_y(R_i) < L_y(R'_j))$
       then (append $L(R_i)$ into the lower part of $S''$; $i++; j++$)
Example 3.12 An example of Algorithm 3.3 is shown in Figure 3.15.

![Diagram showing Algorithm 3.3 example](image)

Figure 3.15: An example of Algorithm 3.3

Claim 3.2 Algorithm 3.3 requires $O(m+n)$ time, where $m$ is the number of vertices of one staircase, $n$ is the number of vertices of the other staircase.

Proof: The time complexity of Algorithm 3.3 is $O(m+n)$, because Algorithm 3.3 scans through vertices of two staircases, where $m$ is the number of vertices of one staircase, $n$ is the number of vertices of the other staircase.

Property 3.6 Given $S'' = S \otimes S'$, $S''$ is a dead staircase if $S$ and $S'$ are dead staircases.

Proof: Intuitively, there are two general cases for the new staircase derived from two intersecting staircases.

1) $S''$ is exactly the union of $S$ and $S'$; such a case is shown in Figure 3.16(a).

![Diagram showing union of two intersecting staircases](image)

Figure 3.16(a): The new staircase is exactly the union of two intersecting staircases
2) $S''$ is the union of $S$ and $S'$ plus some new areas. There are three possible locations for the new areas:

2a) The new area is in the starting area of $S$ and $S'$, as shown in Figure 3.16(b). By Algorithm 3.3, $U(R_1)$ of $S$ will be taken as $U(R_1)$ of $S''$, and $L(R_1)$ of $S'$ will be taken as $L(R_1)$ of $S''$, so that the shaded area shown in Figure 3.17(b) will inevitably be included in $S''$. Every path coming out of this new area will coming into $S$ or $S'$, and $S$ and $S'$ consist of dead rectangles. Consequently, every path coming out of the new area will have at least one faulty element. Thus, the new area which itself is a staircase is a dead staircase.

![Figure 3.16(b): New area is at the starting area of $S$ and $S'$](image)

2b) The new area is in the middle area of $S$ and $S'$, and is totally surrounded by $S$ and $S'$, as shown in Figure 3.16(c). The number of this kind of new area in $S''$ is arbitrary, could be 0, or 1, or more than 1. Every path coming into of this kind of new area are from $S$ and $S'$, which are dead staircases. As a result, every path coming into the new area has at least one faulty element. Thus the new area which itself is a staircase is a dead staircase.
2c) The new area is in the ending area of $S$ and $S'$, as shown in Figure 3.16(d). For the same reason as 2b), every path coming into this new area has at least one faulty element, resulting in the new area to be a dead staircase.

General speaking, $S''$ is either exactly the union of dead staircases $S$ and $S'$, or the union of dead staircases $S$ and $S'$ plus some new areas which are dead staircases. Therefore, $S''$ is a dead staircase. □

**Example 3.13** Section 3.3.1 introduces rectangle type of geometric objects, while this section brings up staircase type of geometric objects. Given a matrix representation of a fault pattern, it will be interesting to see how these geometric objects look like in the
matrix. The following example will illustrate the process of building geometric objects from a set of fault elements in the matrix.

\[
\begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
1 & 0 & 0 & 1 & 0 & 1 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 0 \\
\end{bmatrix}
\]

Figure 3.17(a): Starting from a set of faults in a matrix

\[
\begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

Figure 3.17(b): Identifying all faulty chains according to the definition of faulty chain
Figure 3.17(c): Identifying dead rectangles from faulty chains according to Property 3.2

Figure 3.17(d): Expanding dead rectangles and identify all dead staircases according to Priorities 3.4.

3.5 and the definition of dead staircase
3.3.3 Segment Type of Geometric Objects

Sections 3.3.1 and 3.3.2 study the fault patterns with respect to 2-link redundancy by studying geometric objects (i.e., rectangles, staircases). Since rectangles and staircases span multiple rows, possibly the whole matrix, we study the fault patterns based on the global knowledge of the fault patterns. In this section, a different approach is used to study the more general case where link redundancy $G=\{g_1,g_2,\ldots,g_k\}$. The approach used in this section is somewhat "local" approach; that is, the geometric objects we are studding are on the single rows, so that we study fault patterns based on the local knowledge of the fault patterns, i.e., the knowledge of the current row and the previous row.

**Definition 3.10** A *dead element* is

1. a faulty element
2. a non-faulty element $(x,y)$, if 
   \[
   \exists i, \text{ such that } y-g_i \geq 1, (x,y-g_1), \ldots, (x,y-g_i), (x-1,y-g_{i+1}+g_k), (x-1,y-g_{i+2}+g_k), \ldots, (x-1,y)
   \]
   are all dead elements;

   or $(x-1,y-g_1+g_k),(x-1,y-g_2+g_k),\ldots,(x-1,y)$ are all dead elements.

A *live* element is an element which is not a dead element.

**Example 3.14** In the matrix shown on Figure 3.18 where $G=\{1,3,5,7\}$, elements $(1,1),(1,3),(1,5),(1,7),(2,2),(2,4)$ and $(2,6)$ are dead element since they are faulty. Element $(2,1)$ is a dead element since elements $(1,7), (1,5), (1,3)$ and $(1,1)$ are dead elements. Element $(2,3)$ is a dead element since elements $(2,2), (1,7),(1,5)$ and $(1,3)$ are all dead elements. For the same reason $(2,5), (2,7)$ and all elements on the third row are dead
elements. Any element other than dead elements is a live element, i.e., elements (1,2), (1,4) and (1,6).

\[
\begin{bmatrix}
1 & 0 & 1 & 0 & 1 & 0 & 1 \\
0 & 1 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

Figure 3.18: Examples of dead elements in a matrix where \(G=\{1,3,5,7\}\)

**Definition 3.11** A dead segment is

(1) a set of dead elements \(S=\{(x,y),(x,y+1),\ldots,(x,y+d)\}\), where \(0 \leq d \leq g_k-1\); or

(2) if \(S_1=\{(x,y),\ldots,(x,y+d)\}\) and \(S_2=\{(x,y'),\ldots,(x,y'+h)\}\) are dead segments and if \(y'=y+d+1\), then \(S=\{(x,y),\ldots,(x,y+h')\}\) is a dead segment; or

(3) if \(S_1=\{(x,y),\ldots,(x,g_k)\}\) and \(S_2=\{(x+1,1),\ldots,(x+1,d)\}\) are dead segments where \(1 \leq d \leq g_k\), then \(S=\{(x,y),\ldots,(x,g_k),(x+1,1),\ldots,(x+1,d)\}\) is a dead segment.

**Example 3.15** The following example shows how to derive dead segments from a set of faulty elements in a matrix. The link redundancy in this example is \(G=\{1,4,7\}\).

\[
\begin{bmatrix}
1 & 1 & 0 & 1 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 & 1 & 1 & 0 \\
0 & 1 & 0 & 1 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 & 0 & 1 & 0 \\
1 & 0 & 1 & 0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 0 & 1 & 0
\end{bmatrix}
\]

Figure 3.19(a): A set of faulty elements in a matrix
Figure 3.19(b): Identifying dead segments on the first row
which are faulty elements

Figure 3.19(c): Identifying dead segments on each row
according to Definition 3.11
3.4 Chapter Summary

In this chapter, fault patterns for unidirectional linear arrays are geometrically characterized. Three types of geometric objects (i.e., rectangles, staircases and segments) are studied and properties of these geometric objects are given. Based on these geometric characterizations, testing schemes to test whether a fault pattern is catastrophic will be given in Chapter 4 and Chapter 5.
Chapter 4

A Testing Scheme Using Rectangle and Staircase Objects

4.1 Introduction

In this chapter, fault patterns which are catastrophic for unidirectional linear arrays are studied using rectangle and staircase objects. Most of the previous work on testing scheme determines if a fault pattern is catastrophic only when the number of faults in the fault pattern is exactly $g_k$, that is the length of the longest bypass link. The problem presentation and the solution techniques are not easily extendible to the general case where the number of faults is arbitrary. In this chapter, based on the geometric characterization for fault patterns given in Chapter 3, a necessary and sufficient condition is established to determine if a fault pattern is catastrophic with respect to 2-link redundancy. Based on the necessary and sufficient condition, a testing algorithm whose complexity is $O(n^3)$ is developed.

The organization of this chapter is as follows. The previous work on testing scheme which determines if a fault pattern is catastrophic is presented in Section 4.2. In Section 4.3, a necessary and sufficient condition for a fault pattern to be catastrophic for arbitrary number of faults is given, then, a complete testing algorithm is presented to determine if a given fault pattern is catastrophic. The worst time complexity of this testing algorithm is $O(n^3)$, where $n$ is the number of faults.
4.2 A Testing Scheme

The new testing scheme that is described in this section has the advantage over the existing testing scheme in that it can be used to test fault patterns with arbitrary number of faults. This scheme is based on the geometric characterization given in Chapter 3. Recall from Chapter 3, that the characterization identifies several geometric objects, such as rectangles and staircases. Based on the characteristics of these objects, if it is possible to determine if a fault pattern is catastrophic.

In the following we will describe the basis for the testing algorithm by deriving a necessary and sufficient condition for fault patterns to be catastrophic. Once this condition is derived, the development of the algorithm will be straightforward.

4.2.1 A Necessary and Sufficient Condition

Recall from Chapter 3, that the definition of a path is a set of elements where there is a link between each two consecutive ones. Here we give the definition of a live path.

Definition 4.1 A live path is a path on which every element is live. Given two live elements \( x \) and \( y \), \( y \) is reachable from \( x \) if there exists a live path from \( x \) to \( y \).

In the following, we give the definition of entry points, then claim that the set of entry points for each row is actually the set of live elements for that row.
**Definition 4.2** The set of *entry points* of row(i), denoted by \( E_i \), is given by the following recursive definition:

\[
E_i = \{ \text{live elements in row } (i) \text{ reachable from some element in } E_{i-1} \} \text{ if } i > 1, \text{ and } E_1 = \{ \text{live elements in row } (1) \}
\]

**Claim 4.1** Let \( L_i \) be the set of live elements of row \((i)\), then \( E_i = L_i \).

**Proof:** By induction on \( i \).

By definition of \( E_1 \), the claim trivially holds for \( i = 1 \).

Let it hold for \( E_i \), \( i > 1 \). Consider row \((i+1)\). By contradiction, define the set of live elements which are not entry points \( W_{i+1} = L_{i+1} \setminus E_{i+1} \neq \emptyset \). Let \( j \) be the smallest index such that \((i+1,j) \in W_{i+1} \). Depending on whether \( j = 1 \) or \( j > 1 \), we shall consider two cases.

**Case 1** \( j = 1 \): Since \((i+1,1) \notin E_{i+1} \), then \((i,1)\) is not in \( E_i \) (which is \( L_i \) by inductive hypothesis). Then, by Property 3.5, \((i+1,j)\) is dead. A clear contradiction.

**Case 2** \( j > 1 \): Since \( x = (i+1,j) \notin E_{i+1} \), then \((i,j)\) is dead; also \( y = (i+1,j-1) \in L_{i+1} \) (otherwise, by Property 3.4, \((i+1,j)\) is dead). Now, \( y \) cannot be in \( E_{i+1} \) (otherwise, \( x \in E_{i+1} \)). This contradicts the fact that \( j \) is the smallest index for which \((i+1,j) \notin W_{i+1} \).

Therefore, the claim holds. \( \square \)

A necessary and sufficient condition, for a fault pattern of arbitrary number of faulty elements to be catastrophic for a 2-link unidirectional systolic array, is the following.

**Theorem 4.1** A fault pattern is catastrophic if and only if it has at least one dead row.

**Proof:**

*(if part)* By contradiction let the fault pattern be catastrophic, and \( \forall i \ L_i \neq \emptyset \). Consider the element sequence \( l_1, l_2, \ldots, l_{\text{Last}}, l_i \in L_i, l_i = (x_i, y_i) \), where \( l_{\text{Last}} \) is an arbitrary element in \( L_{\text{Last}} \neq \emptyset \); and \( l_i, i < \text{Last} \), is recursively constructed from \( l_{i+1} \) as follows: \( L_{i+1} \) (which by
Claim 4.1 is $E_{i+1}$) is the set of live elements in row$(i+1)$ reachable from some live element in row$(i)$. Thus for every $a \in L_{i+1}$, there exists at least an element $b \in L_i$ such that $a$ is reachable from $b$. Choose $l_i$ be the element in $L_i$ from which $l_{i+1}$ is reachable. Therefore, the sequence of $l_1,l_2,\ldots,l_{Last}$ defines a path of live elements. $l_{Last}$ is reachable from $l_1$; thus contradicts the fact that the fault pattern is catastrophic.

*(only if part)* By contradiction, let $L_j=\emptyset$ and the fault pattern be not catastrophic. Since the fault pattern is not catastrophic, then $\exists l_1,l_2,\ldots,l_{Last}$ such that $l_i \in L_i$ and $l_i \in \text{row } (i)$. Therefore, $\forall i L_i=E_i \neq \emptyset$. Contradicting $L_j=\emptyset$. □

4.2.2 A Testing Algorithm

Theorem 4.1 establishes a necessary and sufficient condition for a fault pattern to be catastrophic; based on it, we are able to develop an algorithm to test if a given fault pattern is catastrophic. To prove that a given fault pattern is catastrophic, it is sufficient to show that there exists a dead row. Recall from Definition 3.5, a dead row is a row on which all $g_k$ elements are in dead rectangles. As a result, the task of testing if a fault pattern is catastrophic becomes a task of building dead rectangles, and checking if any dead rectangle covers every column of $M$. In the process of building dead rectangles, staircases may be built. Hence, the main focus of the testing algorithm is not only dead rectangles, but also dead staircases.

Instead of identifying all the dead geometric objects and then checking if the fault pattern is catastrophic, we will construct dead geometric objects and check for catastrophe simultaneously. During the process of constructing dead rectangles and
staircases, if a dead row is encountered, the process can stop and indicate that the fault pattern is already catastrophic. The algorithm is based on this principle.

The complete testing algorithm is presented as follows.

**Algorithm 4.1**

**Outline:** This testing algorithm takes a fault pattern, checks if the number of faults is less than \( g_k \); if so, it reports that the fault pattern is not catastrophic. Otherwise, the algorithm maps the fault pattern onto a Boolean matrix. Based on Property 3.4 and Property 3.5, the algorithm will check each two faults to see if the two faults can form a dead rectangle. If so, the newly formed dead rectangle will be appended to the set of faults, which will in turn be checked with all other faults and/or dead rectangles to see if a bigger dead geometric object can be formed. If the condition of forming a staircase is met, the newly formed staircase will also be appended to the set of faults, which will also in turn be checked with all other faults, dead rectangles and/or dead staircases to see if a larger dead geometric object can be formed. During this process, if a dead row is encountered, the testing algorithm will stop and report the given fault pattern is catastrophic. If the end of the set of dead geometric objects is reached, the algorithm will report it is not catastrophic.
Algorithm 4.1

Input: A set of faults $F=\{f_1, f_2, \ldots, f_n\}$ and link redundancy $G=\{1, g_k\}$.

Output: Report whether or not the fault pattern is catastrophic.

Step 1: If $(n < g_k)$
\[ \text{then stop and report it is not catastrophic;} \]
\[ \text{else continue;} \]

Step 2: Map $F$ to a Boolean matrix.

Step 3: While (not the last fault in $F$) {
\[ \text{starting from the second fault, compare each fault with each} \]
\[ \text{previous fault to form a dead rectangle if the condition of forming} \]
\[ \text{a dead rectangle is met (i.e., Property 3.4 or Property 3.5), append} \]
\[ \text{this newly formed dead rectangle at the end of $F$;} \]
}

Step 4: While (not the end of $F$) {
\[ \text{starting from the first dead rectangle in $F$ which is the next} \]
\[ \text{element to the last fault in $F$, check each dead rectangle} \]
\[ \text{(or dead staircase) with each previous fault (or dead rectangle} \]
\[ \text{or dead staircase) to see if they intersect by means of Algorithm 3.1;} \]
\[ \text{if they intersect, then form a new dead staircase by means of} \]
\[ \text{Algorithm 3.3. The new dead staircase can be represented by} \]
\[ S=\{U(R_1), U(R_2), \ldots, U(R_s), L(R_1), \ldots, L(R_s)\}. \text{Then check} \]
\[ \text{if there is a dead row within $S$ by checking if the following condition} \]
\[ \text{is met: $U_y(R_s) \leq 1$ and $U_y(R_s) = g_k$} \]
\[ \text{if this is the case} \]
\[ \text{then stop and report it is a catastrophic fault pattern;} \]
\[ \text{else continue.} \]
}

If the end of $F$ is reached,
\[ \text{then report this is not a catastrophic fault pattern.} \]

The following are two examples of testing whether or not a fault pattern is catastrophic.
Example 4.1 Consider the Boolean matrix of a fault pattern given in Figure 4.1(a), whose link redundancy $G=\{1,8\}$. The number of faults in this fault pattern is 14 which is greater than $g_k=8$.

\[
\begin{bmatrix}
1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 \\
\end{bmatrix}
\]

Figure 4.1(a): Boolean matrix of a fault pattern

Two dead rectangles, $\{(2,1), (1,2)\}$ and $\{(8,8), (8,8)\}$, are formed, as shown in Figure 4.1(b).

\[
\begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 \\
\end{bmatrix}
\]

Figure 4.1(b): Intermediate result of Algorithm 4.1

As shown in Figure 4.1(c), two larger dead rectangles, $\{(3,1), (1,3)\}$ and $\{(3,7), (1,8)\}$, are built.
Figure 4.1(c): Intermediate result of Algorithm 4.1

Figure 4.1(d) shows that two larger dead rectangles, \(((4.1), (1.3))\) and \(((4.6), (1.8))\), are constructed.

Figure 4.1(d): Intermediate result of Algorithm 4.1

Figure 4.1(e): The algorithm stops when a dead row is found
As shown in Figure 4.1(e), a single larger dead rectangle, \((5,1), (1,8)\), is formed. The algorithm stops since there is at least a dead row in the dead rectangle, which leads to the conclusion that the fault pattern is catastrophic.

**Example 4.2** Consider the Boolean matrix of a fault pattern given in Figure 4.2(a), whose link redundancy \(G=\{1,8\}\). The number of faults in this fault pattern is 14 which is greater than \(g_k=13\).

\[
\begin{bmatrix}
1 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 1 & 1 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 1 & 0 \\
1 & 0 & 0 & 0 & 0 & 1 & 0 \\
\end{bmatrix}
\]

Figure 4.2(a): Boolean matrix of a fault pattern

Three dead rectangles, \((1,1), (1,1)\), \((1,4), (1,4)\) and \((2,5), (2,5)\), are identified, as shown in Figure 4.2(b).

\[
\begin{bmatrix}
\boxed{1} & 0 & 0 & 0 & \boxed{1} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \boxed{1} & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
\end{bmatrix}
\]

Figure 4.2(b): Intermediate result of Algorithm 4.1
As shown in Figure 4.2(c), two more dead rectangles \([(3.5), (2.6)]\) and \([(3.7), (3.8)]\) are built.

\[
\begin{bmatrix}
1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
\end{bmatrix}
\]

**Figure 4.2(c): Intermediate result of Algorithm 4.1**

Four more dead rectangles, \([(6.2), (5.3)]\), \([(6.6),(6.6)]\), \([(7.1), (6.2)]\) and \([(7.7), (7.7)]\) are formed, as shown in Figure 4.2(d).

\[
\begin{bmatrix}
1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
\end{bmatrix}
\]

**Figure 4.2(d): Intermediate result of Algorithm 4.1**

\[
\begin{bmatrix}
1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
\end{bmatrix}
\]

**Figure 4.2(e): No dead row is found**
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Finally as shown on Figure 4.2(e), all dead geometric objects are: two dead rectangles, \{(1,1), (1,1)\} and \{(7,1), (5,3)\}; and two dead staircases, \{(1,5), (2,6), (3,8), (1,5), (2,5), (4,5)\} and \{(6,6), (7,7), (6,6), (7,7)\}.

Since no dead row is found when all possible dead rectangles and staircases are built, the given fault pattern is not catastrophic. Consequently, there must exist escape path(s) is this fault pattern. The escape path here means a path in the fault pattern from some non-faulty element on the first row to some non-faulty element on the last row, on which every element is non-faulty. An example of such an escape path is \{(1,8), (2,8), (3,1), (3,2), (3,3), (3,4), (4,4), (5,4), (6,4),(7,4)\}.

**Claim 4.2** Algorithm 4.1 requires \(O(n^3)\) time, where \(n\) is the number of faults.

**Proof:** Initially the number of elements of \(F\) is \(n\). Mapping \(F\) to a Boolean matrix needs \(O(n)\). Then the algorithm checks each fault with all other faults to see if a dead rectangle can be formed. This checking needs \(O(n)\). The number of dead rectangles and dead staircases generated from fault elements is at most \(n\). Hence, The number of elements in \(F\) is \(O(n)\). Then the algorithm checks each dead rectangle or dead staircase with all other elements in \(F\). To check if two elements (i.e., dead rectangles or dead staircases) intersect requires \(O(n)\) according to Claim 3.1. To form a new dead staircase from two intersecting dead staircases requires \(O(n)\). Each element of \(F\) (fault, dead rectangle or dead staircase) checks with \(O(n)\) elements. Therefore, the algorithm requires \(O(n^3)\) time. □
4.3 Alternative Approach

An alternative approach derives from considering dead rectangles and staircases as obstacles; the problem of testing for catastrophe becomes the problem of determining the existence of an obstacle-avoiding path. Specifically, we can consider the array as a two dimensional grid with wrap-around links; that is, point \((i, g_k)\) is connected to point \((i+1,1)\). In this grid, movement is unidirectional; that is, from point \((x,y)\), only \((x+1,y)\) and \((x,y+1)\) can be reached if \(y < g_k\), and only \((x+1,y)\) and \((x+1,1)\) can be reached if \(y = g_k\). In this grid, there are \(O(n)\) rectilinear obstacles which are just rectangles, possibly intersecting. Then the problem is: given two points \((a,b)\) and \((c,d)\) in the grid, to determine if there exists an obstacle-avoiding unidirectional path from \((a,b)\) to \((c,d)\).

The problem of finding an obstacle-avoiding path in a two dimensional grid have been dealt with in [3, 4, 5, 6]. Particularly, [3] and [4] deal with the parallel complexity of shortest path computation on "grid" graphs (weighted edges - so it captures the "obstacle" situation of infinite weight, but they do not have any wrap-around edges). In [63], it is shown that preprocessing a planar s-t graph can be done so as to perform path queries (yes/no) very fast. Unfortunately our graph is not planar because of the wrap-around edges. Notice that all of the above approaches do not allow for the wrap-around links.

All these approaches lead to \(O(n\log n)\) bounds in absence of wrap-around links. It might be possible to extend the above approach to solve our problem with the same complexity. However, to be competitive, any such extended techniques must improve upon the \(O(n)\) bound proved in the next chapter.
4.4 Chapter Summary

In this chapter, the problem of determining a fault pattern to be catastrophic for unidirectional linear array with 2-link redundancy has been studied. We study the general case in which the number of faults is arbitrary by establishing a necessary and sufficient condition and deriving a testing algorithm, both of which determine a fault pattern to be catastrophic. An alternative approach is also discussed.
Chapter 5

An Efficient Testing Scheme for Using Segment Objects

5.1 Introduction

In this chapter, fault patterns which are catastrophic for unidirectional linear arrays with arbitrary link redundancy are studied. Following a different approach based on the geometric characterization for fault patterns given in Chapter 3, a necessary and sufficient condition is established for a fault pattern with arbitrary number of faults to be catastrophic for arbitrary link redundancy. Based on the necessary and sufficient condition, an efficient testing algorithm with $O(kn)$ is developed, where $k$ is the number of bypass links and $n$ is the number of faults.

The organization of this chapter is as follows. In Section 5.2 a necessary and sufficient condition for a fault pattern to be catastrophic is presented. The efficient testing algorithm based on this necessary and sufficient condition is given in Section 5.3.
5.2 A Necessary and Sufficient Condition

In the following, we establish a necessary and sufficient condition for a fault pattern, with arbitrary number of faults for an arbitrary link redundancy, to be catastrophic. This condition is based on the geometric characterization given in Chapter 3. Based on this necessary and sufficient condition, an efficient testing scheme will be presented in Section 5.3.

The definitions of a live path and entry points given in Chapter 4 were only for fault patterns with 2-link redundancy. In case of k-link redundancy, we slightly modify the definitions as follows.

**Definition 5.1** A live path is a path on which every element is live. Given live elements x and y, y is reachable from x if there exists a live path from x to y.

**Definition 5.2** The set of entry points of row (i) is:

\[ E_i = \{ \text{live elements in row (i) reachable from some element in } E_{i-1} \} \] if \( i > 1 \), and

\[ E_1 = \{ \text{live elements in row (1)} \} \]

As for the case \( k=2 \) considered in Chapter 4, we claim that for every row the set of entry points coincides with the set of live elements, also for an arbitrary \( k \).

**Claim 5.1** Let \( L_i \) be the set of live elements of row (i), then \( E_i = L_i \).

**Proof:** By induction on \( i \).

By definition of \( E_1 \), the claim trivially holds for \( i=1 \).
Let it hold for $E_i$, $i>1$. Consider row $(i+1)$. By contradiction, define the set of live elements which are not entry points $W_{i+1}=L_{i+1} \cdot E_{i+1} \neq \emptyset$. Let $j$ be the smallest index such that $(i+1,j) \in W_{i+1}$. Depending on whether $j=1$ or $j>1$, we shall consider two cases.

**Case 1** $j=1$: Since $x=(i+1,1) \notin E_{i+1}$, then all $(i,g_k),(i,1-g_2+g_k), \ldots,(i,1)$ are not in $E_i$, (which is $L_i$ by inductive hypothesis). Then, by Definition 3.11-(2), $x=(i+1,j)$ is dead. A clear contradiction.

![Figure 5.1: Claim 5.1 proof, Case 1, $j=1$](image)

**Case 2** $j>1$: Since $x=(i+1,j) \notin E_{i+1}$, then $\exists \ l$ such that all $(i,j-g_k+g_k), (i,j-g_k-1+g_k), \ldots,(i,j-g_l+g_k)$ are not entry points and by inductive hypothesis are dead. Since $x=(i+1,j)$ is live, then $\exists \ d$, $1 \leq d \leq l-1$ such that $y=(i+1,j-g_d) \in L_{i+1}$, otherwise, by Definition 3.11-(2), $x=(i+1,j)$ is dead. Now, $y$ cannot be in $E_{i+1}$ (otherwise, $x \in E_{i+1}$). This contradicts the fact that $j$ is the smallest index for which $(i+1,j) \notin W_{i+1}$.

![Figure 5.2: Claim 5.1 proof, Case 2, $j>1$.](image)

Therefore, the claim holds. □
Based on this claim and the characterization given in Chapter 3, a necessary and sufficient condition, for a fault pattern of arbitrary number of faulty elements to be catastrophic for a k-link unidirectional linear array, will be presented below.

**Theorem 5.1** A fault pattern is catastrophic *if and only if* it has at least one dead segment of $g_k$ elements.

**Proof:**

*(if part)* By contradiction let the fault pattern be catastrophic, and $\forall i \in L_i \neq \emptyset$. Consider the element sequence $l_1, l_2, \ldots, l_{Last}, l_i \in L_i$, $l_i=(x_i, y_i)$, where $l_{Last}$ is an arbitrary element in $L_{Last} \neq \emptyset$; and $l_i, i<Last$, is recursively constructed from $l_{i+1}$ as follows: $L_{i+1}$ (which by Claim 5.1 is $E_{i+1}$) is the set of live elements in row$(i+1)$ reachable from some live element in row$i$;

Thus for every $a \in L_{i+1}$, there exists at least an element $b \in L_i$ such that $a$ is reachable from $b$. Choose $l_i$ be the element in $L_i$ from which $l_{i+1}$ is reachable. Therefore, the sequence of $l_1, l_2, \ldots, l_{Last}$ defines a path of live elements, $l_{Last}$ is reachable from $l_1$; thus contradicts the fact that the fault pattern is catastrophic.

*(only if part)* By contradiction, let $L_j=\emptyset$ and the fault pattern be not catastrophic. Since the fault pattern is not catastrophic, then $\exists l_1, l_2, \ldots, l_{Last}$ such that $l_i \in L_i$ and $l_i \in \text{row}(i)$. Contradicting $L_j=\emptyset$. $\square$
5.3 A Testing Algorithm

According to Theorem 5.1, whether a faulty pattern is catastrophic depends only on the maximum number of elements in the dead segments. Thus, a testing algorithm can just construct the dead segments; the pattern is catastrophic if and only if a dead segment of $g_k$ elements is detected. The testing can be done while constructing the set of dead segments; the construction will stop when either a dead segment of size $g_k$ is found or all dead segments have been constructed and checked.

5.3.1 Gaps and Shadows

It is possible for the Boolean matrix to have several contiguous rows (called gap) which do not contain any faulty elements. Should this be the case, the following theorem shows that the given fault pattern can be partitioned into smaller fault patterns such that,

1. the Boolean matrix of each of these fault patterns does not have any gap;
2. the original fault pattern is catastrophic if and only if at least one of these smaller fault patterns is catastrophic.

**Theorem 5.2** Given the Boolean matrix representation of a fault pattern $F=\{(x_1, y_1), (x_2, y_2), \ldots, (x_n, y_n)\}$, \(\exists i\) such that \(x_{i+1}-x_i>2\), let \(F_1=\{(x_1, y_1), (x_2, y_2), \ldots, (x_i, y_i)\}\) and \(F_2=\{(x_{i+1}, y_{i+1}), (x_{i+2}, y_{i+2}), \ldots, (x_n, y_n)\}\); then $F$ is catastrophic if and only if $F_1$ or $F_2$ is catastrophic.

**Proof:**

(if part) If $F_1$ or $F_2$ is catastrophic, then obviously $F$ is catastrophic.
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(Only if part) By contradiction, let F1 and F2 be not catastrophic. Then there exists a live path L_1 in F_1 from row(1) to row(x_i), and a live path L_2 in F_2 from row(x_i+1) to the last row of F. Since row(x_i+1) does not have any faulty element, then (by Definitions 3.10 and 3.11), the only possible dead segment in this row has the form ((x_i+1,1),..., (x_i+1,j)) where j≥1, (see Figures 5.3 and 5.4), and the rest of the row elements are live. Thus, there is no dead segment in row (x_i+2). Therefore L_2 can always be connected with L_1. In other words, there exists a live path from the first row of F to the last row of F, contradicting the assumption that F is catastrophic. □

\[
\begin{bmatrix}
0 & 0 & 0 & 0 & \cdots & 0 & 0 \\
0 & 0 & 0 & 0 & \cdots & 0 & 0 \\
0 & 0 & 0 & 0 & \cdots & 0 & 0 \\
\end{bmatrix}
\]

**Figure 5.3: Theorem 5.2**

\[
\begin{bmatrix}
\vdots \\
\vdots \\
\vdots \\
\end{bmatrix}
\]

**Figure 5.4: Theorem 5.2 proof**
Example 5.1 The following is an example illustrating Theorem 5.2. In the fault pattern shown in Figure 5.5 where $G = \{1,3,7\}$, $F = \{(1,1), (1,4), (1,7), (2,1), (2,5), (2,6), (2,7), (5,1), (5,2), (5,3), (5,4), (5,5), (5,6), (5,7)\}$. In this fault pattern, $5-2 \geq 2$. Thus, let $F_1 = \{(1,1), (1,4), (1,7), (2,1), (2,5), (2,6), (2,7)\}$ and $F_2 = \{(5,1), (5,2), (5,3), (5,4), (5,5), (5,6), (5,7)\}$. Obviously $F_2$ is a catastrophic fault pattern. Therefore $F$ is catastrophic.

$$
\begin{bmatrix}
1 & 0 & 0 & 1 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 1 & 1 & 1 & 1 & 1
\end{bmatrix}
$$

Figure 5.5: An example of Theorem 5.2.

Definition 5.3 Let $S$ be a segment, $S'$ be a segment at distance $d$ from $S$ if

1) $|S| = |S'|$; and
2) $\forall (x,y) \in S$ either $(x,y-d) \in S'$ or $(x-1,y-d+g_k) \in S'$.

$S$ is called the shadow of $S'$ at distance $d$.

Given a segment $S$, let $x(S)$ be the $x$ coordinate of the first element of $S$, $y_F(S)$ be the $y$ coordinate of the first element of $S$, $y_L(S)$ be the $y$ coordinate of the last element of $S$.

Definition 5.4 Let $\Omega_i$, $\Omega_j$ be two segments, $\Omega_i \preceq \Omega_j$

if $y_L(\Omega_i) < y_F(\Omega_j)$ and $x(\Omega_i) = x(\Omega_j)$, or $x(\Omega_i) < x(\Omega_j)$.

Lemma 5.1 Let $S$ be a segment and $S_{g_i}$ be the segment at distance $g_i$ from $S$, ($1 \leq i \leq k$). The dead segments in $S$ are those in the set

$$\{\text{faulty elements in } S\} \cup \left\{ \bigcap_{i=1}^{k} \text{shadows of dead segments of } S_{g_i} \text{ at distance } g_i \right\}$$
Proof: According to the definition of dead element, the lemma trivially holds.

**Definition 5.5** Let DS[i] be the set of the dead segments of row(i), DS[j] be the set of the dead segments of row(j), the *concatenation* of DS[i] and DS[j], denoted as DS[i] • DS[j], is the union of DS[i] and DS[j].

### 5.3.2 The Algorithm

The following is a complete testing algorithm which determines if an arbitrary fault pattern is catastrophic for unidirectional linear arrays with arbitrary k-link redundancy.

Informally, the algorithm proceeds as follows. The given fault pattern F is decomposed into patterns which do not contain any gap. By Theorem 5.2, F is catastrophic if and only if at least one of the pattern is catastrophic. By Theorem 5.1, any such pattern F' is catastrophic if and only if there exists a dead segment of size g_k. Thus, the algorithm constructs all the dead segments; in particular, it constructs DS[i] (the set of dead segments of row(i)), given DS[i-1] (the set of dead segments of row(i-1)). By Definition 3.11, a segment S is dead if all k segments at distance g_1, g_2, ..., g_k from S are dead. The algorithm will consider only those segments which are shadows at distance g_k from the segments in DS[i-1]. In fact, any element of row(i), which is the shadow at distance g_k of a live element, is live; in other words, the only possible candidates for dead segments are the ones considered. Let S be a shadow at distance g_k from some segment in DS[i-1]. The algorithm determines which parts of the segments in DS[i-1] • DS[i] are at distance g_1, g_2, ..., g_{k-1} from S and compute the intersection of all these parts. Any element in S is dead if and only if it belongs to this intersection. If, at any time, a dead
segment of size $g_k$ is encountered, the fault pattern is catastrophic. If all dead segments have been constructed and no dead segment of size $g_k$ has been found, the pattern is not catastrophic.

**Algorithm 5.1**

**Input:** A Boolean matrix representation of a fault pattern $F$.

**Output:** Report whether or not $F$ is catastrophic.

The algorithm first checks if $F$ is empty. If it is empty, the algorithm stops and reports that the fault pattern is not catastrophic; otherwise the algorithm scans linearly the fault pattern to detect the existence of gaps (i.e., if $x_{i+1} - x_i > 2$). When the first gap is found, it decomposes $F$ into two fault patterns $F_1$ and $F_2$ such that $F_1$ does not contain any gap. Then the algorithm calls a procedure (DeadSegment) to check if $F_1$ is catastrophic. If $F_1$ is catastrophic, the algorithm stops; otherwise, it recursively calls itself with $F_2$ as its input. Note that if $F$ does not contain any gap, then $F_1 = F$ and $F_2 = \emptyset$. The flow chart of the algorithm is shown in Figure 5.6.
Figure 5.6: The flow chart of Algorithm 5.1
DeadSegment(F)

Input: A Boolean representation of F which does not contain any gaps.

Output: TRUE if F is catastrophic; FALSE if F is not catastrophic.

Structure Used:

\( DS[i] \) is an ordered (by the \((x,y)\) coordinates of the starting element) set of dead segments of row(i), and it is implemented as a linked list. For simplicity, let \( DS[i](k) \) denote the \( k \)th dead segment in \( DS[i] \).

\( DS[i] \bullet DS[j] \) is the concatenation of \( DS[i] \) and \( DS[j] \), and it is also implemented as a linked list. For simplicity, let \(( DS[i] \bullet DS[j] ) (k) \) denote the \( k \)th dead segment in the concatenation of \( DS[i] \) and \( DS[j] \).

Step 1 Initially, DeadSegment() checks if \(|F| \geq g_k\). If so, it continues; otherwise, it returns FALSE (by the characterization of catastrophic fault patterns given in Chapter 2 [30], the pattern is not catastrophic).

Step 2 Then DeadSegment() scans F to form, for each row, the set of dead segments lying on that row. If, at any time, DeadSegment() encounters a dead segment encompassing the entire row, it returns TRUE. (By Theorem 5.1, the pattern is catastrophic). If all dead segments in F have been built and no dead segment of size \( g_k \) is found, DeadSegment() returns FALSE (By Theorem 5.1, the pattern is not catastrophic).

Step 3 The set of dead segments for row(1), \( DS[1] \), is composed of the segments formed by the faulty elements in row(1). Given the set \( DS[i-1] \) of dead segments for row(i-1), the set \( DS[i] \) of dead segments for row(i) is constructed as follows:
L0: form an initial set DS[i] by merging faulty elements in row(i);
    p=1;
L1: if DS[i-1]=∅ then DS[i] is done;
    α=∥DS[i-1]∥;
    for (1≤d≤k-1) l_d=2;
    for (1≤t≤α) {
        S_k ← DS[i-1](t);
        Ω ← shadow of S_k at distance g_k;
        for (k-1≥j≥1) {
            l_j=max{l_j,l_{j+1}};
        }
    }
L2: S_j ← (DS[i-1] • DS[i])(l_j);
    Ω_j ← shadow of S_j at distance g_j;
    if Ω_j ≺ Ω then
        if l_j=∥DS[i-1] • DS[i]∥ then goto L3;
        else (l_j=l_j+1; goto L2;)
    if Ω ≺ Ω_j then goto L3;
    Ω ← Ω ∩ Ω_j;
}
MergeSegment(Ω, DS[i], p);
L3: continue;
}

and where the MergeSegment() is as follows:
MergeSegment(Ω, DS[i], p)

**Input:** Ω, DS[i], p;

**Output:** DS[i], p;

**Outline:** this procedure first scans DS[i] starting from p to find the location for Ω; then inserts Ω into DS[i]. The procedure then returns the modified DS[i] and the location of the next segment p.

\[
\text{while } (y_F(Ω) > y_L(\text{DS}[i](p))) \text{ p=p+1;}
\]
\[
y'_F = \min(y_F(Ω), y_F(\text{DS}[i](p)));
\]
\[
q=p;
\]
\[
\text{while } (y_L(Ω) > y_F(\text{DS}[i](q))) \text{ q=q+1;}
\]
\[
y'_L = \max(y_L(Ω), y_L(\text{DS}[i](q-1)));
\]
replace all segments from p to q-1 with the new segment \{(i,y'_F),(i,y'_L)\} in DS[i];

p=pointer to this new segment;
return DS[i] and p.

Note that p+1 is the operation of next(p), and p-1 is the operation of previous(p).

**Example 5.2** The following is an example of Algorithm 5.1. The link redundancy is G={1,5,10}. The Boolean matrix of the fault pattern F is shown in Figure 5.7(a).
As shown in Figure 5.7(b), F is decomposed to $F_1$ and $F_2$ since row(3) and row(4) do not have any faulty element.

For $F_1$, the algorithm DeadSegment($F_1$) first forms, for row(1), a set of dead segments lying on that row by merging continuous faults, as shown in Figure 5.7(c). Since no dead segment is encountered, the algorithm proceeds.
Then the procedure DeadSegment($F_1$) form DS[2] by merging continuous faults in row(2), as shown in Figure 5.7(c). Then it checks each segment of elements directly below each dead segment in row(1) by checking if the previous 2 segments at distance 1, 5 are dead. In this case, segment {(2,3)} will be checked by checking if segments {(2,2)} and {(1,8)} are all dead. Segment {(2,3)} is not dead since segment {(2,2)} is not dead. Segment {(2,6),(2,7)} will be checked by checking if segments {(2,4),(2,5)} and {(2,1),(2,2)} are all dead. In this case, the intersection is computed and the result is the first element of segment {(2,6),(2,7)}. Therefore, there is a new dead segment {(2,6)}. The original dead segments and the new ones will be merged to enlarge the dead segments, as shown in Figure 5.7(d). Since the end of $F_1$ is reached and no dead segment of $g_k$ elements is encountered, $F_1$ is not catastrophic.

\[
\begin{bmatrix}
  0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

Figure 5.7(d): $F_1$ is not catastrophic

For $F_2$, similarly, the procedure DeadSegment($F_2$) constructs all the dead segments in $F_2$ and there exists a dead segment of size $g_k$, as shown in Figure 5.7(e). Thus, $F_2$ is catastrophic. As a result, $F$ is catastrophic.

\[
\begin{bmatrix}
  1 & 1 & 0 & 0 & 1 & 1 & 0 & 1 \\
  0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 1 & 1 & 0 & 0 & 0 & 1 \\
  0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 \\
  0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

Figure 5.7(e): A dead segment of $g_k$ elements is encountered
Claim 5.2 Algorithm 5.1 correctly determines whether or not a fault pattern $F$ is catastrophic.

Proof:

$F$ is decomposed into patterns which do not contain any gap. By Theorem 5.2, $F$ is catastrophic if and only if at least one of these patterns is catastrophic. Thus, to prove the correctness, it suffices to prove that the algorithm correctly determines whether any such pattern $F'$ is catastrophic. By Theorem 5.1, $F'$ is catastrophic if and only if there exists a dead segment of size $g_k$. Thus, it suffices to show that the algorithm correctly constructs all the dead segments; in particular, it suffices to show that $DS[i]$ will be constructed correctly given $DS[i-1]$.

By Definition 3.11, a segment $S$ is dead if all $k$ segments at distance $g_1, g_2, \ldots, g_k$ from $S$ are dead. First of all, observe that it suffices to verify the above condition only for the segments which are shadows at distance $g_k$ from the segments in $DS[i-1]$. In fact, any element of row$(i)$, which is a shadow at distance $g_k$ of a live element, is live; in other words, the only possible candidates for dead elements (and, thus, dead segments) are those which are the shadow at distance $g_k$ of a dead segment in $DS[i-1]$.

Let $S$ be a shadow at distance $g_k$ from some segment in $DS[i-1]$. To determine whether an element of $S$ is dead, we must determine whether its shadows at distance $g_1, g_2, \ldots, g_{k-1}$ are dead; that is, we must determine whether its shadows at distance $g_1, g_2, \ldots, g_{k-1}$ are in $DS[i-1] \cdot DS[i]$. The algorithm first determines which parts of the segments in $DS[i-1] \cdot DS[i]$ are at distance $g_1, g_2, \ldots, g_{k-1}$ from $S$ and compute the intersection of all these parts. Any element in $S$ is dead if and only if it belongs to this intersection.
Since this is done for every row, the claim follows. □

Claim 5.3 For any row(i) in the Boolean representation of a fault pattern, let \( n_i \) be the number of faults in that row, and \( |DS(i)| \) be the number of dead segments in that row, then
\[ |DS(i)| \leq n_i + 1. \]

**Proof:** By contradiction, let \( |DS(i)| > n_i + 1 \). Then there are at least two dead segments, \( S_1 \) and \( S_2 \) which do not contain any faults. Without loss of generality, let \( S_1 < S_2 \); thus \( y_F(S_2) > 1 \). In other words, \( w = (i, y_F(S_2) - 1) \) exists and is live. Since \( S_2 \) does not contain any faulty element, all elements in \( S_2 \) are reachable by \( p \). This contradicts the fact that \( S_2 \) is a dead segment. Thus, the statement holds. □

Claim 5.4 Algorithm 5.1 requires \( O(kn) \) time, where \( k \) is the number of bypass links, and \( n \) is the number of faults.

**Proof:**

The given fault pattern \( F \) is decomposed into patterns which do not contain any gap. This is done in time \( O(n) \). In the worst case, the procedure **DeadSegment** will be applied to each such pattern.

For any input \( F' \) of **DeadSegment**:

1) the number of rows in \( F' \) is at most \( 2n' \) where \( n' \) is the number of faults in \( F' \). This is because \( F' \) does not contain any gap. By Claim 5.3, \( |DS(F')| \), the number of dead segments in \( F' \) is at most \( \sum i\ (n_i + 1) = n' + 2n' = 3n' \). Thus, \( |DS(F')| \) is \( O(n') \).

2) **DeadSegment** construct the overall set \( DS \) row by row. It uses \( k-1 \) pointers (the \( l_i \)'s).

At each step of the execution, each pointer can move forwards ("advance") or not ("stay"); it cannot ever move backwards. The number of "advances" for each pointer is
at most $|DS(F')|$, so is the number of "stays". Thus, each pointer requires at most 2$|DS(F')|$ = $O(n)$ operations, for a total of $O(kn)$ time for $k-1$ pointers.

3) As for the cost of the merging operation, the initial merge (executed in step L0 of the algorithm) requires $O(n_1')$ operations. The total cost of merging new dead segments with $DS[i]$ by calling $MergeSegment$ is $O(n_1')$ since the entire $DS[i]$ is only scanned once. The total cost for $F'$ is $O(n')$.

Therefore, the total cost for $F'$ is $O(kn')$.

Thus, the total cost for each pattern into which $F$ has been decomposed is $O(kn')$. Since these patterns are disjoint, the total cost of Algorithm 5.1 is $O(kn)$, where $k$ is the number of bypass links and $n$ is the number of faults. □

**Theorem 5.3** Algorithm 5.1 correctly determines whether or not a fault pattern is catastrophic in $O(kn)$ time, where $k$ is the number of bypass links, $n$ is the number of faults.

**Proof:** The theorem follows Claims 5.2 and 5.4. □
5.4 Chapter Summary

In this chapter, the problem of determining a fault pattern to be catastrophic for unidirectional linear array with k-link redundancy has been studied. First we establish a necessary and sufficient condition for a fault pattern to be catastrophic. Based on this necessary and sufficient condition, we derive an efficient testing algorithm whose complexity is $O(kn)$, where $k$ is the number of bypass links, and $n$ is the number of faults.
Chapter 6

Summary and Conclusions

6.1 Summary of Main Contributions

The results of this thesis improve the understanding of fault tolerance and fault intolerance in redundancy-based systolic arrays. A different approach (i.e., geometric approach) from the ones adopted in previous work is used in this thesis to characterize and test fault patterns in linear arrays with redundant unidirectional links.

The main contributions of this thesis are:

(1) a geometric characterization of fault patterns and,

(2) two testing schemes of fault patterns in linear unidirectional arrays.

Fault patterns are geometrically characterized by means of geometric objects: such as rectangles, staircases and segments are introduced to represent dead objects consisting of either faulty PE(s) or non-faulty PE(s) which are unusable in any computation. The geometric characterization reveals several important properties with respect to these geometric dead objects. One of the important properties emphasizes the point that the dead objects actually block all data flows across the dead objects. Algorithms are provided to identify all geometric dead objects so that any future reconfiguration scheme can make use of this valuable knowledge.
The difference between this characterization and the existing characterizations is that this characterization deals with more general case where the number of faults is arbitrary, using a completely different approach.

Given a fault pattern, it is crucial for any reconfiguration scheme to know whether a fault pattern is catastrophic. If the fault pattern is catastrophic, there is no sense for the reconfiguration scheme to proceed. Therefore, the testing of catastrophe of a fault pattern is a very useful thing for any reconfiguration scheme. Based on the geometric characterization of fault patterns, two testing schemes are developed to test whether a given fault pattern is catastrophic for a given link redundancy.

The first testing algorithm, given in Chapter 4, deals with fault patterns in unidirectional linear arrays with 2-link redundancy. The time complexity of the algorithm is \(O(n^3)\) where \(n\) is the number of faults.

The second testing algorithm, presented in Chapter 6, copes with fault patterns in unidirectional linear arrays with arbitrary \(k\)-link redundancy. This is an efficient testing algorithm since its complexity is \(O(kn)\), where \(k\) is the number of redundant links and \(n\) is the number of faults. In case of 2-link redundancy where \(k=2\), the complexity is only \(O(n)\) which is a significant improvement of \(O(n^3)\), the complexity of the first testing algorithm. Furthermore, the complexity of the second algorithm, \(O(kn)\), improves \(O(kn \log k)\), the complexity of the testing scheme by [97].
6.2 Applications

The contribution of the thesis can be judged from its theoretical importance, practical relevance, and its applicability to the existing architectures.

From a theoretical viewpoint, the problem of deciding whether if a fault pattern is catastrophic for a given link redundancy is equivalent to the problem of deciding whether a set of nodes is cut set for a certain type of connected graph. The testing schemes developed in this thesis can be directly applied to the equivalent problem in graph theory.

From a practical viewpoint, the results can answer questions about fault tolerance of a design, such as i) will the system withstand a distribution of faults? ii) if the system is able to withstand the distribution of faults, what elements can be employed for the future reconfiguration, and what elements cannot?

The results presented in this thesis apply to a large variety of commercially available array processors such as Geometric Arithmetic Parallel Processor (GAPP) [20] of NCR, Distributed Array Processor (DAP) of ICL, England, NASA's Massively Parallel Processor (MPP) [15], and Connection Machine of Thinking Machines Corporation in identifying the answers to questions regarding fault intolerance. The results also apply to a large number of WSI-based and VLSI-based processor arrays which include the Systolic Arrays [66], Reconfigurable Array of Processors ELSA (European large SIMD array), and a variety of special-purpose VLSI and experimental WSI devices for applications such as signal processing, and numerical computations. Furthermore, the results are equally applicable to the design of fault-tolerant memory chips[36].
6.3 Areas of Future Work

This thesis only deals with fault patterns in linear unidirectional systolic arrays. Therefore, the problem of using similar geometric characterization to study fault patterns in linear bidirectional systolic arrays is left open. Furthermore, geometric approach can also be applied to fault patterns in two dimensional systolic arrays and chordal rings[4].

Only the PE failures are considered in this thesis. The results can still be directly applied in the presence of link failures (e.g., by inscribing the failure of a link to one of its incident PEs, by considering the dual graph of the network topology, etc.). A future direction for research is to extend and generalize the model so that link failures can be included explicitly.

The work in this thesis can be easily extended to study fault patterns in bidirectional linear arrays with redundant links and develop some testing algorithm.

This thesis only solved the problem of recognizing catastrophic fault patterns. The problem of counting the number of catastrophic fault patterns given the number of faults and the link configuration is still open.
Reference


