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ABSTRACT

Electromagnetic metasurfaces (MSs) present a challenge for modelling and numerical simulations, as they are inherently “multi-scale”. Thus, equivalent models—namely zero-thickness sheets described by surface susceptibilities—are usually employed for numerical simulations. At the same time, space-time varying media have received interest in the past years due to the exciting phenomena they facilitate (e.g. non-reciprocity). This thesis primarily considers the intersection of these two research directions: the modelling of MSs with periodic variation in space and/or time, allowing a Floquet expansion to be used to calculate scattered fields in an efficient way. This thesis also presents susceptibility extractions for some canonical structures, including a ground plane with a dielectric cover layer. Finally, experimental results are shown for MSs which were fabricated, operating in the Ka-band, as a demonstration of the developed Floquet method. These were measured using a near-field (NF) system developed at Carleton University, as a contribution of this thesis.
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Chapter 1

THESIS MOTIVATION, OBJECTIVES & CONTRIBUTIONS

The emergence of metasurfaces (MSs) over the past two decades has spawned numerous papers devoted to theoretical developments, experimental demonstrations, and enterprising visions in ways that they could be applied in practical ways. The possibility of using metasurfaces to provide field transformations has been extensively studied. For example, a metasurface can be designed to provide arbitrary control over amplitude, phase, and polarization of the scattered fields [1]—and even for multiple channels, i.e. different incident fields [2]. Static MSs have been applied to different regimes of the electromagnetic spectrum: from flat lenses for optics [3], to the gain-improvement of microwave antennas [4]. Static metasurfaces can also implement electrical tunability, which may play a role in controlling the propagation environment in future wireless communications [5].

While static metasurfaces have afforded this useful ability to manipulate the scattered fields, new research directions continue to provide rich new physical effects. One recent research direction involves introducing time variation to the MS, which breaks the limit of reciprocity without the need for bulky magnetic materials. For example, the MS properties might be manipulated using active components such as PIN diodes or varactors, which are controlled by external circuitry [6]. This enables applications including isolators, circulators, and frequency mixers, and opens up possibilities like using space-time diffraction patterns as channels for wireless communications [7] and non-reciprocal beam steering for full-duplex communications [8]. A MS which has both spatial and temporal variation can be called a space-time modulated MS.

The primary focus of this thesis is the development of an efficient numerical method for analyzing periodic space-time modulated MSs, using a zero-thickness surface susceptibility model and the generalized sheet transition conditions (GSTCs). The GSTCs model a MS as a sheet of electric and magnetic polarization densities, and provide a much faster iterative design flow compared
to full-wave simulations of the MS at a microscopic level.\footnote{The meaning of \textit{microscopic} is clarified in Chapter 2.} The GSTCs have been implemented in a number of numerical methods (e.g. finite-difference time-domain, the finite element method, and integral equation methods), but the consideration of a MS which is periodic in both space and time allows for a semi-analytical method based on a Floquet expansion, which is developed and verified in this thesis.

At the same time, there has historically been some confusion regarding the application and validity of surface susceptibilities. For example, some authors have opted to treat metasurfaces as thin volumetric slabs having some equivalent electrical properties. This is in fact not physically appropriate, which has been discussed in foundational papers like [9, 10], which promote zero-thickness surface susceptibilities as a more appropriate and rigorous approach. What has not been sufficiently addressed is whether susceptibilities can be used to model fully-reflective MSs. A simple example is a ground plane with a dielectric coating. Is it possible to model the behaviour of both electrically-isolated sides of this structure using a single set of susceptibilities? This question is fundamentally important.

Finally, no metasurface design is complete without experimental verification. In particular, the near-fields (NF) of a MS can provide great insight into the functionality of a metasurface. For example, the functionality of a MS lens can be verified by measuring the NF phase profile. NF measurements are typically performed with custom automated systems—such a system was needed for the Metamaterials and Antennas Research Group (MARS) in Carleton University and was developed as a part of this thesis.

\section*{1.1 Thesis Objectives}

This thesis has three main objectives:

1. Develop \textbf{surface susceptibility models for fully-reflective MSs}, which are true constitutive parameters independent of the incident field. This requires consideration of the full tensorial surface susceptibilities, including bi-anisotropy. Building up to a MS consisting of an array of electric dipoles on top of a ground-plane with a dielectric cover layer, the use of susceptibilities as compact models for full-wave simulations is also clarified.

2. Develop a \textbf{fast and semi-analytical method for calculating the scattered field from a space-time modulated MS}, described by periodic surface susceptibilities. For rigor, the frequency dispersion of the MS is modelled using susceptibilities having Lorentzian frequency profiles. The method is verified with comparison to alternative simulations. Furthermore, the method is extended to allow for non-periodic incident fields.

3. Develop a \textbf{Ka-band NF measurement system}, for the characterization of transmissive MSs. This includes writing Python code which automates the movement of a probe antenna, and
captures S-parameters from a vector network analyzer (VNA). It has an easy-to-use graphical user interface (GUI) to make it accessible to other users.

1.2 Thesis Contributions

This thesis has consequently led to the following contributions and publications:

1. Examination of surface susceptibilities as compact models for fully reflective and curvilinear surfaces.

2. Development of a scattered field calculation method based on Floquet harmonic expansion for space-time modulated MSs.

3. Development of a boundary element method (BEM) simulator incorporating complete tensorial dipolar surface susceptibilities.

4. Experimental near-field measurement techniques for MSs.

In addition to these contributions with regards to the outlined objectives, during the thesis research I also contributed to the following publications, which consider the mapping between eigenmode and driven simulations:

Chapter 2

SURFACE SUSCEPTIBILITY MODELLING OF METASURFACES

2.1 Introduction

MSs are generally constructed from arrays of sub-wavelength scattering particles forming a sheet having finite thickness, akin to periodic arrays of atoms forming crystals in solid state physics [11]. In this work, I consider MSs where the particles (i.e. unit cells) are on a rectangular lattice. Figure 2.1 shows an example of a Ka-band MS composed of cells with two copper electric dipoles on either side of a substrate.¹ The MS can be non-uniform; the example shows a periodic modulation where the dipole length \( l \) is varied in the \( x \)-direction, with a profile \( l(x) \).

Upon interacting with an incident electromagnetic field, electric (and magnetic) polarizations are induced in the array; these have rapid variations on the scale of the unit cell, with corresponding electromagnetic near-fields. These are the microscopic fields. To be clear, these microscopic fields are what are observed in and around each of the dielectric or metallic particles within each unit cell. It is convenient to use alternative homogenized models for MSs, which involve an averaging of the polarization densities over the area of a unit cell [9, 10]. This homogenization “smoothes out” any variations smaller than a unit cell, and produces macroscopic fields. The macroscopic fields can be used to produce boundary conditions—such as the GSTCs—which predict the macroscopic reflected and transmitted fields. As an analogy, this homogenization is akin to the use of relative permittivities to describe dielectric materials, where in reality polarized dielectrics have strong microscopic electric field variations on the scale of the constitutive molecules or atoms. The primary difference is the scale of averaging.

To this end, there are a few main approaches that have been used as boundary conditions for metasurfaces [12]:

¹The analysis and measurement of this MS is in Chapter 5.
2.2. Zero-Thickness MS Models

2.2.1 Impedance Boundary Conditions (IBCs)

The IBCs follow from the conventional boundary conditions, whereby the discontinuity of the tangential fields is related to surface currents [12]:

\[ \hat{n} \times \Delta H = J_s \quad (2.1a) \]
\[ \Delta E \times \hat{n} = K_s \quad (2.1b) \]

Figure 2.1 Example of a space-modulated Ka-band MS. (a) Depiction of incident, reflected, and transmitted fields from MS with 1-D modulation in \( x \)-direction, \( l(x) \). (b) Expanded view of fabricated MS, showing the top layer with a non-uniform array of dipoles. (c) Schematic view of a single deeply-sub-wavelength unit cell, indicating the parameter \( l \) which is modulated.

1. Impedance Boundary Conditions (IBCs)

2. Generalized Sheet Transition Conditions (GSTCs) with surface susceptibilities

These are well known, and each has advantages and disadvantages. In the next section, I briefly outline these approaches, while the remainder of this thesis considers the GSTCs.

2.2 Zero-Thickness MS Models

2.2.1 Impedance Boundary Conditions (IBCs)

The IBCs follow from the conventional boundary conditions, whereby the discontinuity of the tangential fields is related to surface currents [12]:

\[ \hat{n} \times \Delta H = J_s \quad (2.1a) \]
\[ \Delta E \times \hat{n} = K_s \quad (2.1b) \]
where \( \mathbf{E} \) and \( \mathbf{H} \) are the macroscopic fields while \( \mathbf{J}_s \) and \( \mathbf{K}_s \) are electric and magnetic surface currents, respectively, and \( \Delta \phi = \phi_t - (\phi_i + \phi_r) \) (\( \phi \in \{ \mathbf{E}, \mathbf{H} \} \)) are the difference in fields across the boundary.\(^2\) I define \( \hat{n} = \pm \hat{z} \) as being the surface normal in the direction of incidence, directed from the side on which the incident field is present to the transmission side as in Figure 2.2 (to be elucidated shortly). Meanwhile, the currents are induced by the tangential components of fields averaged across the surface [12]:

\[
\begin{align*}
\mathbf{J}_s &= \bar{Z}_e^{-1} \cdot \mathbf{E}_{av}^\parallel \\
\mathbf{K}_s &= \bar{Z}_m \cdot \mathbf{H}_{av}^\parallel 
\end{align*}
\] (2.2a)

with \( \phi_{av} = \frac{1}{2} (\phi_t + \phi_i + \phi_r) \), \( \bar{Z}_e \) (\( \bar{Z}_m \)) being an electric (magnetic) sheet impedance, and where \( \parallel \) denotes the projection to the surface (\( x - y \) plane).

The IBCs have a distinct advantage in that impedances can be simply cascaded to model multilayered metasurfaces, akin to series and shunt elements on a transmission line [2]. However, a major drawback is that these impedances are not true constitutive parameters, since they are in general dependent on the incident field. For example, if a MS is illuminated with an incident plane wave, the impedances will in general depend on the angle of incidence.

### 2.2.2 Generalized Sheet Transition Conditions (GSTCs)

On the other hand, surface susceptibilities are true constitutive parameters. I will use the formulation presented in [13]. The boundary conditions for the components of the fields tangential to the metasurface—the GSTCs—are

\[
\begin{align*}
\hat{n} \times \Delta \mathbf{H} &= j \omega \mathbf{P}^\parallel - \hat{n} \times \nabla \mathbf{M}_z \\
\Delta \mathbf{E} \times \hat{n} &= j \omega \mu_0 \mathbf{M}^\parallel + \epsilon_0^{-1} \hat{n} \times \nabla \mathbf{P}_z 
\end{align*}
\] (2.3a)

where \( \mathbf{P} = \mathbf{P}^\parallel + \hat{z} \mathbf{P}_z \) and \( \mathbf{M} = \mathbf{M}^\parallel + \hat{z} \mathbf{M}_z \) are the electric and magnetic surface polarization densities, respectively. The MS is assumed to be surrounded by free space (permittivity \( \epsilon_0 \), permeability \( \mu_0 \), impedance \( \eta_0 \), and wavenumber \( k_0 \)).

Meanwhile, the polarization densities are related to the averaged electric fields by the constitutive relations (HK model)

\[
\begin{align*}
\mathbf{P} &= \epsilon_0 \chi_{ee} \cdot \mathbf{E}_{av} + \epsilon_0 \eta_0 \chi_{em} \cdot \mathbf{H}_{av} \\
\mathbf{M} &= \chi_{mm} \cdot \mathbf{H}_{av} + \eta_0^{-1} \chi_{me} \cdot \mathbf{E}_{av} 
\end{align*}
\] (2.4a)

There are four sets of tensors, \( \chi \), for a total of 36 constitutive parameters. These can model the normal part of the polarization densities, along with bianisotropy (the em/me tensors).

\(^2\)In keeping with other literature in the context of MSs, the total field on the transmission side is just \( \mathbf{E}_t \). For example, in the absence of a MS, \( \mathbf{E}_t \) is the incident field on the transmission side.
2.3 Plane Wave Illumination for a Uniform MS

Many of the tensor components in (2.4) can be eliminated or simplified due to reciprocity, symmetry, or energy conservation, depending on the particular surface. This work will consider surfaces which involve no polarization conversion, and which are reciprocal. This simplifies the tensors to [14, 15]

\[
\begin{align*}
\chi_{ee} &= \begin{pmatrix}
\chi_{xx}^{ee} & 0 & 0 \\
0 & \chi_{yy}^{ee} & 0 \\
0 & 0 & \chi_{zz}^{ee}
\end{pmatrix} \\
\chi_{mm} &= \begin{pmatrix}
\chi_{xx}^{mm} & 0 & 0 \\
0 & \chi_{yy}^{mm} & 0 \\
0 & 0 & \chi_{zz}^{mm}
\end{pmatrix} \\
\chi_{em} &= \begin{pmatrix}
0 & \chi_{xy}^{em} & 0 \\
\chi_{yx}^{em} & 0 & 0 \\
0 & 0 & 0
\end{pmatrix} \\
\chi_{me} &= -\chi_{em}^{T}
\end{align*}
\] (2.5a)

With the 8 unique terms retained in these selected tensors, no assumptions have been made regarding energy conservation, and there is a possibility for omega-type bianisotropy [16].

Since the susceptibilities in (2.5) do not convert polarization, TE and TM illuminations can be considered separately, as depicted in Figure 2.2. With the periodicity of the surface being subwavelength, no higher-order diffraction orders are generated [17] and under oblique plane wave illumination at \(\theta\), there will be reflected and transmitted plane waves at the same angle, following standard Snell’s laws and depicted in Figure 2.2. Henceforth, the analysis is restricted to plane waves propagating in the \(x - z\) plane for simplicity, unless otherwise noted.

The left and right sides of the (infinite) surface can be denoted as “ports”, labelled 1 and 2, respectively, such that e.g. \(S_{21}^{\text{TE,TM}}\) denotes transmission in the forwards direction and \(S_{12}^{\text{TE,TM}}\) in the backwards direction. With this convention, the forms of the fields for an excitation of port 1 (i.e. 

(a) Forwards illumination (+z)  (a) Backwards illumination (−z)

Figure 2.2 A depiction of the electric field orientations for TE and TM fields, with forwards and backwards plane wave illumination of a planar structure (e.g. a metasurface). Propagation is in the \(x - z\) plane, with the metasurface in the \(x - y\) plane.
incoming wave from the left side or *forwards illumination*), with $\hat{n} = +\hat{z}$, is

$$
E_i = \begin{bmatrix}
E_{1}^{TM} \cos \theta & E_{1}^{TE} & -E_{1}^{TM} \sin \theta
\end{bmatrix}^T e^{-jk_0(x \sin \theta + z \cos \theta)}
$$

$$
E_r = \begin{bmatrix}
S_{11}^{TM}E_{1}^{TM} \cos \theta & S_{11}^{TE}E_{1}^{TE} & S_{11}^{TM}E_{1}^{TM} \sin \theta
\end{bmatrix}^T e^{-jk_0(x \sin \theta - z \cos \theta)}
$$

$$
E_t = \begin{bmatrix}
S_{21}^{TM}E_{1}^{TM} \cos \theta & S_{21}^{TE}E_{1}^{TE} & -S_{21}^{TM}E_{1}^{TM} \sin \theta
\end{bmatrix}^T e^{-jk_0(x \sin \theta + z \cos \theta)}
$$

where the vectors have been written as columns with $T$ denoting a transpose. $E_{1}^{TE}$ is the amplitude of the TE part of the incident plane wave, while $E_{1}^{TM}$ is the amplitude of the TM part. Meanwhile, an excitation of port 2 (i.e. incoming wave from the right side or *backwards illumination*), with $\hat{n} = -\hat{z}$, is

$$
E_i = \begin{bmatrix}
E_{2}^{TM} \cos \theta & E_{2}^{TE} & -E_{2}^{TM} \sin \theta
\end{bmatrix}^T e^{-jk_0(x \sin \theta - z \cos \theta)}
$$

$$
E_r = \begin{bmatrix}
S_{22}^{TM}E_{2}^{TM} \cos \theta & S_{22}^{TE}E_{2}^{TE} & S_{22}^{TM}E_{2}^{TM} \sin \theta
\end{bmatrix}^T e^{-jk_0(x \sin \theta + z \cos \theta)}
$$

$$
E_t = \begin{bmatrix}
S_{12}^{TM}E_{2}^{TM} \cos \theta & S_{12}^{TE}E_{2}^{TE} & -S_{12}^{TM}E_{2}^{TM} \sin \theta
\end{bmatrix}^T e^{-jk_0(x \sin \theta - z \cos \theta)}
$$

Meanwhile, the magnetic fields are simply found from Faraday’s equation:

$$
H_{\{i,r,t\}} = \frac{1}{j\omega\mu} \nabla \times E_{\{i,r,t\}}
$$

### 2.3.1 S-Parameters

Substituting (2.6) along with (2.5) into (2.3) and (2.4), it is possible to solve for the S-parameters. These are

$$
S_{\{11,22\}}^{TE}(\theta) = \frac{2jk}{\xi_{TE}} \left( \zeta_{TE} + 2\chi_{yem}^{y} \cos \theta - \chi_{mm}^{xx} \cos^2 \theta \right)
$$

$$
S_{\{21,12\}}^{TE}(\theta) = \frac{\cos \theta}{\xi_{TE}} \left( 4 + k^2 \left( \chi_{yem}^{y} \right)^2 + \chi_{mm}^{xx} \zeta_{TE} \right)
$$

$$
S_{\{11,22\}}^{TM}(\theta) = \frac{2jk}{\xi_{TM}} \left( \zeta_{TM} + 2\chi_{yem}^{y} \cos \theta - \chi_{ee}^{xx} \cos^2 \theta \right)
$$

$$
S_{\{21,12\}}^{TM}(\theta) = \frac{\cos \theta}{\xi_{TM}} \left( 4 + k^2 \left( \chi_{yem}^{y} \right)^2 + \chi_{ee}^{xx} \zeta_{TM} \right)
$$
where the top and bottom signs ($\mp$) are taken for $11/21$ and $22/12$, respectively, and

$$\xi_{\{\text{TE, TM}\}} = \mp 4 \cos \theta - 2jk \left( \zeta_{\{\text{TE, TM}\}} + \chi_{\{\text{mm, ee}\}}^{xx} \cos^2 \theta \right)$$

$$\mp k^2 \cos \theta \left( \zeta_{\{\text{TE, TM}\}} \chi_{\{\text{mm, ee}\}}^{xx} + \left( \chi_{\text{em}}^{yx,xy} \right)^2 \right)$$

$$(2.7e)$$

$$\zeta_{\{\text{TE, TM}\}} = \chi_{\{\text{ee, mm}\}}^{yy} + \chi_{\{\text{mm, ee}\}}^{zz} \sin^2 \theta$$

$$(2.7f)$$

Note in particular that the bianisotropic terms $\chi_{\text{em}}^{yx,xy}$ [and implicitly terms in $\chi_{\text{me}}$ following (2.5b)] lead to an asymmetry in reflection when the direction of illumination is flipped, as noted in [14]. If $\chi_{\text{em}}^{yx} = 0$ or $\chi_{\text{em}}^{xy} = 0$, then $S_{\{11\}}^{\text{TE}} = S_{\{22\}}^{\text{TE}}$ or $S_{\{11\}}^{\text{TM}} = S_{\{22\}}^{\text{TM}}$, respectively. At the same time, $S_{\{21\}}^{\text{TE}} = S_{\{12\}}^{\text{TE}}$ and $S_{\{21\}}^{\text{TM}} = S_{\{12\}}^{\text{TM}}$ always hold true, which is a result of enforcing reciprocity in (2.5).

### 2.3.2 Susceptibility Extraction Procedure

While (2.7) allows calculating the scattered fields given susceptibilities, it is also possible to extract the susceptibilities for a given MS. As given in (2.5), there are eight unique unknown susceptibilities, which requires eight equations for finding a solution. Since forwards and backwards illumination cases in (2.7b) and (2.7d) are the same, it is not sufficient to know the S-parameters at a single angle, $\theta$. However, it is possible to use two angles of incidence to provide eight independent equations to solve for the susceptibilities.

Firstly, let $\theta = 0^\circ$. This eliminates the normal components in (2.7f) and it is possible to solve for the tangential components:

$$\chi_{\{\text{ee, mm}\}}^{xx} = \frac{2j \left( [S_{11}^{\text{TM}}(0)]^2 - S_{11}^{\text{TE}}(0) [S_{22}^{\text{TM}}(0) - 1] + S_{22}^{\text{TM}}(0) - 1 \right)}{k_0 (1 + 2S_{21}^{\text{TM}}(0) + [S_{21}^{\text{TM}}(0)]^2 - S_{11}^{\text{TM}}(0) S_{22}^{\text{TM}}(0))}$$

$$(2.8a)$$

$$\chi_{\{\text{ee, mm}\}}^{yy} = \frac{2j \left( [S_{11}^{\text{TE}}(0)]^2 - S_{11}^{\text{TE}}(0) [S_{22}^{\text{TE}}(0) - 1] + S_{22}^{\text{TE}}(0) - 1 \right)}{k_0 (1 + 2S_{21}^{\text{TE}}(0) + [S_{21}^{\text{TE}}(0)]^2 - S_{11}^{\text{TE}}(0) S_{22}^{\text{TE}}(0))}$$

$$(2.8b)$$

$$\chi_{\{\text{mm, mm}\}}^{xx} = -\frac{2j \left( S_{21}^{\text{TE}}(0) \left[ S_{22}^{\text{TE}}(0) + 1 \right] - \left[ S_{21}^{\text{TE}}(0) \right]^2 + S_{22}^{\text{TE}}(0) + 1 \right)}{k_0 (-S_{11}^{\text{TE}}(0) S_{22}^{\text{TE}}(0) + [S_{21}^{\text{TE}}(0)]^2 + 2S_{21}^{\text{TE}}(0) + 1)}$$

$$(2.8c)$$

$$\chi_{\{\text{mm, mm}\}}^{yy} = -\frac{2j \left( S_{11}^{\text{TE}}(0) \left[ S_{22}^{\text{TE}}(0) + 1 \right] - \left[ S_{21}^{\text{TE}}(0) \right]^2 + S_{22}^{\text{TE}}(0) + 1 \right)}{k_0 (-S_{11}^{\text{TE}}(0) S_{22}^{\text{TE}}(0) + [S_{21}^{\text{TE}}(0)]^2 + 2S_{21}^{\text{TE}}(0) + 1)}$$

$$(2.8d)$$
\[
\chi_{em}^{xy} = \frac{-2j \left( S_{11}^{TE}(0) - S_{22}^{TE}(0) \right)}{k_0 \left( -S_{11}^{TE}(0)S_{22}^{TE}(0) + [S_{21}^{TE}(0)]^2 + 2S_{22}^{TE}(0) + 1 \right)} 
\]

\[
\chi_{em}^{xx} = \frac{2j \left( S_{11}^{TM}(0) - S_{22}^{TM}(0) \right)}{k_0 \left( -S_{11}^{TM}(0)S_{22}^{TM}(0) + [S_{21}^{TM}(0)]^2 + 2S_{22}^{TM}(0) + 1 \right)} 
\]

Next, using a separate experiment at \( \theta \neq 0^\circ \) to get \( S_{11}^{[TE,TM]}(\theta) \), and already having the tangential susceptibilities from (2.8a-f), the normal components can be found:

\[
\chi_{ee}^{zz} = \frac{-j \csc^2(\theta) \left( 2k_0 \left( -\chi_{mm}^{yy} + 2 \cos(\theta) \chi_{em}^{xy} + \cos^2(\theta) \chi_{ee}^{xx} \right) \right) + S_{11}^{TM}(\theta) \left[ jk_0^2 \cos(\theta) \left( \chi_{mm}^{yy} \chi_{ee}^{xx} + (\chi_{em}^{xy})^2 \right) \right] + 2k_0 \left( \chi_{mm}^{yy} + \cos^2(\theta) \chi_{ee}^{xx} \right) - 4j \cos(\theta) \right]}{k_0 \left( S_{11}^{TM}(\theta) \left[ k_0 \cos(\theta) \chi_{ee}^{xx} - 2j \right] + 2j \right)} 
\]

\[
\chi_{mm}^{zz} = \frac{-j \csc^2(\theta) \left( 2k_0 \left( \chi_{ee}^{yy} - 2 \cos(\theta) \chi_{em}^{xx} - \cos^2(\theta) \chi_{mm}^{xx} \right) \right) + S_{11}^{TE}(\theta) \left[ jk_0^2 \cos(\theta) \left( \chi_{ee}^{yy} \chi_{mm}^{xx} + (\chi_{em}^{xx})^2 \right) \right] + 2k_0 \left( \chi_{ee}^{yy} + \cos^2(\theta) \chi_{mm}^{xx} \right) - 4j \cos(\theta) \right]}{k_0 \left( S_{11}^{TE}(\theta) \left[ k_0 \cos(\theta) \chi_{mm}^{xx} - 2j \right] - 2j \right)} 
\]

2.4 Example: A Curvilinear Metasurface Composed of Metal Loops

To demonstrate the susceptibility extraction process, I will show a numerical example using a metallic loop with Metal-Insulator-Metal (MIM) gap capacitors to tune the resonance, as shown in Figure 2.3a. Subsequently, I will show the accuracy of the susceptibilities in two ways. Firstly, the susceptibilities will be shown to predict the S-parameters, regardless the angle of incidence, confirming that they are appropriate constitutive parameters. Secondly, I will utilize the Integral Equation (IE)-based field solver proposed in [18] to compute the scattered fields from a finite-sized curvilinear metasurface built from the simple physical unit cell.

This second point merits some elaboration. GSTCs have generally been used with planar (flat) MSs, which are easy to analyze in Cartesian coordinates. Recently, some works have considered conformal (curvilinear) MSs, which are promising for applications including wearable devices and cloaking [19, 20]. However, there are two key questions which we believe have not been sufficiently addressed. Firstly, are GSTCs valid along a curvilinear boundary? [19] seems to suggest that the conventional GSTCs cannot be straightforwardly applied in this case. Secondly, are the susceptibilities extracted from an infinite and a flat array of unit cells [12] accurate when applied to a curvilinear surface? Hence, the aforementioned second verification with a curvilinear MS has
great practical value.

2.4.1 Unit Cell and Extraction

As noted, the unit cell consists of a metallic loop with MIM capacitors, which is excited with TE fields in the \(xy\)-plane. The cell is deeply-subwavelength with a period \(p = \lambda_0 / 10\) (at \(f_0 = 10\) GHz) and was designed to resonate in the X-band, by adjusting the dimensions of the loop and the capacitors. For simplicity, only TE polarization and the associated susceptibilities are considered here (TM polarization does not provide additional insight).

The unit cell was simulated in Ansys HFSS with periodic boundaries, such that it was equivalent to an infinite-sized uniform MS. Using two angles of incidence (\(\theta \in \{0^\circ, 60^\circ\}\)), the susceptibilities relevant for TE (\(\chi_{yy}^{ee}, \chi_{xx}^{mm}, \chi_{zz}^{mm}\), and \(\chi_{yx}^{em}\)) could be found from (2.8) and are shown in Figure 2.3. The extraction procedure revealed a strong normal magnetic polarization \(\chi_{zz}^{mm}\) along with tangential electric response \(\chi_{ee}^{yy}\), while \(\chi_{xx}^{mm} \approx 0\) and \(\chi_{yx}^{em} \approx 0\). The normal magnetic polarization is expected, since the loop supports rotating electric currents in the \(x-z\) plane, which corresponds to a \(z\)-directed magnetic dipole. The negligible bi-anisotropic term results from the forwards illumination and backwards illumination producing the same scattering [i.e. \(S_{TE}^{11}(0) - S_{TE}^{22}(0) = 0\) in (2.8e)].

Next, the S-parameters can be predicted using (2.7). In this case, they reduce to

\[
S_{11,22}^{TE}(\theta) = \frac{-j \frac{k_0}{2 \cos \theta} (\chi_{yy}^{ee} + \chi_{zz}^{mm} \sin^2 \theta)}{1 + j \frac{k_0}{2 \cos \theta} (\chi_{yy}^{ee} + \chi_{zz}^{mm} \sin^2 \theta)}
\]

(2.9a)

\[
S_{21,12}^{TE}(\theta) = \frac{1}{1 + j \frac{k_0}{2 \cos \theta} (\chi_{yy}^{ee} + \chi_{zz}^{mm} \sin^2 \theta)}
\]

(2.9b)

Fig. 2.4 shows very good agreement between (2.9) and the simulated S-parameters, which were used to extract the susceptibilities. This should obviously hold true for the angles at which the extraction was performed (\(\theta \in \{0^\circ, 60^\circ\}\)), but more importantly the susceptibilities are able to
model the MS regardless of the angle of incidence, making them constitutive parameters. In fact, the extracted surface susceptibilities can very accurately model the angular response of the surface to a near-grazing angle of incidence.

![Figure 2.4](image)

Figure 2.4 A comparison of the S-parameters predicted with the extracted susceptibilities in Figure 2.3b to the simulated values from Ansys HFSS.

### 2.4.2 Parametric Study

Having found the surface susceptibilities, $\chi_{zem}$ and $\chi_{yee}$, I now consider whether this representation can be used with the GSTCs to model a curvilinear MS. To systematically consider the curvature effect, I selected a semi-circular metasurface, which has a constant curvature, quantified by its radius, $r_0$, where $r_0 = \infty$ corresponds to a flat metasurface. I constructed this semi-circular shaped metasurface using the unit cell of Fig. 2.3a for various values of $r_0$, thereby requiring different number of unit cells $N$ due to its finite size. It was then simulated in Ansys FEM-HFSS to obtain the total fields for a specified incident field. Next, an equivalent zero-thickness sheet model was constructed using the extracted surface susceptibilities from Fig. 2.3b, and analyzed using the BEM-GSTC solver of [18] using the same incident fields. The BEM code implements the GSTCs and the complete tensorial surface susceptibilities. By decreasing $r_0$, we can now observe how the curvature affects the agreement between BEM-GSTCs and the complete structure using FEM-HFSS.

For the study, I start with a flat surface consisting of $N = 12$, shown in Fig. 2.5a. To have a significant induced normal magnetic polarization, a plane wave is incident at $\theta = 30^\circ$. An excellent agreement is seen between the fields generated by the two solvers, except for the microscopic fields around each resonator which as expected, cannot be captured by the homogenized susceptibilities. In particular, the BEM-GSTCs are able to successfully capture the diffraction around the ends of the finite flat surface. This agreement can further be seen more clearly in the top of Fig. 2.5e, where the total fields are compared along an observation circle around the metasurface. Next, the radius is gradually decreased for three cases $r_0 = \{\lambda_0/1.5, \lambda_0/2, \lambda_0/3\}$. With $r_0 = \lambda_0/1.5$ representing a significant surface curvature, the comparison is still close to perfect, which suggests that the GSTCs can be straight-forwardly applied to curvilinear surfaces. There is a slight discrepancy that gradually increases as curvature is made larger, although in all cases, a very good agreement still
2.5 Conclusion

The IBCs and GSTCs were presented as zero-thickness models for MSs, and the use of the latter was motivated by susceptibilities being true constitutive parameters, independent of the incident field. After simplifying the susceptibility tensors for a reciprocal and polarization-maintaining MS, equations were developed for predicting the S-parameters for plane wave excitation, and for extracting the susceptibilities. A simple example of modelling a curvilinear MS composed of metal loops was shown, with comparison to BEM showing that the susceptibilities provide an accurate compact model for full-wave simulations. This provides a starting point for performing susceptibility extractions in Chapter 3.

exists. To show this difference more clearly, the fields plotted along a circular observation line, are shown in Fig. 2.5e for various cases. I do note that for the last case, the surface is very small, with \( r_0 = \frac{\lambda_0}{3} \) and only 10 cells. From this study, it is not clear whether the discrepancy is primarily due the diffraction around the ends of the finite surface, or due to the susceptibilities. I anticipate further studies in this direction.

2.5 Conclusion

Figure 2.5 Comparison between the magnitude of the total E-fields calculated using BEM-GSTC and FEM-HFSS for a semi-circular metasurface as the curvature radius \( r_0 \) was decreased from \( \infty \) (i.e. a flat surface), where \( N \) is the number of cells. There is a plane wave incident at \( \theta = 30^\circ \) in the \( xy \)-plane, and the structure is uniform in the \( z \) direction.
Chapter 3

SURFACE SUSCEPTIBILITY EXTRACTIONS OF CANONICAL STRUCTURES

3.1 Introduction

In Section 2.4, a simple extraction was demonstrated, showing that surface susceptibilities are able to accurately model an single-layer array of resonators. This has been rigorously shown to be valid in numerous publications over the last two decades, e.g [9, 21, 10, 22, 23, 24, 13]. The mapping of susceptibilities for a single dielectric layer has also been shown [25, 26, 27]. On the other hand, one may wonder: is it possible to apply the GSTCs and the HK model to model a cascaded structure, such as dielectric layer, backed by a PEC ground-plane? While this has been considered using single-sided boundary conditions, which involve the fields which interact with the slab and reflect from the ground-plane [28, 29, 30], in this chapter I consider whether the two-sided GSTCs can be used to model such a structure. The model should have asymmetrical behaviour, behaving as a PEC with a cover layer on one side, and a PEC on the other side. The two sides are independent (electrically isolated), so it is not immediately clear that the HK model—which uses the average of the total fields as the acting fields—should work. Surprisingly, I will show that it is indeed possible with some limitations.

I will use (2.7) to determine the susceptibility models for several simple structures, progressively building up to a reflective metasurface, for which the susceptibilities correctly model the behaviour with illumination from either side. I follow a pedagogical approach, starting with simple structures such as a PEC sheet and a dielectric sheet to motivate the susceptibility terms in (2.5) and understand their role for the final reflective metasurface.

\[1\]While the loop cell in Figure 2.3a has two metal layers on either side of the substrate, in order to create the MIM capacitors, it is sufficiently thin with respect to the spacing between loops such that each loop structure behaves as a single resonator.
3.2 PEC Sheet

Firstly, consider a perfect electric conductor (PEC) sheet, with \( S_{\{TE,11,22\}} = 0 \) and \( S_{\{TE,12,21\}} = -1 \). Given the reflection symmetry, we must have \( \chi_{\{ey,xy\}}^{\text{em}} = 0 \). A PEC is the limiting case of a conductor with infinite conductivity \((\sigma \to \infty)\), which in fact, corresponds to a limiting case of \( \chi_{\{ee,xx\}}^{xx} \) and \( \chi_{\{ee,yy\}}^{yy} \). By eliminating all other susceptibility terms from (2.7) and taking a limit,

\[
\lim_{\chi_{\{ee,yy\}}^{yy} \to \infty} S_{\{TE,11,22\}}^{TE} = \lim_{\chi_{\{ee,yy\}}^{yy} \to \infty} \left( \frac{k_0}{2 j \cos \theta - k_0} \right) = -1 \quad (3.1a)
\]
\[
\lim_{\chi_{\{ee,yy\}}^{yy} \to \infty} S_{\{TE,21,12\}}^{TE} = \lim_{\chi_{\{ee,yy\}}^{yy} \to \infty} \left( \frac{2 \cos \theta}{2 \cos \theta + j k_0 \chi_{\{ee,yy\}}^{yy}} \right) = 0 \quad (3.1b)
\]
\[
\lim_{\chi_{\{ee,xx\}}^{xx} \to \infty} S_{\{TM,11,22\}}^{TM} = \lim_{\chi_{\{ee,xx\}}^{xx} \to \infty} \left( \frac{k_0 \cos \theta}{2 \chi_{\{ee,xx\}}^{xx} - k_0 \cos \theta} \right) = -1 \quad (3.1c)
\]
\[
\lim_{\chi_{\{ee,xx\}}^{xx} \to \infty} S_{\{TM,21,12\}}^{TM} = \lim_{\chi_{\{ee,xx\}}^{xx} \to \infty} \left( \frac{2 j}{2 j - k_0 \chi_{\{ee,xx\}}^{xx} \cos \theta} \right) = 0 \quad (3.1d)
\]

Thus, \( \chi_{\{ee,xx,yy\}}^{\infty} \) precisely models a PEC sheet.\(^2\) However, this is not suitable for numerical simulation, since it requires a limit.

Now, I consider if there is another susceptibility model, having finite susceptibilities, which could be used instead. To this end, I return to considering all 8 terms in (2.5). Of course, including the bianisotropic terms produces asymmetry with forwards/backwards illumination, and so here I seek possible compromise that may not rigorously model a PEC but is useful for numerical implementation. I will enforce \( S_{\{TE,11,22\}}^{TE}(\theta) = -1 \) and \( S_{\{TE,12,21\}}^{TE}(\theta) = 0 \); these provide 6 equations from (2.7) since \( S_{\{TE,22\}}^{TE}(\theta) \) is not enforced. After setting \( \chi_{\{ee,mm\}}^{xx} = \chi_{\{ee,mm\}}^{yy} \) such that there is rotational symmetry around the \( z \) axis, 6 unknown susceptibilities remain. Solving, the non-zero terms remaining are \( \chi_{\{em\}}^{xy,em} = +2 j / k_0 \) and \( \chi_{\{em\}}^{yx,em} = -2 j / k_0 \).

Now, what happens for backward illumination? Using (2.7a,c) I find \( S_{\{TE,22\}}^{TE}(\theta) = +1 \). Thus, the model appears as a PEC with forward illumination and a PMC with backward illumination, independent of the angle of incidence. If \( \chi_{\{em,xx\}}^{xy,em} \) are negated, the structure is effectively reflected in the \( x - y \) plane. The angular independence with these purely bi-anisotropic susceptibilities was studied in [31], where it was also noted that such a surface is only possible to fabricate with a physical unit cell at a single frequency, in the limit of zero loss. For this work, however, the inability to physically represent a PEC sheet (with correct behaviour on both sides) does not end up being critical in our subsequent objective, when I later consider a dielectric cover layer added to the PMC side.

\(^2\)Similarly, \( \chi_{\{mm\}}^{xx,yy} \to \infty \) would be a PMC.
3.3 Dielectric Sheet

Building towards a resonator on top of a ground-plane with a cover layer, I next consider an isolated sheet of uniform permittivity $\epsilon_r = (\epsilon_r' - j\epsilon_r'')$, having an imaginary part allowing for loss, with a thickness $d$. This mapping was considered in [27], where only the tangential $\{ee, mm\}$ susceptibilities were used and earlier in [26] where the normal components $(\chi_{ee,mm}^{zz})$ were included. I will consider the extraction here for completeness, using a simple and accessible approach.

The analytical reflection and transmission through a dielectric slab, are well-known, given by

$$
\begin{bmatrix}
1 \\
S_{11}^{a}(\theta)
\end{bmatrix} = \frac{1}{\tau_{1}^{a}(\theta)} \begin{bmatrix}
1 \\
1 + \rho_{1}^{a}(\theta)
\end{bmatrix} \cdot \begin{bmatrix}
e^{j\phi} & 0 \\
0 & e^{-j\phi}
\end{bmatrix} \cdot \frac{1}{\tau_{2}^{a}(\theta)} \begin{bmatrix}
1 \\
1 + \rho_{2}^{a}(\theta)
\end{bmatrix} \cdot \begin{bmatrix}
S_{21}^{a}(\theta) \\
0
\end{bmatrix}
$$

where $a \in \{TE, TM\}$, $\phi = k_0 d \sqrt{\epsilon_r} \cos \theta$, and where $\tau_{1,2}^{a}(\theta)$ and $\rho_{1,2}^{a}(\theta)$ are the Fresnel coefficients for oblique incidence at the first and second interfaces, dependent on the polarization (TE/TM) [32]:

$$
\begin{align*}
\tau_{1}^{TE,TM}(\theta) &= \frac{2\eta_{1,1}^{TE,TM}(\theta)}{\eta_{1,0}^{TE,TM}(\theta) + \eta_{1,1}^{TE,TM}(\theta)} \quad (3.3a) \\
\tau_{2}^{TE,TM}(\theta) &= \frac{2\eta_{1,0}^{TE,TM}(\theta)}{\eta_{1,0}^{TE,TM}(\theta) + \eta_{1,1}^{TE,TM}(\theta)} \quad (3.3b) \\
\rho_{1}^{TE,TM}(\theta) &= \frac{\eta_{1,0}^{TE,TM}(\theta) - \eta_{0}^{TE,TM}(\theta)}{\eta_{1,0}^{TE,TM}(\theta) + \eta_{1,1}^{TE,TM}(\theta)} \quad (3.3c) \\
\rho_{2}^{TE,TM}(\theta) &= \frac{\eta_{1,0}^{TE,TM}(\theta) - \eta_{1,1}^{TE,TM}(\theta)}{\eta_{1,0}^{TE,TM}(\theta) + \eta_{1,1}^{TE,TM}(\theta)} \quad (3.3d) \\
\eta_{1,n}^{TE,TM}(\theta) &= \eta_n \begin{cases} k_n/k_{z,n}, & \text{for TE} \\ k_{z,n}/k_n, & \text{for TM} \end{cases} \quad (3.3e) \\
k_{z,n} &= \sqrt{k_n^2 - k_0 \sin \theta} \quad (3.3f)
\end{align*}
$$

where $\eta_n = \eta_0/\sqrt{\epsilon_r}$ is the intrinsic impedance in the $n$th medium ($n = 0$ for air and $n = 1$ for the dielectric), $\eta_{1,n}$ is the transverse impedance, $k_{z,n}$ is the normal component of the wave vector, and $k_n = \sqrt{\epsilon_r k_0}$. The matrix equation (3.2) can be solved to provide a total for four expressions for $S_{11,21}^{TE,TM}(\theta)$.

With $\theta = 0^\circ$, the normal susceptibility terms in (2.7f) are eliminated, and I set $\chi_{em}^{yx,xy} = 0$ so that there is symmetry between forwards and backwards illumination, I can substitute $S_{11,21}^{TE,TM}(0)$...
from (3.2) into (2.7) to have four equations with the solution

\[
\chi_{ee}^{xx} = \chi_{ee}^{yy} = \frac{2\sqrt{\varepsilon_r} \tan \left( \frac{k_0 d \sqrt{\varepsilon_r}}{2} \right)}{k_0}(3.4a)
\]

\[
\chi_{mm}^{xx} = \chi_{mm}^{yy} = \frac{2 \tan \left( \frac{k_0 d \sqrt{\varepsilon_r}}{2} \right)}{k_0 \sqrt{\varepsilon_r}}(3.4b)
\]

Repeating a similar procedure for \( \theta \neq 0^\circ \), the normal susceptibility terms are found to be

\[
\chi_{ee}^{zz} = \csc^2 \theta \left( \frac{2 \tan \left( \frac{k_0 d \gamma}{2} \right)}{k_0 \sqrt{\varepsilon_r}} - \chi_{mm}^{xx} \right)(3.4c)
\]

\[
\chi_{mm}^{zz} = \csc^2 \theta \left( \frac{2 \tan \left( \frac{k_0 d \gamma}{2} \right)}{k_0} - \chi_{ee}^{xx} \right)(3.4d)
\]

with \( \gamma = \sqrt{\varepsilon_r - \sin^2 \theta} \). As is, there is an angular dependence in (3.4c-d). This should not be the case, if \( \chi_{ee,mm}^{zz} \) are to be true constitutive parameters, independent of the incident field [14]. However, I can only expect a zero-thickness model to apply for thin slabs \( k_0 d \ll 1 \), and so I proceed by using the first few terms of the Taylor expansion around \( k_0 d = 0 \):

\[
\chi_{ee}^{zz} = -\frac{d}{\varepsilon_r} - \frac{k_0^2 d^3}{6} + \frac{k_0^2 d^3 \sin^2 \theta}{12 \varepsilon_r} + O[(k_0 d)^4](3.5a)
\]

\[
\chi_{mm}^{zz} = -d - \frac{k_0^2 d^3}{6 \varepsilon_r} + \frac{k_0^2 d^3 \sin^2 \theta}{12} + O[(k_0 d)^4](3.5b)
\]

with the approximation that the third term and higher-order terms are negligible. Within this approximation, \( \chi_{ee,mm}^{zz} \) only depends on the properties of the slab (at a given frequency), and can be considered constitutive parameters.

To validate the assumption and verify (3.4) and (3.5), I consider a numerical example, shown in Figure 3.1. The reflection and scattering for both TE and TM illuminations is shown, for increasing thickness \( k_0 d \) and at three angles, \( \theta \in \{0^\circ, 30^\circ, 60^\circ\} \). Firstly, I see that even when the slab is very thin \( k_0 d = 0.2 \), i.e. \( d \approx \lambda/30 \) the normal components \( \chi_{ee,mm}^{zz} \) are needed to model the scattering at oblique incidence. Secondly, the modelling is very accurate up to about \( k_0 d = 0.8 \) \( (d \approx \lambda/8) \), past which the analytical result diverges.

### 3.4 PEC Sheet with Cover Layer

Next, consider a PEC with a dielectric cover layer on one side. In this case, the forwards and backwards illuminations clearly have non-symmetrical behaviour. With the cover layer on the left
Figure 3.1 The reflection and transmission through a lossy dielectric sheet ($\varepsilon_r = 4 - j0.04$) was calculated analytically using (3.2) to compare with the mapped susceptibilities (3.4), with and without the normal components.
after all but the leading angle-independent terms in the Taylor expansion are retained for (3.7e,f) (the complete expressions for $\chi^{zz}_{ee,mm}$ are cumbersome and not presented). It is interesting that $\chi^{yy}_{xx,xy}$ are in fact identical to those for a sheet that behaves as a PEC on the back side ($S_{22}^{(TE,TM)} = -1$) and a PMC on the front side ($S_{11}^{(TE,TM)} = +1$), as discussed in Section 3.2. However, in this case the other susceptibilities contribute such that the front does not appear as a PMC, but a PEC with a cover layer.

To check that this is indeed the case, numerical results are shown in Figure 3.2. For TE polarization, (3.7) provides a good match for the forwards reflection past $k_0d > 1$, in comparison to the analytical expression (3.6); the resonance at $k_0d \approx 0.9$ is correctly predicted. For TM polarization, there is reasonable agreement if $\chi^{zz}_{ee}$ is neglected, but including causes a large disagreement. Thus, it seems that the truncation of the Taylor series in (3.7e) is a poor approximation, and this term should not be used. Meanwhile, $S_{21}^{(TE,TM)} = 0$ and $S_{12}^{(TE,TM)} = -1$ (not plotted). That is, the model behaves precisely as a PEC with backwards illumination.

Now I consider: is (3.7) consistent for an incident plane wave propagating in the $y - z$ plane? The extraction for (3.7) [and (3.4) earlier] involved fields propagating in the $x - z$ plane, using (2.7). Meanwhile, a proper physical model of the surface should be accurate for an arbitrary incident field. Since the structures discussed thus far have rotational symmetry around the $z$ axis, the susceptibilities should remain unchanged with rotation about the $z$ axis. That is, $\chi = \hat{R}_z(\phi) \cdot \chi \cdot \hat{R}_z(\phi)$. 

Figure 3.2 The reflection from a PEC sheet with a lossy dielectric cover layer ($\epsilon_r = 4 - j0.04$) was calculated analytically using (3.6) to compare with the mapped susceptibilities (3.6), with and without the normal components. Meanwhile, $S_{22}^{(TE,TM)} = -1$, and $S_{12,21}^{(TE,TM)} = 0$ (not plotted).
should hold true, where $\overline{R}_z(\phi)^T$ is the transformation matrix which rotates by $\phi$ about the $z$ axis [15]. This is indeed the case, and so the susceptibilities presented work for an arbitrary incident field.

### 3.5 Sub-wavelength Resonator on a Dielectric Slab

Finally, I extend the structure by including an array of electric dipoles on top of the grounded slab; this can truly be called a metasurface. For simplicity, I will only consider TE polarization, since the unit cell was designed to resonate with TE polarization. Shown in Figure 3.3, the unit cell is deeply sub-wavelength ($\lambda/10$ at 30 GHz). It has a “dogbone”-shaped copper dipole loaded with a lumped inductance ($L$) at the center, placed on a Rogers RO4003C substrate (508 µm thickness; i.e. $k_0d = 0.32$), on top of a PEC ground-plane.

Figure 3.3 A deeply-subwavelength reflective unit cell was designed using an electric dipole, loaded with a lumped inductor ($L$) on top of a Rogers RO4003C substrate ($\epsilon_r = 3.55, \tan \delta_d = 0.0027$) that is on a PEC ground-plane. (a) Unit cell model. (b) $\chi$ extraction at 30 GHz using (3.8), as a function of the loading inductance $L$. (c) $S_{21}^\text{TE}$ with $L = 1.4$ nH at two angles of incidence.

While there is no analytical expression for $S_{11}^{\text{TE}}(\theta)$, it can be found through full-wave simulations of the unit cell [13, 12]. In particular, two angles of incidence need to be simulated. Then, using (2.8) to solve the susceptibilities with $S_{21}^{\text{TE}}(0) = 0$ and $S_{22}^{\text{TE}}(0) = -1$,

\[
\begin{align*}
\chi_{xx}^{mm} &= 0 \\
\chi_{yx}^{em} &= -\frac{2j}{k_0} \\
\chi_{xx}^{ee} &= \frac{4j(S_{11}^{\text{TE}}(0) - 1)}{k(S_{11}^{\text{TE}}(0) + 1)} \\
\chi_{yy}^{mm} &= \frac{4j}{k} \csc \theta \left[ \csc \theta \left( \frac{2}{S_{11}^{\text{TE}}(0) + 1} - 1 \right) + \cot \theta \left( 1 - \frac{2}{S_{11}^{\text{TE}}(\theta) + 1} \right) \right]
\end{align*}
\]

with all other terms being irrelevant for TE polarization due to the lack of polarization conversion.

This extraction was performed using full-wave simulations (Ansys HFSS) of the unit cell with periodic boundaries, using $\theta \in \{0^\circ, 60^\circ\}$, and with $1.2$ nH $\leq L \leq 1.45$ nH; the susceptibilities are

---

3This is similar to Section 3.4, but with the simulated S-parameters rather than analytical expressions.
plotted in Figure 3.3b. Both $\chi_{yy}^{ee}$ and $\chi_{zm}^{zz}$ are extracted, while $\chi_{em}^{yx}$ only depends on frequency through (3.8b) (not plotted). I note that the inclusion of $\chi_{zm}^{zz}$ has only a minor effect compared to $\chi_{ee}^{yy}$, and so its profile in Fig 3.3b is not smooth. Tightening the convergence criteria in HFSS and including more points for $L$ may help in a better extraction of $\chi_{zm}^{zz}$. Nevertheless, the predicted reflection is plotted in Figure 3.3c for $L = 1.4$ nH, at which there is a resonance at 30 GHz. I observe nearly perfect agreement HFSS simulation for $S_{TE11}$ at the two different angles of incidence, while we also have $S_{TE22}^{11} = -1$ corresponding to an ideal PEC at all frequencies (not shown here) thanks to the inclusion of $\chi_{em}^{yx}$. Thus, this combination of $\chi_{ee}^{yy}$, $\chi_{em}^{yx}$, and $\chi_{zm}^{zz}$ produces a very accurate model for scattered TE-polarized fields, regardless of the incident field.

### 3.6 Numerical Demonstration: Parabolic Reflector

Finally, I demonstrate the utility of the two-sided susceptibility model of the reflective unit cell from Section 3.5 by designing a parabolic reflector; i.e. a metasurface which reflects a plane wave when a cylindrical wave is present from a line source (forward illumination). The incident field is

\[
E_{i,y}(r) = E_0 \frac{H_0^{(2)}(k|r - r_s|)}{H_0^{(2)}(k|r_s|)} \quad (3.9a)
\]

\[
H_{i,x}(r) = E_0 \frac{j(z - z_s)H_1^{(2)}(k|r - r_s|)}{\eta |r|H_0^{(2)}(k|r_s|)} \quad (3.9b)
\]

\[
H_{i,z}(r) = -E_0 \frac{j(x - x_s)H_1^{(2)}(k|r - r_s|)}{\eta |r|H_0^{(2)}(k|r_s|)} \quad (3.9c)
\]

where $r_s = (x_s, z_s)$ is the location of the source, $H_{(2)}^{(2)}(0,1)$ are Hankel functions of the second kind, and $E_0$ is the amplitude. For our example, $r_s = (0 \text{ cm}, -10 \text{ cm})$, at 30 GHz. Meanwhile, the reflected field should have a uniform phase, while the amplitude is tapered so that the surface remains passive. Specifically,

\[
E_{r,y}(x, 0) = 0.9 |E_{i,y}(x, 0)| \quad (3.10a)
\]

\[
H_{r,x}(x, 0) = \frac{E_{r,y}(x, 0)}{\eta} \quad (3.10b)
\]

Here, the factor 0.9 was chosen arbitrarily to ensure passivity. Using (3.9) and (3.10), I calculate the ideal $\chi_{ee}^{yy}$ point-wise along $x$ using (3.8c), treating $\chi_{zm}^{zz}$ as a perturbation.\(^4\) I do not aim to optimize the design, but rather wish to show how the two-sided susceptibility model is accurate for a finite-sized and non-uniform surface. This produces the “desired” profile in Figure 3.4b. However, the unit cell extraction is limited in replicating this profile since there is only one parameter $L$, so that

\(^4\)That is, I ignore $\chi_{zm}^{zz}$ when designing the unit cell distribution, but will subsequently include it in the susceptibility model, for the prediction of fields.
the real and imaginary parts of $\chi_{ee}^{yy}$ cannot be tuned independently. For the sake of this demonstration, the real part is realized, using the look-up plot from Figure 3.3b. Meanwhile, the $\Im(\chi_{ee}^{yy})$ (and $\chi_{ee}^{zz}$) are also included in the susceptibility model. As seen in Figure 3.4b, the imaginary part deviates from the desired profile. Finally, the profile is discretized into 50 cells, for a length of 50 mm.

Figure 3.4 A parabolic reflector was designed using the unit cell from Figure 3.3, having a focal length of 10 cm with forwards illumination. (a) HFSS simulation model of half of the structure, with symmetry in the $y - z$ plane, and a total of $2 \times 25$ cells; i.e., total length of 5 cm. (b) Desired and realized susceptibilities for reflecting a plane wave. (c) Comparison of the total field magnitude, using BEM (implementing the susceptibilities) and HFSS (full-wave), with an incident cylindrical wave originating from $r_s = (0\,\text{cm}, -10\,\text{cm})$. (d) Comparison of reflected fields at $z = -10\,\text{mm}$, forwards illumination. (e-f) Same as (c-d) but with an incident cylindrical wave originating from $r_s = (0\,\text{cm}, +10\,\text{cm})$

To check the accuracy of the susceptibility model for this finite non-uniform MS, I use an integral-equation simulator which implements the complete dipolar GSTCs [18]. Meanwhile, the structure is simulated in HFSS using the model in Figure 3.4a, where I leverage symmetry in the $y - z$ plane to reduce the size of the model by half. To be precise, a PMC boundary at the $y - z$ plane effectively reflects the structure and fields across this plane. The magnitude of the total fields are compared in Figure 3.4c, for a cylindrical wave originating from $r_s = (0\,\text{cm}, -10\,\text{cm})$, i.e., forwards illumination. We see a good match between the predicted total fields based on the non-uniform susceptibilities and the full-wave simulation, which takes orders of magnitude longer in time to simulate. Moreover, we see that the susceptibility model correctly models the diffraction around the edges of the finite surface, which is where "backward illumination" behavior is critical. The reflected fields at the $z = -10\,\text{mm}$ plane are plotted for closer examination in Figure 3.4d. While an ideal parabolic reflector would produce a uniform amplitude and phase, there are fluctuations, which may be explained by the finite size of the reflector and edge diffraction, and the fact that the unit cell had only a single parameter of control so that only $\Re(\chi_{ee}^{yy})$ was implemented. However, it is not our purpose to optimize the design, which would require a more complex unit cell with
loss, but rather to show the accuracy of the susceptibility model. To this end, we see an excellent match between BEM and HFSS.

Lastly to exemplify the two-sided GSTCs, in Figure 3.4e I repeat the simulations with a cylindrical wave originating from \( r_s = (0\, \text{cm}, 10\, \text{cm}) \), i.e., backward illumination. As expected, we observe a good match for the total fields, but the interference obscures the difference between the forwards and backwards illumination cases. By plotting the reflected fields alone (Figure 3.4e), we see that there is a curved phase, which is to be expected for a PEC sheet with an incident cylindrical wave. Thus, the PEC behavior with backwards illumination is correctly modeled and confirmed.

### 3.7 Conclusions & Future Work

While it is not obvious a priori, I have shown that it is possible to use the conventional two-sided GSTCs and the HK model for the surface susceptibilities to predict the fields scattered from a fully-reflective metasurface. The susceptibilities work for both forwards and backwards illumination, behaving as a PEC for the latter, which is important if the surface is finite such that the fields may interact with the reverse side. This may be surprising, the HK model defines the acting fields as the average of the fields on either side, but the two sides are in fact electrically isolated and independent. I have also shown the mapping of the geometrical and electrical properties of a dielectric slab (and a PEC sheet with a dielectric cover layer) to susceptibilities, showing the role of the normal and bi-anisotropic terms. These equivalent surface susceptibilities thus act as compact models for these practically volumetric structures and be easily integrated into variety of simulation platforms to enable an efficient computation of scattered field from finite-sized volumetric structure for a faster iterative design flow.

As future work, the cell geometry could be made more complex, such as adding a normal polarizability (e.g. vertical dipole on a ground plane), or polarization conversion. Then, is it still possible to have a surface susceptibility representation that works for both forwards and backwards illumination?
4.1 Introduction

Space-time modulated materials were studied in the context of parametric amplification [33, 34] in the 1950s, and have received renewed interest recently in the context of metamaterials. While static metamaterials have provided a plethora of wave manipulation devices [35, 36], they are typically limited by Lorentz reciprocity. While this can be overcome through the use of magneto-optic materials [37] or nonlinear materials [38], these methods require bulky implementations or provide weak non-reciprocity, respectively. For this reason, space-time modulated metamaterials have emerged as an appealing alternative: by modulating the constitutive parameters of a linear medium in space and time, it is possible to achieve strong reciprocity. This has been explored in 3-D bulk metamaterials [39, 40], 2-D MSs [41, 42, 43] and 1-D transmission lines [44, 45], with applications including isolators, circulators, and frequency mixers, and possibilities like using space-time diffraction patterns as channels for wireless communications [7] and non-reciprocal beam steering for full-duplex communications [8]. In experimental works, the surface properties have generally been manipulated using active components such as PIN diodes or varactors controlled by biasing circuitry with discrete states, which practically results in quantization error but nevertheless has demonstrated the practicality of the space-time approach [6, 46, 47]. Thus MSs, in particular, have recently gathered lot of attraction due to rich control over the scattered fields while offering practical simplicity. They are electromagnetically thin, consisting of a generally non-uniform array of sub-wavelength resonant particles.

To investigate into the properties of space-time modulated MSs, finite-difference time-domain (FDTD) techniques have recently been proposed to analyze a zero-thickness model of MSs [48, 49, 50], based on the generalized sheet transition conditions (GSTCs) [9]. In this zero-thickness model, the resonant behavior of the scattering particles is described in terms of tensorial surface susceptibility modelling of space-time modulated metasurfaces.
susceptibilities, $\chi$, accounting for both equivalent tangential and normal surface currents on the MS. Unlike frequency domain techniques that are typically used for static MSs like the finite-difference frequency-domain (FDFD) method \[51\] and the boundary element method (BEM) \[52\], FDTD lends itself naturally when the surface is time-varying, as demonstrated recently in \[53\]. However, if the modulation and incident field are periodic, then a steady-state will be achieved that is inefficient to compute with FDTD. In this case, an analytical approach would be desirable for efficiently computing the steady-state scattered fields; this can be done with the aid of Floquet’s theorem which states that the fields in a periodic environment have a complex phase shift across each period \[54\].\(^1\) Floquet’s theorem can be used to show that the fields can be expressed in the form of (Floquet) harmonics.

Several analytical approaches have recently been presented to model general space-time varying electromagnetic systems. For instance, methods to compute fields scattered from bulk dielectric slabs whose permittivity $\epsilon_r$ is periodically modulated in both space and time have been presented in \[7\] and \[55\]; these naturally involve a multiple interface problem, i.e. solving the Helmholtz wave equation. In these works, structures consist of dielectric interfaces only and no sub-wavelength resonating particles. While the explicit modelling of a finite thickness may seem to be a practical advantage, this is not appropriate for a MS where it has been shown that it is fundamentally incorrect and impractical to model a sheet of resonators with complex tensorial polarizabilities as an effective medium with a modulated effective permittivity and permeability \[10, 27\]. Such a structure is meanwhile naturally treated with surface susceptibilities in a single-interface problem using the GSTCs. If the structure is electromagnetically thin, the assumption of zero-thickness is a good approximation that yields a physical and tractable model that can take into account both normal and tangential surface polarization densities, along with bianisotropy. Consequently, calculations for a spatially-uniform time-varying MS are elegantly presented in \[53\], using a surface susceptibility model. It presents an analytical method to solve fields and polarization densities for the case of time modulation (1-D problem) while the general case of a 2D space-time varying surface is analyzed using FDTD. A more general treatment for space-time periodic surfaces was presented in \[42\], but this work was applicable for weak modulations. More recently, a method using a modulated electric surface conductivity was shown \[56\], but this does not allow for magnetic polarizability. In the same year, \[41\] presented another treatment using surface impedances, but these were taken to be frequency-independent, and thus do not take temporal dispersion into account. Moreover, none of these works explicitly considered the normal polarizabilities of the MSs, which are in general necessary to correctly model their angular scattering behavior.

Given MSs are constructed using sub-wavelength resonators which are inherently dispersive, their corresponding surface susceptibilities are naturally frequency-dependent. Moreover, quite often the surface is operated near resonance for maximal interaction of the waves with the surface. If the time modulation of the MS is slow compared to the incident field, it is reasonable to neglect

\(^1\)For readers with a background in crystal structure, Bloch’s theorem is mathematically the same \[11\].
the frequency dependence, since the generated frequencies will be close to the incident frequency. However, for modulation frequencies that are not negligible compared to the excitation frequency, incorporating MS dispersion in the space-time analysis is important for obtaining correct field solutions. Keeping causality of the surface in mind, the frequency-dependent surface susceptibility distribution may not be arbitrarily applied and must be chosen with care.

In this chapter, I model the surface as having zero thickness and rigorously take into account the temporal dispersion using physically-motivated Lorentzian profiles to describe the susceptibilities (both tangential and normal). The Lorentzian parameters (e.g. resonant frequency) are parametrized to emulate a space-time modulation of the MS. Combined with GSTCs, the Floquet harmonic amplitudes are computed by solving a set of linear equations. The proposed semi-analytical method thus efficiently computes the steady-state response of a general thin space-time modulated MS that is excited by a plane wave, whose surface susceptibilities are modulated with arbitrary periodicities in both space and time. This chapter focuses on the “diffraction regime” where the modulation is on a scale that is large enough to produce multiple propagating space and/or time harmonic plane waves (diffraction orders). I also show how the method can be extended to arbitrary excitations, such as Gaussian beams, by decomposing such fields into plane waves using Fourier decomposition. Furthermore, I demonstrate with a practical unit cell how a finite-thickness modulated MS is accurately and conveniently modelled with a zero-thickness sheet.

4.2 Background

Consider the problem in Fig. 4.1, where a MS placed at \( z = 0 \) acts as a scatterer, producing reflected and transmitted fields, \( E_r \) and \( E_t \), when a incident field \( E_i \) is present.

4.2.1 Linear Time Invariant (LTI) MSs

If there is no time modulation, the constitutive relations can be written in the frequency domain as given in (2.4), but with the frequency and spatial dependence explicitly denoted here:

\[
P(x, \omega) = \varepsilon_0 \overline{\chi}_{ee}(x, \omega) E_{av}(x, \omega) + \overline{\chi}_{em}(x, \omega) \sqrt{\mu_0 \varepsilon_0} H_{av}(x, \omega),
\]

\[
M(x, \omega) = \overline{\chi}_{mm}(x, \omega) H_{av}(x, \omega) + \overline{\chi}_{me}(x, \omega) \sqrt{\varepsilon_0 / \mu_0} E_{av}(x, \omega),
\]

The component of the susceptibility tensors \( \overline{\chi} \) normal to the surface are often zero or negligible. [57, 58], and are often discarded, for simplicity [14], especially in cases of field propagation normal to the surface. However, this is not the case in general when oblique wave incidence and

---

\[\text{Explicitly, I consider spatial modulations with a period greater than a wavelength and temporal modulations with a lower frequency than the incident field.}\]

\[\text{This is the “forwards illumination” case from Figure 2.2.}\]
4.2. Background

Figure 4.1 An illustration of scattering from from a space-time modulated MS with a spatial period \( L \), where a TE plane wave incident at an angle \( \theta_0 \) produces reflected and transmitted fields. Surface susceptibilities model the structure as having zero thickness \( d \), while the surface extends infinitely along \( x \) and \( y \).

general angular field scattering is considered. In this work, I will consider TE illumination as in Fig. 4.1, and include the normal susceptibility \( \chi_{zz}^{nm} \) in addition to \( \chi_{yy}^{nm} \) and \( \chi_{xx}^{ee} \), to demonstrate the generality of this approach. These terms are selected as they are the only ones involved for a reciprocal, polarization-maintaining MS with TE incidence in the \( xz \)-plane; this includes many practical surfaces of interest. The method is scalable to include other terms, such as those resulting in bianisotropy, \( \chi_{em} \) and \( \chi_{me} \). In the aforementioned TE case, after eliminating the bianisotropic terms in (4.1) it can be written in the time domain as [59, 60, 61]

\[
Q^y(x, t) = \int_{-\infty}^{\infty} \chi_{yy}^{nm}(x, \tau) E^y_{av}(x, t - \tau) d\tau \tag{4.2a}
\]

\[
M^{\{x,z\}}(x, t) = \int_{-\infty}^{\infty} \chi_{mm}^{xxzz}(x, \tau) H^{\{x,z\}}_{av}(x, t - \tau) d\tau \tag{4.2b}
\]

where the electric polarization has been normalized so \( Q^y = P^y/\varepsilon_0 \), for a more symmetric formulation. The averages of the fields at \( z = 0 \) are

\[
E^y_{av} = \frac{E^y_i + E^y_r + E^y_t}{2}, \tag{4.3a}
\]

\[
H^{\{x,z\}}_{av} = \frac{H^{\{x,z\}}_i + H^{\{x,z\}}_r + H^{\{x,z\}}_t}{2}. \tag{4.3b}
\]
In the time domain, the GSTCs from (2.3) become

\begin{align}
\hat{z} \times \Delta \mathbf{H}(x,t) &= \epsilon_0 \frac{dQ^\parallel(x,t)}{dt} - \hat{z} \times \nabla M^z, \\
\Delta \mathbf{E}(x,t) \times \hat{z} &= \mu_0 \frac{dM^\parallel(x,t)}{dt} - \nabla Q^z \times \hat{z},
\end{align}

(4.4a)

which in the TE case simplify to

\begin{align}
E_t^y - (E_r^y + E_i^y) &= \mu_0 \frac{dM^x(x,t)}{dt}, \\
H_x^t - (H_r^x + E_i^x) &= \epsilon_0 \frac{dQ^y(x,t)}{dt} - \frac{dM^z(x,t)}{dx}.
\end{align}

(4.5b)

Together, (4.2) and (4.5) are sufficient to uniquely solve for the fields and polarizations, given the susceptibilities and an incident field. The interest is in solving this problem, in the case that $\chi_{yy}$ and $\chi_{mm}^{\{xx,zz\}}$ are modulated in time in addition to space. Specifically, I will consider the form of the fields when the spatial variation is periodic (with spatial angular frequency $\beta_p = 2\pi/L$ as in Fig. 4.1) and the time variation is periodic (with “pumping” frequency $\omega_p = 2\pi/T$). The resulting fields will be described as a summation of infinite space-time harmonics, which I wish to determine, assuming a temporally dispersive MS.

### 4.2.2 Linear Time-Variant (LTV) MSs

I now consider how (4.2) generalizes for time-dependent susceptibilities. This convolution can be viewed as an input (field)-output (polarization) system, which is linear and time-invariant (LTI). A time-varying susceptibility on the other hand represents a linear time-variant (LTV) system, where the electric polarization density as an example can be written [61,62]

\[ Q^y(x,t) = \int_{-\infty}^{\infty} \chi_{ee}^{yy}(x,t,\tau) E_{av}^y(x, t-\tau) \, d\tau. \]

(4.6)

This is a generalized convolution, where the impulse response $\chi_{ee}^{yy}(x,t,\tau)$ gives the polarization observed at time $t$ due to an input field applied $\tau$ time units earlier (i.e. at $t-\tau$). It is worth emphasizing that although there is time variation, this should not be confused with a nonlinear system; $\chi_{ee}^{yy}$ does not depend on the magnitude of $E_{av}^y$.

In previous works where temporal dispersion is neglected, this implicitly means $\chi_{ee}^{yy}(x,t,\tau) = \chi_{ee}^{yy}(x,t)\delta(t-\tau)$. With such an assumption, and furthermore specifically for periodic modulations,

\[ \text{The system satisfies causality if } \chi_{ee}^{yy} = 0 \text{ for } \tau < 0; \text{ that is, there cannot be a response before the excitation. The same applies for (4.2). If the system is causal, the integration limits simplify to } \int_0^\infty d\tau \text{ [60].} \]
the susceptibilities can be expressed as a Fourier series:

\[
\chi^{\{xx,yy,zz\}}_{\{ee,mm\}}(x, t) = \sum_{r=-\infty}^{\infty} \sum_{s=-\infty}^{\infty} \tilde{\chi}^{\{xx,yy,zz\}}_{\{ee,mm\}}(r, s) e^{j(\omega_p t - r\beta_p x)}
\] (4.7)

with a tilde added to denote the frequency domain. This “temporally dispersionless” assumption may be acceptable when the static (non-modulated) susceptibility is a weak function of frequency, but this is not always the case. To consider more carefully, I use the Fourier transform of \(\chi^{yy}_{ee}(x, t, \tau)\) with respect to \(\tau\), so that (4.6) can be written for an arbitrary signal \(E_{av}^{y}(x, t)\) in an equivalent relation [61, 63]

\[
Q^{y}(x, t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \chi^{yy}_{ee}(x, t, \Omega) E_{av}^{y}(x, \Omega) e^{j\Omega t} d\Omega.
\] (4.8)

If the dependence of \(\chi^{yy}_{ee}\) on \(\Omega\) is weak, such as when operating far from any resonances, then it can be safe to assume \(\chi^{yy}_{ee}(x, t, \Omega) = \chi^{yy}_{ee}(x, t)\), or equivalently, \(\chi^{yy}_{ee}(x, t, \tau) = \chi^{yy}_{ee}(x, t) \delta(t - \tau)\). Alternatively, I observe that if the surface is time-invariant (no dependency on \(t\)), then neglecting the temporal dispersion is reasonable if \(E_{av}^{y}(x, \Omega)\) is monochromatic. However, even with a monochromatic incident field \(E_{i}^{y}\), introducing time-dependence of the susceptibility will result in \(Q^{y}(x, t)\) that is not monochromatic, and subsequently fields that are not monochromatic via (4.5). Thus, the frequency dispersion inherent to a static MS must in general be considered when time modulation is added, this being particularly critical near to resonances of the static susceptibility.

### 4.2.3 Lorentzian Susceptibilities

To model the temporal dispersion inherent to a static MS, a Lorentzian distribution provides a physically-motivated response that can be used to model MSs [48][54, pp. 317-318]. In the time-domain, this is a damped oscillator model that can be expressed as

\[
\begin{align*}
\left( [\zeta^{yy}_{ee}(x, t)]^2 + \frac{d^2}{dt^2} + \alpha^{yy}_{ee}(x, t) \frac{d}{dt} \right) Q^{y}(x, t) = [\xi^{yy}_{ee}(x, t)]^2 E_{av}^{y}(x, t), \\
\left( [\zeta^{xx,zz}_{mm}(x, t)]^2 + \frac{d^2}{dt^2} + \alpha^{xx,zz}_{mm}(x, t) \frac{d}{dt} \right) M^{x,z}(x, t) = [\xi^{xx,zz}_{mm}(x, t)]^2 H_{av}^{x,z}(x, t),
\end{align*}
\] (4.9a-b)

where \(\zeta\) is the resonant frequency of the oscillator, \(\alpha\) corresponds to damping (loss), and \(\xi\) is the plasma frequency, where their explicit space-time dependence is included, for generality. Notice that the resonator is driven by the average fields at the surface (4.3) as in the constitutive relation (4.6). I could solve the differential equations (4.9) to obtain the impulse response for use in (4.6) [63]. However, I will use (4.9) directly, which takes into account the temporally dispersive nature of the surface [39].
As mentioned above, all six parameters in (4.9) are time-variant in general for a time-varying surface. Since the Lorentzian parameters are periodic in space and time, they can be written as Fourier series. Using $\chi_{yy}^{ee}$ as an example,

$$\begin{align*}
\{[\phi_{yy}^{ee}(x,t)]^2, \phi_{yy}^{ee}(x,t), [\phi_{yy}^{ee}(x,t)]^2\} = \sum_{r=-\infty}^{\infty} \sum_{s=-\infty}^{\infty} \{\tilde{\phi}_{yy}^{ee}(r,s), \tilde{\phi}_{yy}^{ee}(r,s), \tilde{\phi}_{yy}^{ee}(r,s)\} e^{j(s\omega_p t - r\beta_p x)}
\end{align*}$$

(4.10)

Note that in general, several resonators governed by (4.9) may be required to have an accurate model of the MS, in which case responses of each of the resonators can be summed following the superposition principle, as the system is linear (e.g. $M^2 = M_1^2 + M_2^2 + \cdots$ where each $M_n^2$ is due to a resonator with unique parameters given by (4.10)). Also note that while I consider TE fields in our analysis to demonstrate the method, for conciseness and simplicity, it can be straightforwardly extended to TM fields as well.

4.3 Harmonic Expansion of Equations and Fields

As alluded, I express the fields as

$$\mathbf{E}_a(x,z,t) = \hat{y} \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} \tilde{E}_a(m,n) e^{j\Theta_{mn}} e^{\pm jk_z(m,n)z},$$

(4.11)

where $a = (i,r,t)$ for the incident, reflected, and transmitted fields, respectively, and where $\Theta_{mn} = [\omega(n)t - k_x(m)x]$. Only a single harmonic is present for the incident field, $(m, n) = (m_i, n_i)$, corresponding to a plane wave.

Floquet’s theorem prescribes that the transverse part of the wavevector ($k_z$) takes on discrete values determined by spatial periodicity, and the normal component ($k_z$) then follows from having a total magnitude $k(n)$:

$$k_z(m) = k_0 \sin \theta_0 + m\beta_p, m \in \text{integers},$$

(4.12a)

$$k_z(m,n) = \sqrt{k^2(n) - k_x^2(m,n)},$$

(4.12b)

This idea can be extended for the time harmonics, where the frequency can also only change by multiples of the pumping frequency, and the wavenumber changes accordingly:

$$\omega(n) = \omega_0 + n\omega_p, n \in \text{integers},$$

(4.12c)

$$k(n) = k_0 + \frac{n\omega_p}{\omega_0} = k_0 \left(1 + n\frac{\omega_p}{\omega_0}\right).$$

(4.12d)

\footnote{It is important to note that the squares of the resonant and plasma frequencies in (4.9) are Fourier-decomposed.}

\footnote{The sign on $\pm jk_{x,m,n}z$ is (−) for incident and transmitted harmonics and (+) for reflected harmonics.}
Note that this allows for harmonics with negative frequencies, as well as potentially a dc “harmonic” if \( \omega_0 \) is an integer multiple of \( \omega_p \). The harmonics with \( \omega(n) < 0 \) are not a cause for alarm, as \( k(n) < 0 \) for these harmonics and so the direction of propagation is physical (e.g. still \(+z\) in the transmission region). The special case of \( \omega(n) = 0 \) is more questionable, but in the results, I show that this peculiarity also poses no problem.

The angles of scattering for the harmonics are found from \( \sin[\theta(m, n)] = k_x(m)/k(n) \), using (4.12a) and (4.12d), which yields

\[
\sin[\theta(m, n)] = \left( \frac{\sin \theta_0 + m \beta_p / k_0}{1 + n \omega_p / \omega_0} \right). \tag{4.13}
\]

where \( \theta_0 = \theta(0, 0) \) is the angle of the fundamental harmonic. Each harmonic \((m, n)\) represents either an oblique propagating plane wave \((k_z \in \mathbb{R})\) or a surface wave \((k_z \in \mathbb{I})\), as illustrated in Fig. 4.2, where the real parts of the corresponding wavevectors are plotted. Using (4.12d), I plot circles with constant \(k(n)\) (and \(\omega(n)\)), while (4.12a) yields the horizontal lines that represent the allowed values \(k_x(m)\) (which is always purely real). The intersection of the circles and lines represents possible \textit{propagating} space-time harmonics, also called diffraction orders. \textit{Surface waves} on the other hand lie on the vertical axis and not necessarily on a \(k(n)\) circle.

Finally, the magnetic field can also be expanded,

\[
\mathbf{H}_a(x, z, t) = \frac{1}{\eta_0} \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} \left( \frac{k_x(m)}{k(n)} \hat{z} + \frac{k_z(m,n)}{k(n)} \hat{x} \right) \times \hat{E}_a(m, n) e^{j \theta_{mn}} e^{\pm jk_z(m,n)x}, \tag{4.14}
\]
along with the polarization densities, which are

\[ Q^y(x, t) = \sum_{m = -\infty}^{\infty} \sum_{n = -\infty}^{\infty} \tilde{Q}^y(m, n) e^{j\Theta_{mn}}, \] (4.15a)

\[ M^{x,z}(x, t) = \sum_{m = -\infty}^{\infty} \sum_{n = -\infty}^{\infty} \tilde{M}^{x,z}(m, n) e^{j\Theta_{mn}}. \] (4.15b)

### 4.4 Matrix Formulation

There are five sets of unknown harmonic amplitudes, \( \tilde{E}_t, \tilde{E}_r, \tilde{Q}^y, \tilde{M}^x, \) and \( \tilde{M}^z, \) for the TE illumination in consideration. To write out the formulation compactly and for ease of software implementation, each of these is written as an (initially infinite) column vector using a bijective (one-to-one) mapping \( q \mapsto \{m(q), n(q)\}. \) That is, each value of \( q \) corresponds to a unique \((m, n)\) harmonic, with transmission coefficients from (4.11) written

\[ \tilde{E}_t = [\cdots, \tilde{E}_t(q-1), \tilde{E}_t(q_0), \tilde{E}_t(q_1), \cdots]^T \] (4.16)

and likewise for \( \tilde{E}_r, \tilde{Q}_y, \tilde{M}_x, \) and \( \tilde{M}_z. \) For example, consider a simple case with with \( M = 1 \) and \( N = 1. \) Then, the spatial indices are \( m \in [-1, 0, 1] \) while the temporal indices are \( n \in [-1, 0, 1], \) for a total of 9 space-time harmonics. Note that this few harmonics would generally be insufficient for an accurate solution, but is selected merely to show the matrices explicitly. The mapping \( q \mapsto [m(q), n(q)] \) is arbitrary but needs to be bijective. For example, one could use Table 4.1. For this example, each of the five column vectors (4.16) of unknown field and polarization densities has 9 entries.

<table>
<thead>
<tr>
<th>Table 4.1 Example ( q \mapsto [m(q), n(q)] ) Mapping</th>
</tr>
</thead>
<tbody>
<tr>
<td>( q )</td>
</tr>
<tr>
<td>( m(q) )</td>
</tr>
<tr>
<td>( n(q) )</td>
</tr>
</tbody>
</table>

### 4.4.1 Lorentzian Formulation

I define matrices with the diagonal terms given by \( \Omega(q, q) = \omega(n(q)), \) and \( \mathbb{K}(q, q) = k(n(q)), \)
\( \mathbb{K}_x(q, q) = k_x(m(q)), \) and \( \mathbb{K}_z(q, q) = k_z(m(q), n(q)). \) Now substituting the field expansions (4.11),
(4.14), and (4.15) into the constitutive relations (4.9), I find three sets of equations\footnote{\emph{a}\circled{b} is the Hadamard (element-wise) power, while \emph{a} \circ \emph{b} is Hadamard division.}

\begin{align*}
(Z_y^y - \Omega^{\circ, 2} + j \mathcal{A}_y^y(\Omega)) \dot{Q}_y &= \frac{1}{2} \mathcal{X}_y^y (\tilde{E}_r + \tilde{E}_l + \tilde{E}_i) \tag{4.17a} \\
(Z_m^x - \Omega^{\circ, 2} + j \mathcal{A}_m^x(\Omega)) \dot{M}_x &= \frac{1}{2\eta_0} \mathcal{X}_m^x (\mathcal{K}_x \odot \mathcal{K})(\tilde{E}_r - \tilde{E}_l - \tilde{E}_i) \tag{4.17b} \\
(Z_m^z - \Omega^{\circ, 2} + j \mathcal{A}_m^z(\Omega)) \dot{M}_z &= \frac{1}{2\eta_0} \mathcal{X}_m^z (\mathcal{K}_x \odot \mathcal{K})(\tilde{E}_r + \tilde{E}_l + \tilde{E}_i) \tag{4.17c}
\end{align*}

where \(\tilde{E}_i\) contains zeros except for the incident harmonic \(\tilde{E}_i(m_i, n_i) = E_0\) (in our results, I use \(E_0 = 1\) V/m). The matrices \(Z, \mathcal{A}, \text{ and } \mathcal{X}\) depend on the Lorentzian parameters from (4.10), and have the element in row \(m\) and column \(n\) given by

\[
\{Z, \mathcal{A}, \mathcal{X}\}_{\{x,y,z\}}^{\{ee,mm\}} (q_1, q_2) = \{\tilde{\zeta}, \tilde{\alpha}, \tilde{\zeta}\}_{\{ee,mm\}} [m(q_1) - m(q_2), n(q_1) - n(q_2)]
\]

Continuing the example from Table 4.1, each of the matrices from (4.17) are 9 × 9 matrices, e.g.

\[
Z_y^y = \begin{bmatrix}
\tilde{\zeta}_{ee}^{yy}(0, 0) & \tilde{\zeta}_{ee}^{yy}(m(0) - m(1), n(0) - n(1)) & \ldots & \tilde{\zeta}_{ee}^{yy}(m(0) - m(8), n(0) - n(8)) \\
\tilde{\zeta}_{ee}^{yy}(m(1) - m(0), n(1) - n(0)) & \tilde{\zeta}_{ee}^{yy}(0, 0) & \ldots & \tilde{\zeta}_{ee}^{yy}(m(1) - m(8), n(1) - n(8)) \\
\vdots & \vdots & \ddots & \vdots \\
\tilde{\zeta}_{ee}^{yy}(m(8) - m(0), n(8) - n(0)) & \tilde{\zeta}_{ee}^{yy}(m(8) - m(1), n(8) - n(1)) & \ldots & \tilde{\zeta}_{ee}^{yy}(0, 0)
\end{bmatrix}
\]

In the absence of modulation, these matrices are diagonal, and so the space-time harmonics corresponding to different rows/columns in (4.17a-c) are uncoupled. When space or time modulation is introduced, they couple to each other. Either way, these equations account for temporal dispersion inherent to a non-modulated surface.

Next, the expansions of the fields and polarization densities are substituted into the GSTC equations (4.5):

\begin{align*}
j \mu_0 \omega \dot{M}_x &= \tilde{E}_l - \tilde{E}_r - \tilde{E}_i \tag{4.17d} \\
ja_0 \omega \dot{Q}_y - j \mathcal{K}_z \dot{M}_z &= \frac{1}{\eta_0} (\mathcal{K}_z \odot \mathcal{K})(-\tilde{E}_r - \tilde{E}_l + \tilde{E}_i) \tag{4.17e}
\end{align*}

Together, (4.17a-e) provide five sets of equations to solve for the unknown fields and polarization densities, given \(\tilde{E}_i\). However, each of these sets contains infinite equations, which can be truncated to \(m \in [-M, M]\) and \(n \in [-N, N]\) to make the problem numerically tractable. This leaves \((2M + 1)\) spatial harmonics to solve for, each of which has \((2N + 1)\) temporal harmonics. The truncation assumes that the selected number of harmonics is sufficient, and this assumption must be verified.
after computation in the form of a series convergence. Nevertheless, each of the \((2M+1) \times (2N+1)\) field and polarization harmonics can be determined.

### 4.4.2 “Dispersionless” Formulation

If the temporal dispersion of the static susceptibilities is ignored, using (4.7) in the constitutive relations provides three alternative sets of equations, which replace (4.17a-c). These are

\[
\tilde{Q}_y = \frac{1}{2} C_e^y (\tilde{E}_r + \tilde{E}_t + \tilde{E}_i) \\
\tilde{M}_x = \frac{1}{2 \eta_0} C_m^x (K_z \otimes K)(\tilde{E}_r - \tilde{E}_t - \tilde{E}_i) \\
\tilde{M}_z = \frac{1}{2 \eta_0} C_m^z (K_x \otimes K)(\tilde{E}_r + \tilde{E}_t + \tilde{E}_i)
\]

with

\[
\mathbb{C}_{\{e,m\}}^{\{x,y,z\}}(q_1, q_2) = \chi_{\{ee,mm\}} \left[ m(q_1) - m(q_2), n(q_1) - n(q_2) \right].
\]

### 4.4.3 Extension to an Arbitrary Incident Field

The method presented in Sections 4.4.1 and 4.4.2 allow solving the scattering due to a plane wave excitation at an angle \(\theta_0\), but can also be extended to arbitrary excitations, such as a single Gaussian beam (spatial distribution) or a Gaussian pulse (temporal shape). Let us denote the arbitrary incident field as \(E_{i,tot}^y(x, z, t)\). The MS responds to the field at \(z = 0\), where I can decompose \(E_{i,tot}^y\) into plane waves, using a Fourier transform,

\[
E_{i,pq}^y = \frac{1}{(2\pi)^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E_{i,tot}^y(x, 0, t)e^{-j(p\omega_0t - qk_{xs}x)} \, dx \, d\omega,
\]

which is densely sampled (small \(\omega_0\) and \(k_{xs}\)) to yield a good approximation of the finite signal. Following this, (4.17) (with possible modification from (4.18)) can be solved for each of the plane waves with \(\omega_0 = p\omega_s, \theta_0 = \sin^{-1}(qk_{xs}c_0/\omega_0)\), and \(E_0 = E_{i,pq}^y\) yielding \(E_{a,pq}(x, z, t)\). These are simply summed to produce the scattered fields:

\[
E_{a,tot}(x, z, t) \approx \sum_{p,q} E_{a,pq}(x, z, t)
\]

where a = (t, r). Of course, the 2D Fourier transform (4.20) can be simplified to a 1D transform if the input signal is monochromatic or spatially uniform.
4.5 Results

To demonstrate the proposed method, I consider three cases of periodically modulated surfaces: space-only modulation ($\omega_p = 0$), time-only modulation ($\beta_p = 0$), and general space-time modulation ($\omega_p \neq 0, \beta_p \neq 0$).

4.5.1 Space-Only Modulation

First, I consider a spatial modulation of the electric and magnetic resonant frequencies, $\zeta_{ee}^{yy}$ and $\zeta_{mm}^{xx}$, of a surface with only tangential susceptibilities (from [50]), using a sawtooth profile (Fig. 4.3a-b). The system of equations (4.17) is solved for a normally-incident plane wave with $M = 100$ and $N = 0$, for a total of 201 harmonics, producing the magnitude plotted in Fig. 4.3c. Since the scattered fields are monochromatic, a frequency domain simulator can be used to verify the Floquet result; a finite-difference frequency-domain (FDFD) simulation was run, producing a field magnitude in agreement with the Floquet solution (Fig. 4.3d).

![Diagram showing modulation and total field](image-url)

Figure 4.3 A plane wave with $\omega_0 = 2\pi(230 \text{THz})$ is normally incident on a MS where the Lorentzian resonant frequencies are spatially modulated as $\zeta_{ee,mm}^{yy,xx}(x) = \zeta_{ee,mm}^{yy,xx}[1 + \Delta_{ee,mm}\text{sawtooth}(\beta_p x)]$, with the modulation plotted in (a) and the $\zeta$ harmonics in (b). The total field $|E|$ over one period $0 < x < L$ is shown in (c) and (d). The fields are observed along planes at $z = \pm \lambda/5$ (dashed lines) in (e) and (f). Taking a Fourier transform produces the scattered harmonic spectra plotted in (g) and (h), where the incident harmonic has been subtracted from the total field. The parameters of the modulation are $\Delta_{ee,mm} = 0.2$ and $\beta_p = k_0/10$, and the Lorentzian susceptibilities have nominal values $\zeta_{ee,mm}^{yy,xx} = 2\pi(230 \text{THz})$, $\xi_{ee,mm} = 2\pi(215 \text{THz})$, $\xi_{ee,mm}^{yy} = 301 \times 10^9 \text{rad/s}$ and $\alpha_{ee,mm}^{yy} = \alpha_{ee,mm}^{yy} = 7.54 \times 10^{12} \text{s}^{-1}$ as in [50].

---

\(^8\) (4.17) also provides the amplitudes $Q^p(m, n), M^p(m, n), \text{and } M^p(m, n)$, but usually it is the fields that are of interest and which are presented here.
For a closer examination, the fields at observation planes at \( z = \pm \lambda/5 \) are plotted in Fig. 4.3e-f. Starting with 50 divisions per wavelength, the FDFD results are seen to converge to the Floquet result as the grid is made more dense (150 div./\( \lambda_0 \)). The denser grid took 14 minutes to solve for FDFD, while the Floquet method took 0.9 s to compute the harmonic amplitudes, and then 7.9 s to calculate the fields on the same grid as for FDFD.\(^{11}\) Of course, the spacing of the grid does not affect the accuracy of the Floquet method which only depends on the number of harmonics. Next, a Fourier transform at the observation planes provides the harmonic amplitudes (Fig.4.3g-h) with good agreement for both propagating harmonics (\(|k_x| < k_0\)) and evanescent harmonics (\(|k_x| > k_0\)), albeit the latter being small in this case. Note that even though \( \theta_0 = 0^\circ \), the scattering primarily occurs towards \(+x\) with \( k_x \geq 0 \) harmonics being dominant, which can be expected for this surface which imparts an asymmetric phase variation \([64]\).

Next, Fig. 4.4 shows an example of a Gaussian beam incident on a surface with a cosine modulation profile. In this case, the angle of incidence is \( \theta_0 = 10^\circ \), and the surface is designed so that the \( m = 1 \) harmonic is scattered normally (\( \beta_p = k_0/5.76 \) from (4.13)). I use a beam waist of 5\( \lambda \) and decompose the field using (4.20) into 17 plane waves (found to be sufficient in representing the spatial Gaussian profile). After computing the fields for each of these plane waves and summing the total fields, the Floquet method shows good agreement with the FDFD result. The slight discrepancy between the two methods becomes smaller as the number of harmonics is increased for the Floquet method, and the FDFD mesh is made more dense.

![Figure 4.4 A Gaussian beam with waist 5\( \lambda \) and amplitude \( E_g \) is incident at \( \theta_0 = 10^\circ \) onto a modulated surface with \( \zeta(x,y) = \zeta' + \Delta \cos(\beta x) \) with \( \beta_p = k_0/5.76 \) and \( \Delta = 0.2 \). The total field magnitude is plotted in (a) using the Floquet method (with \( M = 100 \)) and (b) using the FDFD method (with 100 div./\( \lambda \)). (c) shows a comparison of the scattered harmonic spectra at observation planes at \( z = \pm \lambda/5 \). The nominal parameters are the same as in Fig. 4.3.](image)

While these two examples used somewhat arbitrarily chosen parameters for the sake of demonstrating the method, let us consider next a practical implementation of a spatially-modulated MS, consisting of split metallic loops on a polyimide film (Fig. 4.5a). This provides an opportunity to test the applicability of the method for a structure with finite thickness. The loops are loaded with metal-insulator-metal (MIM) capacitors, and exhibit a strong magnetic resonance (\( \chi_{zz} \)) which can be tuned around 10 GHz by varying the side length \( l \) of the capacitors, as shown in Fig. 4.5b. The

\(^{11}\)These benchmarks are performed using a laptop computer with a 2.6 GHz 6-core processor, using MATLAB.
susceptibilities were extracted for different lengths $l$ using full-wave HFSS simulations of the unit cells with periodic boundary conditions and using plane-wave incidence at two different angles as prescribed in [12], also revealing a small $\chi^{yy}_{ee}$ in addition to $\chi^{zz}_{mm}$. By curve-fitting, the Lorentzian parameters were extracted as a function of $l$, which provided a look-up table when this parameter was modulated with a period consisting of 20 cells. Varying the parameter $l$ results in a change of all three parameters (resonant frequency, plasma frequency, and loss), taken into account in the proposed method. A full-wave HFSS simulation of the complete modulated surface was performed, taking 6 hours, while the Floquet computation by itself required 1.3 s using $M = 100$, on the same desktop computer. For a fair comparison, note that the extraction procedure takes about 1.5 hours for three different $l$ values, which in this case is found to be sufficient to capture the smooth variation of the Lorentzian parameters with $l$. Thus, the Floquet method is still faster including this one-time computation cost of extraction. More importantly, the primary benefit of the Floquet method would be that once the extraction is complete, any arbitrary modulation can be rapidly computed on-demand, while a time-intensive full-wave simulation of new physical structure is needed otherwise.

The HFSS fields (Fig. 4.5c) show a rapid variation close to the surface; this is due to the HFSS model
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capturing the unit cell in detail, and therefore the fields varying strongly within the unit cell. The surface characterization using susceptibilities does not capture this as it is a homogenization that predicts the average fields over the scale length of a unit-cell, also called the “macroscopic” fields in the literature [10]. It does this accurately, with nearly perfect agreement when considering the harmonic spectra in Fig. 4.5-e-f. This example thus clearly demonstrates that the zero-thickness sheet model with space-varying Lorentzian parameters goes beyond just a theoretical analogue of a practical MS, and in fact represents an efficient and an accurate field analysis tool.

4.5.2 Time-Only Modulation

Now, I turn to the temporal modulation of the MS. Since the surface is uniform and the incident field is a normal plane wave, this reduces to a 1D problem. To validate the Floquet solution, I used a FDTD technique where the susceptibility is time-variant [49], and ran the simulation until a steady-state was achieved. Then, a Fourier transform provided the time harmonics that were generated. Fig. 4.6 shows the time-domain waveforms obtained using the Floquet and FDTD methods, for an example of a weak modulation (cosine profile with $\Delta_{e,m} = 0.2$), where the waveforms are recorded once the steady-state is reached in FDTD. In this case, the incident field at $\omega_0 = 2\pi(130 \text{THz})$ is far away from the resonances (i.e. 215 THz and 230 THz) so it might be assumed that the static temporal dispersion may possibly be neglected. The waveform using the “dispersionless” method (4.18) is plotted, showing slight agreement but nevertheless deviating significantly from the Lorentzian Floquet (4.17a-c) and the baseline FDTD results (Fig. 4.7a), which themselves are nearly identical.

Operating so far away from resonance produces insignificant scattering in this case, but this result is included to demonstrate that the “dispersionless” method works only if the susceptibility has a
weak frequency-dependence, generally requiring operation away from resonances. This naturally means weaker interaction of the incident fields with the MSs resulting in small scattered fields. Next, the incident frequency is shifted to 230 THz, in which case the “dispersionless” method completely fails and is thus not plotted. However, the Lorentzian Floquet method shows agreement with an FDTD simulation. The latter took 3.1 s while the Floquet method took 1.3 s to calculate the harmonic amplitudes followed by 0.5 s to calculate the fields, and so for a simple 1D case, both methods were quick and neither was clearly faster.

Finally, I consider a stronger modulation ($\Delta_{v,m} = 0.5$) while also increasing the pumping frequency to $\omega_p = \omega_0/2$. In this case, harmonics at negative frequencies are excited in the Floquet solution (“raw harmonics” in Fig. 4.7c). By taking a Fourier transform of the time-domain Floquet waveform (orange diamonds), these can be “flipped” to positive frequencies; in this case, they combine with positive frequency harmonics because $\omega_p$ is an integer multiple of $\omega_0$. However, even with this taken into account, there is a discrepancy that is observed with the FDTD result.

To determine which result is more accurate, consider the equations they should satisfy, i.e. (4.5) and (4.9). I can numerically compute the derivatives $dQ_y/dt$ and $d^2Q_y/dt^2$ using the time domain waveforms of FDTD and Floquet methods and substitute into (4.9a) to find a new expression $E_{2y}^{\prime}$. Similarly, (4.5a) yields a new expression $\Delta E_y^{\prime}$. Finally, I solve

$$E_{y}^{\prime} -(E_{r}^{\prime} + E_{i}^{\prime}) = \Delta E_{y}^{\prime},$$

(4.22a)

$$\frac{1}{2}(E_{y}^{\prime} + E_{r}^{\prime} + E_{i}^{\prime}) = E_{2y}^{\prime},$$

(4.22b)

to find new values $E_{r}^{\prime}$ and $E_{i}^{\prime}$. If the solution is exact, then I should have $E_{r}^{\prime} = E_{r}$ and $E_{i}^{\prime} = E_{i}$.

I carry out this procedure for both the Floquet and FDTD methods, with the discrepancy $|E_r - E_r^{\prime}|$ shown in Fig. 4.8. While the FDTD discrepancy changes slowly as time-stepping becomes more fine, the Floquet solution shows convergence as the number of harmonics increases. The lack of improvement in the FDTD result may be due to the computational challenges of the system, which is essentially two coupled resonators, and there may be alternative FDTD implementations which work better. Compared to this FDTD implementation, the Floquet solution has a much smaller discrepancy, indicating that it is the more accurate solution among the two, of the original field equations.

Also, see that for both methods, the DC electric field harmonics at $\omega(n) = 0$ are zero (the magnetic field, not shown, is likewise zero). From a physical perspective, a DC $H$ field (or $E$ field) difference can be generated across a boundary due to a static electric current (magnetic current), with the well-known boundary condition derived from Ampere’s law (Faraday’s law) [54, p. 76]. In the right hand side of (4.5), this corresponds to polarizations that are linearly changing over time, which is in contradiction with a periodic solution. Mathematically, this manifests itself in (4.17d), which requires $\vec{E}_r(m, n) - \vec{E}_r(m, n) = 0$ for $\omega(n) = 0$, while (4.17e) requires $\vec{E}_r(m, n) + \vec{E}_r(m, n) = 0$. The solution, of course, is that the DC fields are zero.
Figure 4.7 Shows three cases of uniform MSs that are time-modulated with $\zeta^{(yy,xx)}(t) = \zeta^{(yy,xx)}(t) [1 + \Delta_{e,m} \cos(\omega_p t)]$. In each of the three cases (a-c), the incident field frequency and modulation parameters are varied. In (b), the Floquet solution produces negative frequency harmonics, which can be “folded” into the positive frequency components, producing the half-sided spectrum in orange diamonds. The form of the modulation is the same as in Fig 4.6.
4.5. Results

Figure 4.8 To examine the discrepancy between the FDTD and Floquet results in Fig. 4.7c, the consistency of the solutions was considered. The FDTD discrepancy is larger than the discrepancy of the Floquet result, while the latter improves as the number of harmonics \((2N + 1)\) is increased.

4.5.3 Space-Time Modulation

Finally, consider the general case of space-time modulation. Here, it is convenient to use generalized S-parameters [65] to describe the system, where each harmonic in the transmission and reflection regions can be considered a port, for a total of \(2(2N+1)(2M+1)\) when the fundamental harmonic \((m, n) = (0, 0)\) is normally incident.\(^{12}\)

I will label the reflection parameter

\[
R_{m_1n_1}^{m_2n_2} = \frac{\tilde{E}_r(m_2, n_2)}{\tilde{E}_i(m_1, n_1)} \bigg|_{(m_i,n_i)=(-m_1,n_1)} \tag{4.23a}
\]

which is measured by evaluating (4.17) with the harmonic \((m_i, n_i) = (-m_1, n_1)\) excited\(^{13}\) with a plane wave and the \((m_2, n_2)\) port probed. That is, this represents the scattering from port \((m_1, n_1)\) to \((m_2, n_2)\), with \(m\) as a spatial index and \(n\) as a frequency index that can be used in (4.13) and (4.12c) to find the direction and frequency, respectively. Similarly, the transmission parameter is

\[
T_{m_1n_1}^{m_2n_2} = \frac{\tilde{E}_t(m_2, n_2)}{\tilde{E}_i(m_1, n_1)} \bigg|_{(m_i,n_i)=(-m_1,n_1)} \tag{4.23b}
\]

With this convention, Fig. 4.9 shows a case where the space and time dependencies are decoupled, and the modulation resembles a standing wave. Each pixel represents an S-parameter with port \((m_1, n_1) = (1, 0)\) excited in (a) and \((-1, 0)\) excited in (b). One primary interest is whether or not this represents a reciprocal system. One way to approach this is to evaluate if \(R_{m_1n_1}^{m_2n_2} = R_{m_2n_2}^{m_1n_1}\) and \(T_{m_1n_1}^{m_2n_2} = T_{m_2n_2}^{m_1n_1}\) for all ports combinations [65]. For example, see that \(|T_{1,0}^{-1,0}| = |T_{-1,0}^{-1,0}| = 0.20\) from Fig. 4.9, so these ports are reciprocal.

Alternatively, I can consider the Onsager-Casimir relations, which place conditions on the constitutive relations of LTV systems for reciprocity [65, 66]. In the case at hand, these require \(\chi_{\{g_y,xz\}}\chi_{\{e_y,mm\}}(v_p) = \)

---

\(^{12}\)This also happens if the fundamental is at \(\theta_0 = \sin^{-1}(m_\beta_p)\) with some integer \(m\). Otherwise, there will in general be twice as many ports because of a lack of symmetry across the \(z\)-axis with the incident and reflected field propagation directions.

\(^{13}\)I set \(m_i = -m_1\) so that the incident \((m_i)\) and reflected \((m_2)\) wavevectors are parallel, but opposite in direction. Thus, they correspond to the same port in space and frequency.
4.5. Results

Figure 4.9 Reciprocal space-time modulation where $\chi_{\{\text{ee,mm}\}}^{\{yy,xx\}}(x, t) = \chi_{\{\text{ee,mm}\}}^{\{yy,xx\}}[1 + \Delta_{\omega,m} \cos(\omega t) \cos(\beta_p x)]$ and space and time dependencies are decoupled, with different ports $(m_1, n_1)$ excited in (a) and (b). Each pixel represents a space-time harmonic, calculated using the Floquet method. For both cases, a plane wave is incident with $f_0 = 230$ THz, $\Delta_{\omega,m} = 0.2$, $\omega_p = \omega_0/10$, and $\beta_p = k_0/5.76$ so that the first space harmonic is at $\theta(1, 0) = 10^\circ$. The nominal parameters are the same as in Fig. 4.3.

$\chi_{\{\text{ee,mm}\}}^{\{yy,xx\}}(-v_p)$ in order for the system to be reciprocal, where the susceptibilities are a function of $v_p$, which is the velocity of the modulation. Hence, the modulated parameter must also be identical when the direction of modulation is reversed. This is indeed the case for the standing wave modulation, which can be written as the sum of two waves travelling in opposite directions, where switching this sign of velocity is inconsequential ($\chi_{\{\text{ee,mm}\}}^{\{yy,xx\}}(x, t, v_p) = \chi_{\{\text{ee,mm}\}}^{\{yy,xx\}}(x, t, -v_p)$). This can be intuitively understood as follows: the surface “appears” the same to an incident wave regardless of which side of the surface it approaches from.

To break reciprocity, I consider a case where the space and time modulations are coupled in the form of a wave travelling along the surface in the $+x$ direction. The S-parameters are in Fig. 4.10, where in (a), I see that exciting the $(1, 0)$ port I observe an up-converted transmitted harmonic at $(0, 1)$ with $|T_{1,0}^{0,1}| = 0.47$. Exciting this port in hand, I find $|T_{1,0}^{1,0}| \approx 0$! (Instead port $(-1, 0)$ is excited.) Thus the system is non-reciprocal. Of course, the Onsager-Casimir relations are not satisfied in this case, since the direction of modulation is critical.

Extending the analysis from a plane wave to a more general incident field, and at the same time visually demonstrating the non-reciprocity, Fig. 4.10c-d show the total fields at several harmonic frequencies when a Gaussian beam is launched at the MS in the same two experiments. In the first case (c), a beam incident on the $(1, 0)$ port ($10^\circ$ at $1.0\omega_0$) has a normally transmitted harmonic that is up-converted $(1.1\omega_0)$, corresponding to port $(0, 1)$. If I in turn excite this port in (d), i.e.
4.6 Conclusions & Future Work

A rigorous semi-analytical Floquet analysis has been presented for a zero-thickness space-time modulated MS using GSTCs to model and determine the strengths of the new harmonic components of the scattered fields. I have accounted for the dispersion inherent to the static MS using physically-motivated Lorentzian susceptibilities, with parameters that are modulated in space and time. To correctly account for the angular scattering of the MSs, both tangential and normal surface susceptibilities have been considered with their respective modulations. The Lorentzian parameters (ζ, α, and ω) can take on arbitrary periodic profiles in space and time, for both the electric and magnetic susceptibilities. The validity of the method has been established with comparison to FDFD simulations for pure-space modulation and FDTD simulations for pure-time modulation. Moreover, taking a practical MS with finite thickness as an example, the validity and the practical usefulness of the zero-thickness dispersive sheet model has been further established. In addition, it has been further demonstrated that a dispersion-less formulation in cases of temporal modulation, especially when the MS is operated near its resonance, is a gross approximation. Including

Figure 4.10 Non-reciprocal space-time modulated MS where \( r^{(xy,xx)}_{\text{ee,mm}}(x, t) = \zeta^{(xy,xx)}_{\text{ee,mm}}[1 + \Delta_{\text{ee,mm}} \cos(\omega_0 t - \beta_{\text{ee,mm}} x)] \) and space and time dependencies are coupled. The harmonic amplitudes are plotted in (a) and (b) with different ports excited. In (c) and (d) the total fields at given frequencies, when the incident field is a Gaussian beam with a waist 5λ₀ [\( \omega_0 = 2\pi(230 \text{ THz}) \)]. Aside from the form of the modulation, the parameters are the same as in Fig. 4.9.

with an incident beam at 1.1ω₀ and 0°, I do not find a transmitted harmonic in the direction of the first incident beam at ω₀. This harmonic at 1.0ω₀ is instead directed at an angle −10°, clearly demonstrating the nonreciprocal nature of the surface.
dispersion effects of the static (non-modulated) susceptibility, as has been done in this work, is thus critical for correct calculation of the scattered fields. Finally, two cases of space time modulation were presented: a standing wave perturbation which was found to be reciprocal and a traveling wave perturbation that breaks Lorentz reciprocity.

The method was presented for TE-polarized fields propagating in the $x - z$ plane. Future work could include extending the approach to arbitrary polarization and propagation. Another direction for future work could be the realization of a unit cell which has temporal modulation at a frequency comparable to the incident field. Nevertheless, the proposed method is fast, simple, and versatile, and is expected to be a useful tool for designing general periodic and non-reciprocal MSs.
MSs are generally designed with a combination of simulations and models such as equivalent circuits or surface susceptibilities. These allow the designer to quickly calculate the scattered electric fields, given an incident field. Following fabrication, there are multiple approaches to the characterization of the MS, depending on the quantities which are desired. If the scattered far-fields are desired, an angular scan can be performed in an anechoic chamber. On the other hand, if the complex electric field distribution next to the metasurface is desired, it can be probed using a near-field (NF) scanning system. Complementary to the theory presented in Chapters 2-4, this final chapter is a experimental demonstration of the Floquet method, using a NF system which was developed as a contribution of this thesis. While the method has been shown to be accurate through extensive comparison to alternative simulations (FDFD, FDTD, BEM, and full-wave HFSS), here I show a practical implementation of a simple metasurface, and the measurement of the near-fields.

The structure of this chapter is as follows. Section 5.1 provides an introduction to MS NF measurements, and is followed by a description of the system which was developed, in Section 5.2. Section 5.3 presents a simple modulated metasurface which was fabricated and measured, with the results compared to the Floquet method. While a single fixed transmitting horn antenna was used for the presented results in Section 5.3, Section 5.4 shows how it is possible to reconstruct arbitrary field incident fields using straight-forward but novel technique. Finally, conclusions are presented in Section 5.5.

5.1 Introduction

A typical NF scanning system is schematically depicted in Fig. 5.1a [67]. In the context of MSs, such a system works by illuminating the MS with an incident field $E_i(x, z)$ generated with a fixed antenna (Tx) with its aperture placed at $(x_{ap}, z_{ap})$. The transmitted fields next to the MS, $E_t(x, z)$,
are probed with a waveguide probe antenna (Rx) which can perform a scan along a line, plane, or volume and record the field at a collection of points \((x_{Rx}, z_{Rx})\). With this setup, it is not possible to probe the reflected fields. Absorbing material is installed to prevent unwanted reflections for an accurate characterization of the MS, and can also be installed adjacent to the surface to eliminate diffraction around the edges, as depicted in Fig. 5.1a. An example of such a system—the one developed as a contribution of this thesis for the Metamaterials and Antennas Research Squad (MARS) at Carleton University—is in Fig. 5.1b, operating from 26.5 GHz to 40 GHz with Eravent antenna models SAR-2013-28-S2 and SAP-28-R2 for Tx and Rx, respectively. Compared to the standard far-field characterization, the prime benefit of a near-field system is its compact size and capability of measuring the detailed complex transmittance of the surface. The near-fields nevertheless can be used to compute the far-fields using standard near-to-far-field transformation procedures, if they are desired [67].

An important caveat must be noted. The analysis presented in Chapter 4 considers invariance along the \(y\)-axis; i.e. a 2-D problem. Meanwhile, the measurement system is inherently 3-D, and so the 2-D analysis does not strictly apply. For rigorous modelling, the Floquet methodology would need to be extended to include spatial harmonics along \(y\), and full 3-D HFSS simulations would be significantly more computationally expensive. However, if the MS which is uniform along the \(y\)-axis while the horn produces a 3-D incident field, a 2-D approximation can be useful if the fields are measured in the \(x - z\) plane, with the illuminating horn also placed at this plane of reflection symmetry, as will be demonstrated in this chapter.

Figure 5.1 Near-field system for transmissive metasurface characterization.
5.2 Development of a Custom NF System

5.2.1 System Overview

The automated measurement of near fields requires two tasks to be performed:

1. Measurement of S-parameters of two ports, connected to the Tx and Rx antennas, with a vector network analyzer (VNA).

2. Movement of the Rx probe antenna along the $x$, $y$, and $z$ axes, while stopping at precise discrete points, where the S-parameters are recorded, with a digital motion controller (DMC).

The VNA used is a Keysight 8722ES (50 MHz to 40 GHz), with a low-noise amplifier (LNA), Ervavent model SBL-2034433040-2F2F-S1, placed before port 2 to stay within the dynamic range of the VNA. Meanwhile, the DMC which was used is model DMC4163 from Galil. This is connected to four stepper motors, assigned to the three axes.

The VNA and DMC are controlled with custom Python code running on a PC, which automates the measurements and is connected to the VNA and DMC with USB (Figure 5.2). For the mechanical frame and moving stage, a re-purposed CNC machine was used, shown in Figure 5.3. It has magnetic end-stop sensors on each axis, which allow for precise calibration of the position.

![Figure 5.2 A block diagram of the developed NF system.](image)
5.2. Development of a Custom NF System

(a) CNC Frame Axes

(b) \( x \)-axis end-stop mechanism

Figure 5.3 The CNC frame allows for scanning along three axes, controlled by stepper motors, while end-stop sensors allow for precise calibration of the position.

5.2.2 Alignment

When performing measurements, it is critical to align the antennas and MS as precisely as possible. To this end, a 3-plane laser was used, shown in Figure 5.4a. The alignment was performed relative to the CNC frame, placing the Tx antenna, Rx antenna, and midpoint of the metasurface, on the same \( x - z \) plane. Furthermore, the Tx antenna is mounted on a tripod with a custom 3D-printed piece (5.4b), which has bubble levels to help with alignment, along with another laser.

(a) Alignment

(b) Positioning of Fixed Tx Antenna

Figure 5.4 Alignment of the antennas and MS, primarily using a 3-plane laser.
5.2.3 Graphical User Interface (GUI)

Finally, the custom Python software automates the measurements. I created a user-friendly graphical user interface (GUI), shown in Figure 5.5, which allows for configuring the VNA and DMC, and monitoring automated measurements as they run. When a measurement is complete, it is possible to export a CSV file which contains the S-parameters at each spatial coordinate and frequency configured. These can be then post-processed, e.g. with MATLAB.

Figure 5.5 Shows the three tabs in the custom Python GUI used to run automated NF scans.

5.3 Fabrication and Measurement of a Periodic Ka-Band MS

To experimentally demonstrate the Floquet method (Chapter 4), two simple metasurfaces were fabricated, analyzed, and measured using the developed NF system. The designed surfaces do not serve any particular application, but nevertheless provide an opportunity to demonstrate the measurement system. In keeping with the orientation of fields in Chapter 4, the fabricated metasurfaces are designed and analyzed for TE-polarized fields propagating in the $x-z$ plane.

5.3.1 Unit Cell Design

A simple unit cell was designed to support tangential electric and magnetic polarization densities, i.e. $\chi^{yy}_{ee}$ and $\chi^{xx}_{mm}$, shown in Figure 5.6a. Two identical dogbone-shaped copper dipoles (1/2 ounce copper) are placed on two sides of a thin Rogers RO3010 substrate having a high permittivity. One may expect a $y$-polarized electric dipole supported by *symmetric* currents flowing in the $\hat{y}$ direction (producing $\chi^{yy}_{ee}$). By “symmetric”, I mean symmetry in the $x-y$ plane, such that the currents have the same direction on each dipole. On the other hand, a $x$-directed magnetic dipole ($\chi^{xx}_{mm}$) is produced with *anti-symmetric* currents as shown in Figure 5.6b.

Through iterative HFSS simulations of the unit cell, it was optimized to have a magnetic resonance in the Ka-band (around 30 GHz), with the possibility of tuning using the length of the dogbones, $l$. The extracted susceptibilities are shown in Figure 5.6c for three different values of $l$, with the mag-
ngetic resonance clearly visible as a Lorentzian profile of $\chi_{mm}^{xx}$. The cell is deeply sub-wavelength (1.5 mm = $\lambda_0/6.66$ at 30 GHz where $\lambda_0 = 10$ mm), and is limited by fabrication tolerances which were considered when iteratively designing the dogbone dimensions. The thickness is also deeply sub-wavelength, with an effective thickness $\sqrt{\epsilon_r d} = 0.43$ mm.

While Figure 5.6c shows the susceptibilities at three different values of $l$, the extraction was performed with a more dense sampling of $l$, at the design frequency of 30 GHz, to produce the look-up graph in Figure 5.6d. This could subsequently be used to determine the susceptibility at a given value of $l$, for a periodic MS where $l$ is modulated.

![Copper dipole](top layer) Copper dipole (bottom layer) (a) Unit cell

![Depiction of magnetic dipole](b) Depiction of magnetic dipole

![Susceptibilities, with different $l$](c) Susceptibilities, with different $l$

![Susceptibilities, at 30 GHz](d) Susceptibilities, at 30 GHz

Figure 5.6 A two-layer metasurface was designed to have a magnetic resonance in the Ka-band. (a) Unit cell with identical metal dog-bones on either side of a Rogers RO3010 substrate ($\epsilon_r = 11.2, \tan \delta = 0.0022$). (b) Depiction of formation of $x$-directed magnetic dipole ($M_x$), with antisymmetric $y$-directed surface currents on opposite dipoles ($\pm J_{x,y}$). (c) Extracted susceptibilities for three different values of $l$. (d) Susceptibilities for extractions at all $l$ values, at the design frequency.

### 5.3.2 Periodic MS Design

Two different periodic modulations of $l$ were considered. As the developed Floquet method assumes uniformity in the $y$-direction, the modulation is in the $x$-direction.

1. A “square wave” modulation where $l$ alternates between $l = 0.3$ mm and $l = 0.95$ mm, as shown in Figure 5.7b

2. A “triangle wave” modulation where $l$ varies linearly between throughs and peaks at $l = 0.5$ mm and $l = 1.2$ mm, respectively, as shown in Figure 5.8b

These plots show the profile of $l$ over a single period (45 mm), which was selected arbitrarily and consists of 30 unit cells. The continuous profile (solid line) of $l$ was discretized (black points) for the realization using the designed unit cell. The fabricated metasurface for the “square wave”
modulation is shown in Figure 5.7a, and it has finite dimensions $L_x = 180$ mm (4 periods) and $L_y = 127.5$ mm (85 cells). The fabricated metasurface for the “triangle wave” modulation has the same dimensions and is shown in Figure 5.8a.

For these modulations, the respective susceptibilities were found from Figure 5.6d, producing the susceptibility profiles in Figures 5.7c and 5.8c.

Figure 5.7 A MS was fabricated using a periodic “square wave” modulation of $l$. (a) Fabricated MS. (b) Profile of $l$ over a single period. (c) Profile of susceptibilities over a single period.

Figure 5.8 A MS was fabricated using a periodic “triangle wave” modulation of $l$. (a) Fabricated MS. (b) Profile of $l$ over a single period. (c) Profile of susceptibilities over a single period.
5.3.3 Measurement

The NF measurements were carried out as depicted in Figure 5.1a, with the metasurface at $z = 0$ and the horn aperture at $x_{ap} = 0$ and roughly $z_{ap} \approx -35 \text{ cm}$ with $\theta = 0^\circ$. The exact position of the horn was not critical, since the actual incident field was measured and considered in the following prediction of the transmitted field, using the Floquet method. Thus, the measurements consisted of two steps:

1. The incident field was measured at $z = 0$ with a 1D scan along $x$. For this measurement, the MS is not present so the incident field $E_i$ was directly measured.

2. Without disturbing the horn antenna, the MS was installed and the transmitted fields $E_t$ were measured in the $x - z$ plane with a 2D scan.

In doing these measurements, there were no calibrations or corrections applied to the VNA; it was essentially used as a source and power meter.

First, the incident fields from Step #1 are shown in Figure 5.9, after normalization, and probed at intervals of $\Delta x = 2 \text{ mm}$ (black points). As expected for a normally-oriented horn, the pattern is nearly symmetrical and can be modelled as a Gaussian beam [68].\(^1\) There is some noise in the measured points, and I have fitted a Gaussian profile (red line) for use in the Floquet analysis (and for a BEM simulation). The plotted red line is in fact the summation of the plane wave expansion of the Gaussian profile, using the method from Section 4.4.3, which allows the Floquet method to be applied for this aperiodic incident field.

![Figure 5.9 Incident field.](image)

Next, the 2D measured transmitted fields for the square-wave modulation are in Figure 5.10a. The field probing intervals were $\Delta x = 2 \text{ mm}$ and $\Delta z = 4.8 \text{ mm}$, for the $x$ and $z$ directions, respectively. The plotted fields are scaled by the same factor as for in the incident fields in Figure 5.9; that is, the two plots are consistent.

\(^{1}\)This is discussed in Section 5.4.1
The transmitted fields were also predicted using the Floquet method and BEM, and also shown in Figure 5.10a. These show very good agreement, and reasonable agreement with the measurements. The fields are also plotted at an observation plane at $z = 20\,\text{mm}$ in Figure 5.10b, with reasonable agreement for the phase as well. It is worth reiterating that no magnitude or phase normalizations have been performed to achieve this agreement, other than setting the peak amplitude of the incident field to $1\,\text{V/m}$ in Figure 5.9.

However, there is clearly some error between the predicted fields (Floquet/BEM) and the measured fields. In particular, it appears that the measured fields “smooth out” the peaks of the predicted fields. There are three main sources of error, which can account for this. Firstly, the Rx waveguide probe antenna has a finite width of $9.1\,\text{mm}$ in the $x$-direction, which is expected to produce an averaging of the fields. Secondly, no compensation has been performed for the Rx antenna, which may have coupling to the MS, which disturbs its behaviour. Lastly, the analysis is 2-D, while the measurements in fact are 3-D even though the MS is approximately uniform in the $y$-direction. That is, the fields generated by the horn antenna are 3-D Gaussian beams rather that 2-D Gaussian beams, which propagate differently. Nevertheless, even with these approximations, there is reasonable agreement for this demonstration of the NF system.

---

2The waveguide probe, Eravent model SAP-28-R2, was selected as a standard available model.
Next, the MS with triangular modulation was measured and analyzed in a similar fashion with the results in Figure 5.11. The same incident field was used (i.e. the Tx antenna was not disturbed). Since the modulation is smooth in this case, we might expect that the aforementioned Rx probe averaging might have less effect in the agreement between the Floquet analysis and the measurements. This is in fact the case, and better agreement is observed in the amplitude in Figure 5.11b, while the phase has very good agreement.
It is quickly apparent that the system in Figure 5.1a does not provide much flexibility for controlling the incident field. The designer is limited to using the specific Tx antennas which are available to them, and configuring the orientation and position of the Tx antenna. This is dominantly due to expensive horn antennas used in these systems in practice, where usage of multiple Tx antennas is not always possible and is not cost-effective. Thus, it may be that it is not possible to experimentally produce the exact incident fields that were used in simulation, and for which the MS is originally designed. For example, consider a MS that was designed for a normally incident plane wave. Using a rectangular horn antenna for illumination, it is not possible to produce an ideal plane wave, with both uniform phase and amplitude, as I will show. While it is possible to approximate a plane wave by moving the horn antenna far away from the MS, this comes at the expense of losing much of the incident power, affecting the signal-to-noise ratio and introducing undesired effects due to non-uniform phase distribution across the MS. One approach which has been taken specifically to generate a flat phase is the use of a lens placed between the illuminating
horn and the MS [69, 70, 58]. This is based on the quasi-optical approximation of the field generated by the horn being a Gaussian beam [68]. In this case, the system can be analyzed within the framework of paraxial optics which can be used to design a lens which produces a beam waist (and hence a constant phase) at the location of the MS [71]. However, the typical spot-size generated using this lensed system is small, of the order of few centimeters for a typical Ka-band system, for instance, which is not sufficient to characterize larger sized MSs (typically several tens of wavelengths), beyond which the phase flatness is significantly degraded. This greatly limits the physical area that can be field scanned. In addition, a quasi-optical approach of modeling the horn field as a Gaussian beam reveals the inherent trade-off present – as the phase and the amplitude uniformity cannot be optimized at the same time. One can form this conclusion directly from the formulation for the Gaussian beam which has a uniform phase profile at the waist where the spot size is smallest and the magnitude variation sharpest.

In this section, I propose a novel technique based on just a single Tx antenna, which does not require additional components such as lenses, and provides flexibility in shaping the incident field including a flat uniform phase across a large physical area. The method involves multiple separate experiments with different incident and scattered fields, which are subsequently combined using superposition to produce the desired incident and scattered fields. The application of the superposition principle assumes a linear system, which is the case for most MSs, including both linear time-invariant (LTI) and linear time-variant (LTV) MSs (non-linear MSs are notably excepted). I will numerically demonstrate the method using an integral equation (IE) simulator [18], while the same procedure can be carried out in a laboratory setting.

First in Section 5.4.1, I show how the field generated by a rectangular horn can be modelled as a Gaussian beam, which provides a convenient analytical model. Using this model, in Section 5.4.2 I show how a particular incident field—I use an example of a normally-incident plane wave—can be generated by the fields from multiple horns in different configurations. Finally, in Section 5.4.3 I apply this incident field to a MS which has been designed for a normally-incident plane wave, showing that it produces the correct scattered field while illumination with a single horn does not.

### 5.4.1 Practical Metasurface Illumination

I will consider the incident fields generated by the Eravant model SAR-2013-28-S2 rectangular horn antenna, which functions in the 26.5 GHz to 40 GHz band. Fig. 5.12a shows the electric field profile in the H plane (x − z plane), simulated using the full-wave Ansys HFSS simulator at $f = 30$ GHz (simulation model inset in top right). For the simulation, the aperture of the horn is placed at $(x_{ap}, z_{ap}) = (0, 0)$. I see that the horn produces curved phase-fronts, with the fields plotted along an observation line at $z = 40$ cm in Fig. 5.12c for closer examination. There is significant curvature of the phase: along the observation line at a distance of $x = 7.5$ cm from the peak, the phase has decreased by $230^\circ$ while the amplitude has reduced to 72%. This is a significant deviation from a flat phase front of a uniform plane-wave, for instance, which is typically used in various MS
designs.

![Graphs showing comparison between full-wave horn simulation (HFSS) and Gaussian beam approximation.](image)

Figure 5.12 The Eravant SAR-2013-28-S2 horn antenna was simulated using HFSS, and is well-approximated using a Gaussian beam having the parameters \( w_0 = 1.00 \text{ mm}, x_{bw} = 0 \text{ cm}, \) and \( z_{bw} = -4.14 \text{ cm}. \)

For the method I will present, in order to generate desired incident fields using a specific horn antenna fields, it is useful to prepare an approximate analytical form for the field generated by the horn. One possibility is using a Gaussian beam, which has been called quasi-optical \([68]\). A Gaussian beam is a solution to the paraxial-wave equation, which assumes a slowly-varying amplitude in the direction of propagation. In the \( H \)-plane \( (y = 0) \), a Gaussian beam with TE polarization has the form \([72]\)

\[
E(x, z) = A \frac{w_0}{w(z')} \exp \left[ -\frac{(x')^2}{w^2(z')} - jkz' + \frac{-jk(x')^2}{2 \left( z' + \frac{z_R}{z'} \right)} - j \arctan \left( \frac{z'}{z_R} \right) \right] \hat{y} \quad (5.1)
\]

where \( w(z') = w_0 \sqrt{1 + (z')^2 / z_R^2} \) is the radius of the beam spot (at which the amplitude is \( A/e \)), \( w_0 \) is beam waist, \( z_R = \pi w_0^2 / \lambda \) is known as the Raleigh length, \( k = 2\pi / \lambda \, \), and \( \lambda \) is the wavelength. Furthermore,

\[
\begin{bmatrix} x' \\ z' \end{bmatrix} = \begin{bmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{bmatrix} \begin{bmatrix} x - x_{bw} \\ z - z_{bw} \end{bmatrix} \quad (5.2)
\]

allows for displacing beam waist \((x_{bw}, z_{bw})\) and rotating the beam by an angle \( \theta \) about the beam waist.

To determine appropriate parameters to model the horn using (5.1), a numerical fitting was performed, from which it was found that \( w_0 = 1.00 \text{ mm} \) and \( z_{bw} = z_{ap} - 4.14 \text{ cm} \) (obviously, \( x_{bw} = 0 \text{ cm} \)). In other words, the beam waist is 4.14 cm \textit{behind} the aperture of the horn. The correspond-
ing field is plotted in Fig. 5.12b, showing a good match to the horn field and substantiating the quasi-optical approach. From Fig. 5.12c, I note a discrepancy past $|x| > 13.5$ cm. This error could be reduced by including higher-order Hermite-Gaussian modes in the model [72]. Alternatively, it is also possible to use a circular horn instead of a rectangular one, as the former provides greater coupling to the fundamental Gaussian mode [70, 68]. However, the accuracy within the noted region for the rectangular horn is sufficient for our demonstration. Thus, a Gaussian beam provides a simple, yet accurate model for the horn, which will be used to construct desired incident fields.

### 5.4.2 Construction of an Arbitrary Incident Field

To generate an arbitrary incident field, I can use a superposition of the fields generated by the horn for $N$ different configurations of the horn, corresponding to $N$ near field scans to be performed. In each of these experiments, the position of the beam waist $(x_{bw,n}, z_{bw,n})$ and rotation $\theta_n$ can be adjusted, producing a different incident $E_{i,n}$ field and corresponding transmitted field $E_{t,n}$. With the surface representing a linear time-invariant (LTI) system, the fields can be superimposed with arbitrary complex weights $A_n$ to produce the fields

$$E_{a}(\{p_n\}, x, z) = \sum_{n=1}^{N} A_n E_{a,n}(p_n, x, z)$$

with $a = (i, t)$, $p_n = \{x_{bw,n}, z_{bw,n}, \theta_n, A_n\}$ corresponding to a configuration of the horn, and $\{p_n\}$ ($n = [1, N]$) being the set of configurations. Experimentally, this can be realized by performing a near-field scan $N$ times with the given horn orientations, and subsequently numerically post-processing to find the total fields (incident or transmitted).

Now, the question is: how to select $\{p_n\}$ such that $E_i$ is the desired incident field at the plane of the MS, which I take to be at $z = z_{ms}$ perpendicular to the $z$ axis? It has been shown in the literature that certain fields can be rigorously expanded as Gaussian beams. For example, in [73] a method is presented for expanding a plane wave into a set of Gaussian beams. I will however use numerical optimization using a genetic algorithm. Along with simplicity, this also allows an arbitrary incident field $E_i(x, z_{ms})$ to be approximated, using an appropriate cost function.

To carry out the optimization, the cost function can be defined as

$$\text{cost}(\{p_n\}) = \left[ \frac{1}{\Delta x} \int_{x_0}^{x_0+\Delta x} \left| E_i(\{p_n\}, x, z_{ms}) - E_{i,spec}(x, z_{ms}) \right|^2 dx \right]^{1/2}$$

where the error from the desired field $E_{i,spec}(x, z_{ms})$ is integrated over the region of interest where the MS is to be placed, $x = [x_0, x_0 + \Delta x]$. Note that this ensures both the amplitude and phase are as desired.

As an example, I will generate $\{p_n\}$ such that the desired field has a flat phase and amplitude over $x = [-7.5 \text{ cm}, 7.5 \text{ cm}]$; i.e, a plane wave. I will set $\theta_n = 0^\circ$, $z_{ms} = 0 \text{ cm}$ and $z_{ap,n} = -40 \text{ cm}$ (i.e.
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In addition, the positions, $x_{bw,n}$, are set at uniform intervals, resembling an antenna array. This leaves $A_n$ as parameters for the optimization, which was performed using a genetic algorithm in MATLAB. Using $N = 8$, I am able to produce the incident field in Fig. 5.13, using the parameters in Table 5.1. The amplitude has less than 4% amplitude error and $20^\circ$ phase error over the specified 15 cm span. If a better approximation is required, the number of configurations $N$ can be increased, at the cost of more near-field scans to complete. Note that while this field uses $N = 8$ horn configurations, only four need to be experimentally performed if the MS is also symmetrical.

![Figure 5.13 An incident field $E_0(\{p_n\}, x, z)$ generated with the superposition of $N = 8$ illuminations, with the objective of uniform amplitude and phase (i.e. normally incident plane wave) over $|x| < 7.5$ cm.](image)

Table 5.1 Optimized horn configurations for uniform amplitude and phase over $|x| < 7.5$ cm, using $N = 8$ illuminations.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$x_{ap,n}$ (cm)</th>
<th>$A_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1, 2</td>
<td>$\pm 7.50$</td>
<td>$2.39e^{-j0.63}$</td>
</tr>
<tr>
<td>3, 4</td>
<td>$\pm 5.36$</td>
<td>$5.79e^{-j0.20}$</td>
</tr>
<tr>
<td>5, 6</td>
<td>$\pm 3.21$</td>
<td>$6.90e^{j0.40}$</td>
</tr>
<tr>
<td>7, 8</td>
<td>$\pm 1.07$</td>
<td>$3.72e^{j0.45}$</td>
</tr>
</tbody>
</table>

5.4.3 Example: A Parabolic Surface

To demonstrate the utility of the plane wave approximation using superposition, I numerically consider the measurement of a MS synthesized for a practical field transformation. The surface is first designed with the assumption of plane wave incidence; I choose to characterize the required MS in terms of surface susceptibilities. Subsequently, I use the synthesized susceptibilities in the integral equation (IE) simulator in [18], with incident fields corresponding to (1) the ideal fields used for the design, (2) a single horn antenna, and (3) the superposition of horn fields determined in Section 5.4.2.
Firstly, I will design the MS to focus a normally incident plane wave to a focal point $r_f = (x_f, z_f)$ i.e. a flat focusing lens in transmission. I desire the transmitted field to be a cylindrical wave, given at the point $r = (x, z)$ by

$$E_{t,y}(r) = E_0 \frac{H_0^{(1)}(k|r - r_f|)}{H_0^{(1)}(k|r_f|)}$$

$$H_{t,x}(r) = E_0 \frac{j(z - z_f)H_1^{(1)}(k|r - r_f|)}{\eta|r|H_0^{(1)}(k|r_f|)}$$

$$H_{t,z}(r) = -E_0 \frac{j(x - x_f)H_1^{(1)}(k|r - r_f|)}{\eta|r|H_0^{(1)}(k|r_f|)}$$

where $H_0^{(1)}$ are Hankel functions of the first kind, representing inward propagating cylindrical waves, and the fields have been scaled such that $E_{t,y}(0,0) = E_0$. Meanwhile, the incident field is a normally incident plane wave normalized such that $E_{i,y}(x,0) = E_0$ and $H_{i,x} = -E_0/\eta$, and furthermore I desire there to be no reflection, i.e. a matched lens. For this field transformation, suitable susceptibilities are [74]

$$\chi_{yy}^{ee}(x) = -\frac{j}{\pi \epsilon_f} \left( \frac{H_{t,x}(x,0) - H_{i,x}(x,0)}{E_{t,y}(x,0) + E_{i,y}(x,0)} \right)$$

$$\chi_{xx}^{mm}(x) = -\frac{j}{\pi \mu_f} \left( \frac{E_{t,y}(x,0) - E_{i,y}(x,0)}{H_{t,x}(x,0) + H_{i,x}(x,0)} \right)$$

Fig. 5.14a shows these synthesized susceptibilities at $f = 30$ GHz, with $(x_f, z_f) = (0 \text{ cm}, 10 \text{ cm})$. Note that $\Re \{ \chi_{yy}^{ee}(x) \} < 0$ and $\Re \{ \chi_{xx}^{mm}(x) \} < 0$, which indicates that the required MS is passive.

Figure 5.14 A focusing MS was designed and then illuminated with three different incident fields in (b-d).
Next, the MS is illuminated using a field having $|E_1| \approx 1$ and $\angle E = 0^\circ$; i.e., what the MS was designed for. (More precisely, a Gaussian beam with $w_0 = 15 \text{ cm}$ and beam waist at $z = 0$ is used, with negligible error compared to a plane wave over the length of the MS.) This is shown in Fig. 5.14b, where a focal spot at $z = 10 \text{ cm}$ is observed, as ideally desired. This indicates that susceptibilities in Fig. 5.14a were correctly selected.

However, this illumination is naturally very different from the illumination of a practical horn antenna and thus not possible to achieve in practice. The large phase curvature of the horn antenna by itself is expected to generate significantly different scattered fields as compared to the original MS designed for normally incident plane-wave, as horn fields contain large angular spectrum. To see this more clearly, if the surface is illuminated with the horn from Section 5.4.1, I observe the fields in Fig. 5.14c. Clearly, the focal spot has shifted by several centimeters, which is a significant deviation relative to the wavelength ($\lambda = 1 \text{ cm}$ at 30 GHz). Observing this result experimentally might be (erroneously) interpreted as an indication that the MS was not designed correctly. However, as I have noted, the horn does not produce the appropriate field for characterizing the MS. This illustration thus highlights the importance of correctly choosing the Tx antenna in the measurement stages for accurate surface characterization.

Next, consider the set of $N = 8$ horn configurations from Table 5.1. After superimposing the total fields, the results in Fig. 5.14d is achieved, where the focal spot is now once again observed at $z = 10 \text{ cm}$, as desired. Thus, the proposed procedure provides a good approximation of the desired incident field in this case. While I only considered $A_n$ and $r_{bw,n}$ in the optimization for this specific example, it is naturally possible to include $z_{bw,n}$ and $\theta_n$ as well, for potentially more flexibility. Furthermore, it is possible to change the desired field objective in (5.4) for other fields which are not necessarily plane waves.

### 5.5 Conclusions & Future Work

A NF measurement system was developed, which is capable of automated measurements of the transmitted fields of a MS, from 26.5 GHz to 40 GHz. This is expected to be a valuable tool for future research of the Metamaterials and Antennas Research Group at Carleton University. Furthermore, a straightforward but novel technique was proposed for reconstructing arbitrary incident fields for NF measurements, using a single Tx antenna in multiple separate measurements.

The preliminary measurements shown in this chapter do not account for the presence of the Rx probe antenna, and future work includes compensating for this, or modelling it. Furthermore, the incident field reconstruction method has not yet been experimentally demonstrated, and remains another interesting direction to explore.
Chapter 6

SUMMARY AND FUTURE WORK

6.1 Key Conclusions

This thesis presents a fast and semi-analytical formulation for calculating the scattering from a space-time modulated MS, along with consideration of applicability of the susceptibilities that can be used with it, and experimental methods for characterizing MSs that are fabricated. Firstly, a surface susceptibility model was developed for fully-reflective MSs, using the conventional two-sided GSTCs and the HK model for the susceptibilities. The susceptibilities work for both forwards and backwards illumination, behaving as a PEC for the latter, which is important if the surface is finite such that the fields may interact with the reverse side. The bi-anisotropic components play a crucial role in the asymmetric scattering with no transmission. Secondly, a fast and semi-analytical method for calculating the scattered field from a space-time modulated MS was developed. For rigor, the frequency dispersion of the MS is modelled using susceptibilities having Lorentzian frequency profiles, and this was demonstrated to be necessary for accurate modelling, with comparison to FDTD simulations. The method was verified for time-only, space-only, and space-time modulations. In the case of time modulation, frequency generation and non-reciprocity were observed. Lastly, the development of a Ka-band NF measurement system was presented. The system is capable of automated measurements of the transmitted fields of a MS, from 26.5 GHz to 40 GHz. This is expected to be a valuable tool for future research of the Metamaterials and Antennas Research Squad at Carleton University. Furthermore, a straightforward but novel technique was proposed for reconstructing arbitrary incident fields for NF measurements, using a single Tx antenna in multiple separate measurements. Together, these contributions form important parts of a methodology for designing, modelling, and experimentally measuring space-time modulated metasurfaces.
6.2 Future Work

Future research on the topics discussed in this thesis could potentially involve the following topics:

1. Chapter 3: An extraction was shown for a unit cell having a tangential electric dipole on top of a ground plane with a dielectric cover layer. As future work, the cell geometry could be made more complex, such as adding a normal polarizability (e.g. vertical dipole on a ground plane), or polarization conversion. Then, is it still possible to have a surface susceptibility representation that works for both forwards and backwards illumination?

2. Chapter 4: The method was presented for TE-polarized fields propagating in the $x - z$ plane, for simplicity. Future work could include extending the approach to arbitrary polarization and propagation. Another direction for future work could be the realization of a unit cell which has temporal modulation at a frequency comparable to the incident field. This would allow frequency mixing resulting in significant frequency conversion.

3. Chapter 5: The preliminary measurements shown in this chapter do not account for the presence of the Rx probe antenna. Compensation for the probe has been considered in other works [67], and this should be included as a post-processing step after using the NF system. Furthermore, the incident field reconstruction method has not yet been experimentally demonstrated, and remains another interesting direction to explore.


