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Abstract

The grid file is a symmetric, dynamic and multidimensional data organization scheme which guarantees two disk accesses to locate a record. It is efficient in processing range queries with respect to all the attributes. It can be used as an efficient physical storage scheme for relational and spatial databases. Unfortunately, it exhibits some drawbacks that do not have trivial solutions. First, the use of the conventional array mapping function for the directory requires reorganizing the directory storage at each expansion step. This causes performance degradation in real-time applications. Second, the growth of the directory appears to be non-linear for uniform distributions, i.e., $O(N^\zeta)$, where $\zeta = 1 + (d - 1)/(d \times b + 1)$, $N$ is the number of records, $d$ is the number of attributes and $b$ is the page capacity. When data distribution is heavily non-uniform, the growth of the directory is exponential in the number of pages. Third, arbitrary deletions sometimes generate deadlocked empty regions that are impossible to eliminate as they occur. This thesis offers solutions for resolving these limitations. First the one level extendible directory grid file is presented to avoid reorganizing the directory at each expansion step. Second to offset the exponential growth of the directory, a multilevel grid file is proposed. The deadlock problem is resolved by applying a merging policy of reversing the splitting operation. We describe their design concepts, data organization and algorithms in this thesis. Some experimental results that justify our design are also given. Finally, we discuss how the grid file system stores spatial objects and efficiently performs the traditional relational join operation.
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Chapter 1

Introduction

The interest in various fields of data processing continues to seek the development of new multidimensional data organizations and access mechanisms. For example, the physical organization of database systems and new applications, such as computer aided design and geographic information system, require data organizations that provide multikey access to records. Multidimensional data organizations are characterized by the following properties:

1. Each record is identified by multiple independent keys and the domain of each key is large and linearly ordered.

2. All keys should be treated symmetrically, i.e., the multidimensional data organization does not favor the primary key at the expense of secondary keys. Therefore queries that involve different keys are processed with equal efficiency.

3. The data is dynamic in the sense that new records are constantly being inserted, deleted and modified. The data organization should be able to store multidimensional data to preserve some order while the database grows and shrinks.

With these characteristics in mind, we focus on the following desirable goals of multidimensional data organizations.
1. Good storage utilization of data page.

2. Good storage utilization of index page. The index should be significantly smaller than the actual data stored. We use the \textit{fan out} to identify the property of data organizations. The \textit{fan out} is defined as the ratio of the number of index entries to the number of data pages. A low \textit{fan out} is expected.

3. Fast exact match search.

4. Good clustering on all keys so that reasonable fast range searches can be achieved.

5. Simple insertion and deletion algorithms -- gradual incremental growth and shrinkage of the data space.

These guiding principles should hold for all data distributions, for all insertion orders and for all query patterns.

In a traditional database, one or more secondary indices or a specialized form of hashing function are used when the queries are allowed on multiple keys. This method suffers from inherent redundancy because access to a record via more than one key involves multiple indices with associated update overheads. This comes as no surprise, since most of the one dimensional organizations depend on a total ordering of the single key value, but natural total orders of multidimensional data do not exist.

There is a selection of data organization methods available for managing multidimensional data. These include the \textit{Hashing Method} \cite{3,10,12,14,20,22,25,27,31} and the \textit{Tree Structured Method} \cite{1,2,7,8,23,24,33,36}. These two classes, however, have a common geometric perspective of the file.

Consider that in a file $F = (r_1, r_2, \ldots, r_N)$ of $N$ records, each record $r_i = (k_0, k_1, \ldots, k_{d-1})$ is defined by $d$ attribute values. There may be some associated
attribute information corresponding to each record. This is omitted in the subsequent discussion. A geometric interpretation of a file $F$ is as a set of points in a $d$ dimensional space. Each attribute corresponds to an axis in the space and the natural ordered distinct attribute values define discrete points along the respective axes. The presence of a record $r_i = (k_0, k_1, ..., k_{d-1})$ is denoted by a point at the coordinate point defined by the values of $k_0$, $k_1$, ..., and $k_{d-1}$. Such a representation is referred to as a multidimensional attribute space model $U^d$ of the file [25].

A query can be expressed by specifying a region $R$ called the query region in a multidimensional space. It is convenient to think of a region as a cross product $B$ of intervals $[l_i, u_i]$ ($0 \leq i < d$). An exact-match query requests the retrieval of a point whose coordinates $k_i$ ($0 \leq i < d$) match some $d$ specified values $x_i$. A partial-match query specifies values $x_i$ ($i \in Q, Q \subseteq \{0, 1, ..., d-1\}$) and requests the retrieval of all points that match the specified values in the specified axes in $Q$. A range query requests the retrieval of all points whose coordinate values lie in given intervals $[l_i, u_i]$ ($0 \leq i < d$).

Given such a file representation, one easily sees that the proposed data organizations for efficient query processing essentially partition the attribute space rectilinearly into rectangular regions or cells. The number of points in a rectangular cell is no more than $b$, where $b$ is a predefined page capacity. Differences exist in the manner of splitting the space, and in the techniques for storing and retrieving the records whose point images fall in the cells.

In the tree structured methods, the partitioning boundary values of the space serve as discriminating values for the internal nodes of an index tree whose terminal nodes are pointers to the data pages holding the records. Such design methods are exemplified by the heterogeneous K-D tree [1, 2] and Quad tree [7]. Quad tree is the most straightforward $d$ dimensional generalization of binary search tree, but it is impractical because tree nodes become large and contain many nil pointers.
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These problems are avoided in K-D trees and binary TRIEs [23], both of which can be thought of as an efficient implementation of the $d$-dimensional generalization of quad trees. K-D trees share many properties with binary search trees.

Since balancing techniques for one dimensional data are well known (e.g., B-tree), it has been suggested by a number of researchers that multidimensional data be organized by several generations of B-trees. Robinson [33] describes the K-D-B-tree which combines properties of K-D trees with B-trees. It is expected that the multidimensional search efficiency of balanced K-D trees and I/O efficiency of B-trees should be approximated in the new K-D-B-tree. The multidimensional B-trees, suggested in [36], orders the records lexicographically on the key fields, with the more significant attributes placed toward the higher end of the sorting field. The retrieval performance depends on the levels of keys in the multidimensional B-trees, therefore all keys are not treated symmetrically.

The hashing methods with the exception of Dynamic Multipaging [20] are all based on one or the other of two 1-dimensional dynamic hashing, namely: Extensible Hashing [6] and Linear Hashing [18]. The characteristics of Extensible Hashing are: a) no overflow records are organized in a special overflow area and b) a record retrieval is guaranteed in at most two disk accesses. The disadvantage of Extensible Hashing is that the directory size can grow exponentially in the number of record insertions unless the keys are uniformly distributed over the directory space. Therefore, Extensible Hashing may generate a bad index page utilization and high fan out. A number of techniques have been proposed in [28, 38] to overcome this problem and also to achieve an order preserving hashing scheme to support range queries. In Linear Hashing, a dynamically changing function is used to compute the address of the data pages. The main advantages of the Linear Hashing function are: a) the size of data file grows and shrinks gracefully; b) there is no index and c) the utilization of allocated storage can be controlled. One major disadvantage of this scheme is that it requires the use of a good collision resolution method in
order to avoid poor record retrieval times. There is a trade-off between the data page utilization and retrieval times.

The above two hashing techniques, however, emphasize only single-key cases. These techniques must be extended to the design of multidimensional data organization. Interpolation Based Index Maintenance [3] and Storage Mapping for Multidimensional Linear Dynamic Hashing [31] are multidimensional file structures which are derived from Linear Hashing. In a manner similar to Linear Hashing, these methods assign regions to data pages by means of mapping functions and use collision resolution by separate chaining to handle overflow. Both methods are sensitive to non-uniform data distribution because the guarantee of a predefined minimum load factor results in overflow chains that may be long and therefore reduce performance. Their solutions have been proposed in [10, 12]. In order to completely avoid the overflow problem, Multidimensional Extendible Hashing [25] and the Extendible Cell Method [39] were proposed. These are based on Extendible Hashing. As in Extendible Hashing, these two methods are related by the fact that they both maintain directories whose entries point to data pages of corresponding regions of the partitioned attribute space. Collision resolution is not necessary since no overflow can occur. However, non-uniform data distribution may cause the directory to grow at an exponential rate in the number of records. Many entries in the directory point to the same data page. Some solutions of multidimensional extendible hashing have been reported in [25, 27].

The grid file [22] is a symmetric, dynamic and multidimensional hashing scheme that has a guaranteed two-disk access to locate a record. It is efficient in processing range queries with respect to all the attributes. Some implementations of the grid file are discussed in [4, 5, 9, 15, 29, 30]. We will review these in Chapter 2. Most of them are not significant and lead to more complicated searching and updating algorithms. A theoretical analysis of some aspects of the performance of the grid file can be found in [32]. Applications of the grid file for storing and processing
geometric objects are presented in [9, 37]. Additionally, the grid file can achieve
better performance on relational join operation ([34, 19]) in comparison with other
file structures. This is because the grid file can limit the extent of a relational scan
very precisely by simultaneously considering the constraints on all the attributes
specified by the query.

Unfortunately, the implementation of the grid file may pose many difficulties.
In the following discussion, we assume that \( d \) is the number of attributes being
used, \( N \) is the number of records, and \( b \) is the page capacity. First, the use of
the conventional array mapping function for the directory requires \( O(N^{1-1/d}) \) disk
accesses for reorganizing the directory at each expansion step ([32]). This causes
performance degradation in any real-time application. Second, the growth of the
directory appears to be non-linear for uniform distributions, i.e., \( O(N^\zeta) \), where
\( \zeta = 1 + (d - 1)/(d \times b + 1) \) ([32]). When data distribution is heavily non-uniform,
the growth of the directory is exponential in the number of pages. Third, arbitrary
deletions sometimes generate deadlocked empty regions that are impossible to elim-
ninate as they occur. The goal of this thesis is to ameliorate these drawbacks in the
grid file.

The main results achieved in this thesis are:

1. A new mapping function between grid cells and data pages is used to develop
the one level extendible directory grid file. It avoids reorganizing the directory
at each expansion or contraction step. This improves the insertion and deletion
times of the grid file.

2. To offset the exponential growth of the directory, we present a multilevel grid
file method which builds a hierarchical grid directory. This method allows
linear directory growth and also reduces the disk accesses for insertions and
deletions. Range queries can be processed efficiently under this method.
3. The linear scales are replaced by binary tree structured scales. As a result, the process of partitioning the space is explicitly represented.

4. The splitting policy which partitions the space entirely according to data distribution reduces the directory size dramatically.

5. The merging policy of reversing the splitting operation avoids the spatial deadlock problem.

The outline of the rest of this thesis is as follows. We present a summary of the concept of the grid file in the next chapter and introduce a variant of proposed implementations of the grid file. In Chapter 3, we present our designs, the one level extendible directory grid file and the multilevel grid file. A precise description of the algorithms for insertion, deletion and query, and the software modules follow in Chapter 4. In Chapter 5, we report on the performance of implementations of our designs. In Chapter 6, we further discuss the issues of spatial object storage and relational join operation in the grid file system. We conclude and present suggestions for future work in Chapter 7.
Chapter 2

Background and Related Work

This chapter describes the concept of the original grid file and its implementations. It then discusses the drawbacks of these implementations that motivated this thesis work. The solutions presented later are intended to overcome the shortcomings of these earlier approaches.

2.1 Concept of the Original Grid File and Its Drawbacks

The grid file is a variation of the fixed-grid method, which partitions a $d$-dimensional data space from which the data points (or records) are drawn using an orthogonal grid. Its goal is to retrieve records with at most two disk accesses and to handle range queries efficiently. This is done by using a grid directory that consists of grid cells, where all records in one cell are stored in the same data page. Generally, three kinds of data structures are needed to define a grid file structure.

**scales:** A set of $d$ one-dimensional arrays which define an orthogonal grid. Each boundary in a scale represents a $(d - 1)$-dimensional hyperplane.

**grid directory:** A dynamic $d$-dimensional array whose entries correspond to grid cells.
data pages: Data pages that contain the data points that lie in the corresponding grid cell.

To avoid low page occupancies, several grid cells may share a page as long as the union of these grid cells forms a $d$-dimensional rectangle in the space of records. Such a set of grid cells is called a page region. Although these page regions are piecewise disjoint, together they span the data space. Figure 2.1 shows these concepts of the grid file. The dash line in the grid directory specifies a page region consisting of two grid cells. The purpose of the grid directory and the scales is to maintain a dynamic correspondence between page regions in a data space and data pages. The grid directory is likely to be large and must therefore be kept on disk, but the linear scales are small and can be kept in memory. To access a record, the $d$ coordinates of a data point are converted into interval indices without any disk accesses by searching the scales. These indices provide direct access to the correct element of the grid directory on disk, where the page address is located. In the second access, the correct data page is read from disk.
As records are inserted and deleted, grid directory, scales and data pages are modified. An overflow occurs when a record is being inserted into a full data page; an underflow occurs when a record is being deleted from a data page with the pre-defined minimum number of records. If inserting or deleting a record does not cause the corresponding data page to overflow or underflow, only the data page is modified. If a data page overflow occurs, the grid directory and the scales may have to be modified in two possible ways.

In the case of a page region covering only one grid cell, the grid has to be extended by a \((d - 1)\)-dimensional hyperplane that cuts the page region into two. This is achieved by inserting a new boundary into one of the scales and maintaining the one-to-one correspondence between the grid defined by the scales and the grid directory. For instance, if an overflow happens to occur in data page 3 in Figure 2.1 and dimension \(x\) was selected as the splitting dimension, this would lead to the new grid directory and the scales in Figure 2.2.

In the case of a page region covering more than one grid cell, we merely need to select an existing boundary enclosed by the page region and adjust the mapping between grid cells and data pages. For instance, an insertion in the leftmost lower grid in Figure 2.2 creates an overflow but does not modify the embedding. The next grid directory and the scales are represented in Figure 2.3.

No matter what page region is originally covered, either one grid cell or more, a new data page is attached to one of the two page regions by updating the grid directory, and the records stored originally in the overflowed page are distributed between the new page and the existing one. During update of the grid directory, we have to choose the dimension on which to split and decide on the interval of the chosen dimension to split. This is called the splitting policy. In most implementations of the grid file, the dimension is selected in a cyclic order and the domain
Figure 2.2: A Grid Directory Split By Using a New Boundary

Figure 2.3: A Grid Directory Split By Using an Existing Boundary
of each dimension is divided into equal intervals. In fact, there are several policies which are compatible with the grid file. Different splitting policies result in different refinements of the grid partition and performances of the grid file.

The counterpart of splitting is merging. There are two possible levels where merging is appropriate: page merging and directory merging. Page merging arises when a data page is empty or nearly empty. Page merging policy is influenced by two factors. First, we must decide which page pairs are candidates for merging. This decision can be based on either a buddy system or a neighbor finding system. In a buddy system, each page, say $X$, can be merged with exactly one page in any of the $d$ dimensions, provided the resulting page region retains the shape of a multidimensional rectangular box. Ideally, the chosen page, say $B_j$, should have the property that at some earlier point it was split to yield pages $X$ and $B_j$. This buddy is called the true buddy. In a neighbor system, each page can be merged with either of its two adjacent neighbors in any of the $d$ dimensions, provided the resulting page region again has the shape of a multidimensional rectangular box. Either neighbor system or buddy system may lead to the so-called spatial deadlock, i.e., pages are generated which prevent each other from merging since their resulting page region would not be rectangular (see Figure 2.4). The details can be found in [9, 22]. In order to prevent such spatial deadlock, the additional checks have to be performed and for this reason, performance is decreased. A method simpler than the neighbor or buddy system can be derived from a given static splitting strategy as in the multidimensional extendible hashing method in [25]. In order to support such a static splitting strategy, merging must be done as the inverse of the splitting operation. This method achieves a simpler algorithm at the expense of decreasing the average page occupancy.

The second factor that influences the page merging policy is the merging threshold: when should a pair of data pages actually be merged? It should be clear that the sum of the page occupancy percentages for the contents of the merged page
Figure 2.4: A Spatial Deadlock Caused by Buddy or Neighbor Merging Policy

should not be too large, otherwise it would soon have to be split. Nievergelt et al. in [22] suggest that the average page occupancy of 70% is an appropriate merging threshold for the occupancy of the resulting page.

Directory merging arises when all the page regions in two adjacent cross-sections in the grid directory are associated with the same page. Generally, directory merging is of little practical interest since even if merging is allowed to occur, it is probable that splitting will soon take place. Nevertheless there are occasions when directory merging is of use.

The idea behind the design of the grid file is conceptually very simple, but its implementation exhibits some drawbacks.

1. If the splitting policy follows a fixed scheme that does not consider the data distribution, then average data page utilization may drop to a low percent in some cases as indicated in [22].
2. Another problem associated with the grid file is the utilization of the grid directory. For each directory splitting, a \((d - 1)\)-dimensional array is added to the directory. Among these newly added entries, only one of them is updated, all the others are copied in order to maintain the correspondence between the scales and the grid directory. When data are not uniformly distributed, the directory will contain a large number of duplicate entries. A high \textit{fan out} of the directory arises.

If the splitting policy chosen splits an overflow page at the midpoint of an interval and in a cyclic dimension order, it may cause some useless splits since it does not consider data distribution in the data page. The consequence is that the directory is expanded unnecessarily. In the worst case, the growth of the directory is an exponential function of the number of records.

3. The grid file guarantees a bound of two disk accesses for an exact match search. Nevertheless, performance may degrade severely for range queries. For example, to process a partial match query, an entire hyperplane of the directory orthogonal to the domains of the attributes specified in the query has to be examined first. Second, we may encounter a number of false drops in accessing data pages. We have a false drop whenever a directory entry selected by a query leads to a data page that does not contain any record that satisfies the query predicate. Because the directory has some duplicate elements, it is possible to increase the number of false drops if the data pages pointed to by these elements do not contain qualifying records.

4. The performance of insertion and deletion is mainly decided by the number of disk accesses when splitting or merging a grid directory. Because the directory is a multidimensional array, splitting and merging are accompanied by copying the entire directory, i.e., reorganizing the directory. The directory is stored on disk. Therefore, reorganizing the directory would cause a large number of disk accesses.
5. There are also some specific performance issues associated with the two stages of merging; merging of data pages and merging of hyperplanes of the directory. For merging data pages, since the grid directory has a plain array structure, it does not provide a convenient data structure to recognize a buddy or a neighbor that satisfies the $d$-dimensional rectangular box properly. Hence, algorithms for detecting a buddy or a mergerable neighbor must be executed each time a data page is merged. Frequent execution of these algorithm will be very costly, especially when the directory is stored on disk. There are two problems associated with merging hyperplanes. First, as in splitting, merging the directory necessitates copying the entire directory. Second, to merge two sides of a hyperplane, we must first determine whether they are mergerable. To be mergerable, each directory entry in one side of a hyperplane must point to the same pages as the corresponding entry in the other side of the hyperplane. Detecting this condition is costly because a large number of directory entries have to be searched.

2.2 Two-Level Grid File

The first known attempt to realize a practical implementation of the grid file structure was by Hinrichs [9]. In this implementation, a set of linear scales is used, one for each dimension, to define the positions of the grid partitions in the data space. There is a directory entry for each grid cell. The directory is stored on a contiguous sequence of disk blocks, but is logically organized as a linear array of pointers to the corresponding disk pages in the data file. The mapping between the set of scale values defining the coordinates of a grid cell and the corresponding directory element is from a $d$-dimensional to a one dimensional array. The row (or column) major order mapping is used in this implementation. Each data page in the data file contains the records lying within one page region of the data space. The implementation basically follows the idea introduced in the original grid file. To deal with the bad effect in the grid directory which we discussed in the last section, a
two-level organization was suggested. The first level of the directory consists of the root directory, which is organized like the grid directory. The components of the root directory refer to subdirectories organized also as grid directories, where a subdirectory is exactly in one page. The components of the subdirectories point to data pages. If the root directory is kept in main memory, the two-disk-access principle for an exact match search is also realized by the two-level grid file. Nevertheless, the asymptomatic behavior of the two-level version is the same as the original one-level version. When the amount of data becomes very large, the root directory may grow up to the size which can not fit in memory. The paper does not address how to handle this situation.

2.3 Interpolation Based Grid File

To reduce the size of the directory and associated high fan out, the interpolation based grid file [29] uses a representation of the data space in which only page regions are stored in the grid directory. As a result, the number of directory entries is linearly proportional to the number of data pages. To achieve this, a mechanism is proposed to identify each page region so that all implicit partitions can be represented by the page regions in which they are embedded. There are three major modifications in the interpolation based grid file.

1. **Partitioning methodology and storage mapping function**: In the original grid file, splitting a grid directory is done by using a \((d - 1)\)-dimensional hyperplane to cut the page region into two. However, in the interpolation based grid file, in order to enforce a systematic numbering of all grid cells in the order in which they are created, the actual splitting of a grid cell triggers the implicit and linear splitting of all grid cells in the data space. The purpose of implicitly splitting unconcerned grid cells has no other effect but to support the systematic numbering of grid cells. For example, splitting of grid cell 3 in Figure 2.5 (a), will cause the splitting of grid cells 0 and 2. The result is shown in Figure 2.5 (b). The method of systematic numbering of grid cells follows
the order-preserving dynamic hashing mapping function [29] which defines a mapping from a set of indices of a grid cell to the grid cell number. It requires that each index be represented as a binary string as shown in Figure 2.5. If the index of a grid cell is (01, 1) in a 2-dimensional data space, the grid cell number is 6 (110) by the order-preserving dynamic hashing mapping function.

It is essential in the interpolation based grid file, that the dimensions be split in a fixed cyclic order. The domain $D_j$ of each dimension $j$, $0 \leq j < d$, is divided equally into intervals by binary partitioning. Let $l$ be the number of times the whole data space has been split, and let $l_j$ be the number of splits that occurred along the $j$th axis of the data space, where $0 \leq j < d$. Based on the cyclic splitting policy, $l$ can be expressed as $L \times d + r$ implying $l_j = L + 1$ splits occurred along axes $j$ such that $0 \leq j \leq r$ and $L$ splits along axes $j$ such that $r < j < d$. Now let us see the storage mapping function which maps a given record to the grid cell number where the record falls.

Given a record $k = (k_0, k_1, \ldots, k_{d-1})$, the relative position of the $j$th component, $k_j$, in the ordered domain $D_j$ is given by

$$x_j = \frac{k_j}{|D_j|}$$
Figure 2.6: Identifying Page Regions in the Interpolation Based Grid File

A set of indices \((i_0, i_1, ..., i_{d-1})\) represents the coordinates of the grid cell in the data file where record \(k\) is stored and the index values are given simply by

\[ i_j = \lfloor x_j \times 2^j \rfloor, \quad \text{here} \ 0 \leq j < d \]

Then \(i_j\) can be converted to the binary representation, which is applied to the order-preserving dynamic hashing mapping function to obtain the grid cell number.

2. The method of identifying page regions: A page region is identified by a unique pair of numbers \((r, l)\), where \(r\) is the grid cell number and \(l\) is the space partition level. In Figure 2.6, we assume that the data page capacity is 2. The number at the left upper corner of a grid cell is the grid cell number.
Initially a page region \((0, 0)\) represents the whole data space since the data space contains only 2 records. An overflow occurs when the third record is inserted. It is resolved by splitting on the first level. Two page regions identified by \((0, 1), (1, 1)\) respectively are produced corresponding to two data pages. An additional insertion causes page region \((1, 1)\) to overflow thereby making another split necessary. The distinction between implicit and explicit partitions is illustrated in Figure 2.6 (c), the one on the left shows the implicit splitting whereas the one on the right represents the explicit partition. Three page regions \((0, 1), (1, 2), (3, 2)\) are stored in the grid directory. After a few more insertions, Figure 2.6 (d) shows that implicit grid cells 2, 4, 6 are all embedded in page region \((0, 1)\) and implicit grid cell 5 is embedded in grid cell \((1, 2)\). The grid directory contains \((0, 1), (1, 2), (3, 3)\) and \((7, 3)\).

Since only page regions are stored in the directory, it must be insured that there is a way to identify a page region which embeds a given grid cell. It is observed that if a page region is split, the new page region assumes a number equal to the number of the page region being split plus \(2^l\), where \(l\) is the splitting level. Therefore, given a grid cell number \((r, l)\), all page region which possibly embed the grid cell are given in the sequence of

\[
(r, l), (r - 2^{l-1}, l - 1), ..., (r - \sum_{k=1}^{l-1} (2^n \times b_k), l - k), ..., (0, 0)
\]

where, \(b_{l-1}b_{l-2}...b_0\) is the binary-bit representation of the integer \(r\). The first page region which is found in this sequence is the page region which represents the correct data page in the data file.

3. The implementation of the grid directory:

The grid directory holds a set of page regions. How this directory is structured is the key to determining the performance of the interpolation based grid file. The number of each page region can be represented by \((r, l)\), where \(r = (r_0, r_1, ..., r_{d-1})\) and \(r_i\ (0 \leq i \leq d - 1)\) is the binary coordinate in
Figure 2.7: Directory Organization in the Interpolation Based Grid File

each dimension. In the above example, Figure 2.6 (d) includes four page regions. The page region number \( r \) can be represented as \((00, 0), (10, 0), (10, 1)\) and \((11, 1)\). The presentation of the directory can now be viewed as one of storing records whose components are the coordinates of the page regions in the data file. The same technique of organizing the records in the data space can be used in organizing the directory. Figure 2.7 represents the directory organization for the data space in Figure 2.6 (d). The advantage of having an identical structure for the directory and the data space is that the direct access mechanism, for both the directory and the data file is the same and any optimization technique devised for the data file applies to the directory and vice versa.

The main advantage claimed for the interpolation based grid file over the original grid file is that its directory is relatively well behaved with non-uniform data distribution. However, when data in a page region overflows, there is no choice in the subsequent splitting sequence, which may create empty pages. For example, the partitions would be as shown in Figure 2.8 even if all the data were confined to region \((23, 5)\). All the other regions would be empty or nearly empty. If each page region is assigned to a page, the storage utilization would still be very low, and the directory would be filled with entries for sparsely populated pages.
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<table>
<thead>
<tr>
<th></th>
<th></th>
<th>(15,4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0,1)</td>
<td>(3,3)</td>
<td>(7,5)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(23,5)</td>
</tr>
</tbody>
</table>

Figure 2.8: Partitions of a Non-Uniform Data Distribution

Note also that the strategy for merging page regions is pre-determined completely. Fundamentally, both the two-level grid file and the interpolation based grid file use the same strategy: merging is restricted to buddies. The interpolation based grid file method for numbering the page regions dictates that a page region can only merge with the buddy from which it was originally split. The adaptive ability of the interpolation based grid file is therefore strictly restricted. This will tend to reduce the average utilization of data pages in the interpolation based grid file.

2.4 BANG File

The BANG file [5] was developed to improve the storage requirement of the interpolation based grid file, i.e., to resolve the problem in Figure 2.8. The interpolation based grid file splits a page region into a number of $d$-dimensional rectangular page regions of possibly different splitting levels and therefore of unequal size. But in the BANG file, it is no longer necessary to impose the restriction that all page regions must be rectangular boxes. This induces a new kind of page regions which are obtained from a $d$-dimensional rectangular area from which, possibly, some $d$-dimensional rectangular holes are carved out.

Like the interpolation based grid file, splitting a page region occurs whenever
Figure 2.9: Representation of Page Regions in BANG File

The addition of a record causes the corresponding data page to overflow. The splitting algorithm essentially partitions the overflow page region into two page regions according to the partitioning methodology and the splitting policy introduced in the interpolation based grid file. The difference between the BANG file and the interpolation based grid file exists in the relationship of these two newly-formed page regions. In the interpolation based grid file, these two page regions intersect whereas in the BANG file, one of these page regions completely encloses the other. Figure 2.9 shows that a page region which represents the whole space is split into two page regions (0, 0) and (1, 1). Page region (1, 1) alone defines the subspace $S_2$, but page regions (0, 0) and (1, 1) are necessary to define the subspace $S_1$. In general, every subspace of the BANG file is defined by a set of page regions. One member of the set represents a rectangular space which encloses all the other members of the set. These enclosed page regions represent subtractions from the enclosing page region.

The procedure of splitting an overflow page region is recursive. If one of these two page regions into which the overflow page region has been divided contains more records than the other, the page region with a large population is progressively halved until the balance of the number of records in the two pages is reserved. During this process, the best balance is chosen. The balancing technique guarantees that there are never any empty data pages. Figure 2.8 shows the creation of a sequence of partitions as the records are inserted. In the interpolation based grid file,
six page regions are needed to represent the whole space. However, in the BANG file, only two page regions (0, 0) and (23, 5) are needed. This shows that the objective of improving storage utilization of the interpolation based grid file in the BANG file is largely attained.

Another advantage associated with the BANG file is that the merge algorithm is more flexible in responding to changes in data distribution. If the population of a page region sinks below some predefined minimum, an attempt is made to merge it with one of the page regions which it immediately encloses, starting with the smallest. If it fails, an attempt is made to merge the page regions with its buddy. If this also fails, a final attempt is made to merge it with its immediately enclosing region which must always exist. It is not clear from paper [5] how the directory is organized and what the performance is.

2.5 Nested Interpolation Based Grid File

Ouksel in [30] proposed the nested interpolation based grid file to resolve the problem associated with the implementation of the directory structure in the interpolation based grid file. In order to apply the B-tree structure to the directory structure while preserving the spatial orders among all page regions, two types of order relations are defined first.

Denote by $S$ the set of page regions stored in the directory at some point in time and let $(r, l)$ be a page region in the directory. Then the number of page regions enclosing $(r, l)$ in the directory is called the nesting depth of the page region $(r, l)$. If a page region is not enclosed by any page regions and therefore is only enclosed by itself, its nesting depth is 1. Let $S_i$ denote the set of page regions, all of which have the nesting depth $i$, where $1 \leq i \leq h$, $h$ is the maximum nesting depth of all page regions in $S$. Obviously, for each $i, 1 \leq i \leq h$, the page regions in $S_i$ are mutually disjoint. Clearly, the sets $S_i, 1 \leq i \leq h$, form a set partition $\Phi$ of $S$. This
set partition $\Phi$ may be organized as a totally ordered list of subsets of $S$ where the order relation $X \leq_p Y$ means that for each $x \in X$ there exists a $y \in Y$ such that $y$ encloses $x$. Thus $S_h \leq_p S_{h-1} \leq_p \ldots \leq_p S_1$. In other words, for each page region $x$ in $S_i$, $1 < i \leq h$, there exists a $y$ in $S_{i-1}$ and $y$ encloses $x$.

The other order relation among page regions comes from the following fact. Since each subset $S_i$, $1 \leq i \leq h$, consists of mutually disjoint page regions, the page region identifiers in $S_i$ must be different. This is proven by contradiction. If there are two page regions $(r, l)$ and $(r, m)$ which have the same identifiers and different levels, then one page must enclose the other one, which contradicts the condition that all page regions in $S_i$ are mutually disjoint. The identifiers of page regions are integers. Thus the page regions in $S_i$ can be ordered according to the identifiers of the page regions.

So far these two types of orders in $S$ have been defined. Given two page regions $(r, l)$ and $(r', l')$ in $S$, either one is a proper subset of the other, in which case the two page regions belong to two different subset $S_i$ and $S_j$ of $\Phi$ comparable under $\leq_p$, or they are disjoint, in which case they are comparable under the identifiers of the page regions. This observation allows us to organize the directory in two levels, as an ordered list of subsets $S_1, \ldots, S_h$ where each subset $S_i$, $1 \leq i \leq h$, is itself organized as an order list of page region identifiers. If the outer list is represented by a binary tree, then each node of this binary tree may point to the root of the representation of an inner list. This representation can be a binary tree or a B-tree if secondary storage is required because of the size of each list. If the outer list, too, is organized as a B-tree, each entry is the root of another B-tree representing an inner list. The new directory structure leads to a B-tree behavior in processing and performance.
2.6 Multilevel Grid File

Krishnamurthy et al. in [15] proposed the multilevel grid file. It uses the same partitioning methodology and splitting policy as in the interpolation based grid file. The scales are represented by binary bits, the grid directory only contains the page regions which correspond to data pages. The major deviation from the interpolation based grid file is the implementation of the grid directory.

The content of the directory of the multilevel grid file can be summarized by the following set notation for the directory.

\[ D_1 = \{(x, y) \mid x \text{ represents a page region, and } y \text{ is a pointer to the data page}\} \]

Page region \( x \) is a \( d \)-dimensional rectangular box that can be represented by \( d \) indices in the binary representation. Figure 2.10 shows a data space partition and its set of the directory, where the physical pages are shown by dashed boundary rectangles. There are twelve page regions, accordingly there are twelve entries in directory \( D_1 \).

As already indicated in the interpolation based grid file, two problems are involved to realize the directory.

1. Given a record \( k = \{k_0, k_1, \ldots, k_{d-1}\} \), how does one identify an entry in the directory which points to the data page where the record is stored?

2. Since the grid directory only contains the page regions, how does one efficiently find the page region which encloses the grid cell that the record lies?

The first problem can be solved in the following way. Given a record \( k = \{k_0, k_1, \ldots, k_{d-1}\} \), a set of indices \( (i_0, i_1, \ldots, i_{d-1}) \), where \( i_j, 0 \leq j < d \), is a binary representation of each index, can be calculated by the same method as in the interpolation based grid file. Identifying an entry in the directory can be done by
Figure 2.10: Representation of Page Regions in Multilevel Grid File
looking for the record \((x, y)\) in the directory set such that \(x_j\) is a prefix of the binary representation of \(i_j\), where \(x = (x_0, x_1, ..., x_{d-1})\) and \(0 \leq j < d\).

In order to address the second problem, the authors observed that \(D_1\) is itself a file. Therefore, it needs to be organized in some fashion. Thus, the problem of finding a record in \(D_1\) is quite similar to that of looking for a record in the original data file (say \(D_0\)). Based on this observation, they proposed to organize set \(D_1\) as a directory \(D_2\) for file \(D_1\). This organization was called the multilevel grid file. Figure 2.11 depicts the multilevel grid file representation for the Figure 2.10.
index page capacity is five. Even though there are only twelve entries in $D_1$ there are four physical pages associated with it. The directory of $D_1$ has four entries, all contained in one physical page of $D_2$. An entry $(10, 0)$ in $D_2$ represents that all records whose values of the first key start with 10, and whose values of the second key start with 0. Note that the page in $D_1$, which entry $(10, 0)$ in $D_2$ points to, has the page region (i.e., $(10, 0)$) subdivided into the following page regions: $(100, 00)$, $(100, 01)$, and $(101, 0)$.

The multilevel grid file organization offers the following advantages over the original grid file:

1. As achieved in the interpolation based grid file, only those directory entries that represent nonempty regions are kept in the multilevel grid file. As a result, the number of directory entries is always less than or equal to the number of records regardless of the record distribution and correlations among keys. Therefore, the asymptotic growth of the directory is linearly dependent on the growth of data.

2. Splitting and merging a directory are easier in the multilevel grid file than in the original grid file because they occur only "locally". For example, when a data page overflows, only the directory entry pointing to this page is affected and is propagated recursively to the directory entry at the next higher level, if the directory page also overflows.

3. Since the number of directory entries is less than that of the original grid file, searching for directory entries for a range query is less costly. Another characteristics of the multilevel grid file which improves the performance of range queries is its hierarchical architecture of the directory, which reduce the search space in reading the data pages.

However, the conventional splitting policy used in this method still produces a large amount of empty pages when the data is not uniformly distributed. This kind of representation of page regions takes much space in each directory page. As a result
the capacity of a directory page is decreased. Furthermore, in order to identify an entry, each record in the directory page has to be searched. Splitting directory page is processed in the same manner as splitting data page, thus the utilization of directory page decreases. Some empty directory pages may even be created.

2.7 Splitting Policies of the Grid File

Chun et al. in A Partitioning Method for Grid File Directories [4] provided a new method to split the data space for constructing a grid directory. It degrades the fan out of the grid directory. As indicated in [4], the directory expansion appears to have a quadratic or cubic growth rate when the data distribution is non-uniform.

The proposed method is called the midpoint record partitioning method. It splits a grid cell at the midpoint of a data record list in a selected dimension rather than splitting at the midpoint of an interval for a grid file. By using the linear scales which have the interval values for representing ranges of the grid directory, it is possible to split the directory in an interval which is not necessarily the middle of a range. Therefore, when splitting a grid, the position to split is selected according to data distribution in the overflow page. How to select the splitting dimension is not mentioned in this paper. It is also not very clear from the paper whether a selected splitting position evenly distributes the data into two data pages.

Malnic in Using Grid File For a Relational Database Management System [19] proposed another splitting policy that partitions only useful boundaries to assure a successful split operation, i.e., two nonempty data pages can be generated. During a search for splitting boundary, the binary radix interval with the smallest level is chosen first and if the boundary lying at the mid-point of this interval enables a successful split the searching procedure is terminated. Otherwise the binary radix interval with the next smallest level is chosen and the boundary at the midpoint of this interval is tested for a successful split. This process is performed repeatedly
until a boundary that splits the data page into two nonempty ones is found.

By using the above methods, it is guaranteed that any insertion which causes an overflow needs only one directory split if necessary. It may still produce two pages, one with almost full occupancy and one with almost empty occupancy. Chun et al. in [4] shows results of the new partition method compared to the original grid file by performing a simulation. The results suggest that the method decreases the number of partitions. The number of directory expansions appears to be a quadratic or cubic function of the data records for highly non-uniform data distribution.

2.8 Summary and Motivation

The above improvement methods of the original grid file can be divided into three categories:

1. **Modifying the structure of the grid directory**: The major problem that influences the performance of the grid file is its $d$-dimensional grid directory. Most of the research has focused on modifying the structure of the grid directory. The interpolation based grid file, its two variations the BANG file and the nested interpolation based grid file, and the multilevel grid file resolve the problem of the $d$-dimensional directory by using a representation of the data space in which page regions are represented explicitly so that there is always only one directory entry per data page. As a result, the index storage utilization is increased and the fan out of the directory is reduced. However a new problem arises in response to the modification of the grid directory. The most striking advantage of the grid file - two-disk access principle disappears and range query processing becomes inefficient. In order to obtain the address of a data page, the grid directory has to be queried for a specific page region. How the directory is structured determine the performance of the grid file.

2. **Modifying the Splitting Policy**: In previous implementations, the splitting policy follows the principle of the midpoint of an interval and a cyclic order
of dimensions. Chun et al. [4] and Mahnic [19] show an approach to split a data space according to its distribution and the simulation results in [4] prove that the change in the splitting policy dramatically reduces the size of the directory.

3. Modifying the One Level Grid File Structure: Many problems brought about the grid directory are due to its large size and its representation. The large size requires that the directory be stored on disk, and hence, the access to each entry of the directory needs a disk access. During the process of a record insertion, deletion and a range query, one often needs to access a large amount of entries, especially in a large sized data base system. This causes performance degradation. If the grid directory is limited to the size which can fit in memory, the number of disk accesses is decreased.

By using a one level directory to represent the whole data space, splitting an overflow grid cell may simultaneously split many empty grid cells. This increases the fan out of the directory. The multilevel grid file was proposed to resolve these two problems.

The analysis of the previous work on the grid file motivates us to improve the grid file mainly in the following four directions:

1. New Mapping Function: Compared with these proposed solutions, the original one level grid file guarantees two-disk access to locate a record and is efficient in processing range queries. It also exhibits a good utilization of index page and data page in uniform data distribution. But the cost of inserting and deleting becomes very high when splitting or merging of the directory occurs. This is because the use of the conventional array mapping function for the directory requires reorganizing the directory at each expansion or contraction step. The directory is stored on disk, therefore the reorganization is expensive. In order to resolve the problem, we use a multidimensional dynamic hashing scheme to expand or shrink the directory each time a split or merge of the
grid directory occurs. This design keeps the advantage of the original grid file and improves the performance of insertions and deletions of the grid file.

2. **Splitting Policy:** It is not necessary to split a page region at the midpoint of intervals and in a cyclic order of dimensions to simplify the algorithm. A new splitting policy is provided to partition a page region by selecting the partitioning point according to the data distribution in the corresponding data page. It is guaranteed that one partition is sufficient for any kind of distribution.

3. **Multilevel Grid File:** Non-uniform data distribution often forms local data clustering. If a splitting hyperplane cuts the whole space, many empty entries are duplicated unnecessarily. Clustered data represent a subspace of the whole space. The partition in the subspace only induces a \((d - 1)\)-hyperplane in the subspace rather than the whole space. In order to satisfy the following two requirements:

(a) the partition adapts to the density of data in different parts of a data space,

(b) an attempt is made to reduce the disk accesses for inserting and deleting records,

the multilevel grid file is proposed by restricting the size of the grid directory. The multilevel grid file reduces the size of the grid directory and degrades the cost of insertion and deletion of the grid file.

4. **Merging Policy:** The merging policy of the multidimensional buddy system and neighbor system leads to deadlocked empty regions of the data space. This can decrease data page utilization drastically. In order to prevent such spatial deadlock, additional checks have to be performed. Checking for deadlocks needs access to the directory which is stored on disk. Therefore, the performance is degraded. The merging policy of reversing the splitting operation can be used to avoid the deadlock problem and achieve a simple algorithm.
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Grid File Designs: One Level and Multilevel

The various implementations of the grid file organize the scales and the grid directory differently. This chapter first defines the basic data structures, the splitting and merging policies used in the following two designs. It then presents two schemes that resolve many drawbacks of the grid file caused by its multidimensional directory.

3.1 Basic Data Structures, Splitting and Merging Policies

3.1.1 Scales

The grid file scales define a partition of the domain of each dimension. They enable access to the appropriate grid cells by aiding the computation of their addresses based on the values of the relevant dimensions. In the original grid file, $d$ one-dimensional arrays are used to implement the scale structures, called the linear scales. Though the scales are kept in memory, inserting, deleting and querying operations become inefficient as the size of database increases and non-uniform data distribution occurs. The linear scales can not represent the history of the partitions which is important to some operations such as merging two data pages. Thus, $d$ ($d \geq 1$) binary trees are used instead of $d$ linear scales. These are called the
Binary Tree Structured scales (BTS-scales). Each internal node of such a binary tree stores a partitioning point representing a \((d-1)\)-dimensional hyperplane that cuts the space into two rectangular shaped regions. Each leaf node is associated with a \(d\)-dimensional slice \(S(i_j, j)\) of the space which is bounded by two neighboring partitioning hyperplanes, \(0 \leq i_j \leq m_j\), \(0 \leq j < d\), where \(m_j\) is the number of slices in dimension \(j\). Such a slice \(S(i_j, j)\) is addressed by the index \(i_j\) which is stored in the corresponding leaf. When a record \(k = (k_0, k_1, ..., k_{d-1})\) is inserted, an index \(i_j\) for each dimension \(j\), \(0 \leq j < d\), is obtained by searching the corresponding BTS-scale for the given component key \(k_j\). The desired data page where the record lies is computed by \(G(i_0, i_1, ..., i_{d-1})\), where \(G\) is the address function, \(i_j\) is the index of dimension \(j\). For example, if \(G\) is a row-major mapping function, then, \(G\) is defined as

\[
G(i_0, i_1, ..., i_{d-1}) = \sum_{m=0}^{d-1} \left( \prod_{n=0}^{m-1} m_n \times i_m \right)
\]

In a 2-dimensional case, the BTS-scales could be shown as in Figure 3.1.
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When the directory is split, the splitting dimension $j$ and location $i_j$ are computed, i.e., a slice $S(i_j, j)$ is determined by the splitting policy which is discussed later. Then a new partitioning point is inserted in the leaf node $i_j$ of the BTS-scale for dimension $j$. This is done by replacing the leaf node $i_j$ by a new internal node representing the partitioning point and then attaching two leaf nodes to the internal node. Additional modifications may be needed according to the different mapping functions and different implementations of the grid file. For example, in the row-major storage mapping, the indices below $i_j$ retain their indices, while the indices above the point $i_j$ are shifted by $+1$.

In the reverse action of splitting, when the directory needs to be merged, an internal node which corresponds to the merged hyperplane is located according to the merging policy. This internal node is deleted and one of its leaf nodes is moved up.

The relationship between a newly-created internal node and its two leaf nodes can be viewed differently. The two leaf nodes of an internal node represent two sides of a hyperplane. The left leaf node is used to specify the left side of the hyperplane. It retains all properties of the original slice. The right leaf node of the newly-created internal node is created with some properties determined by different storage mapping functions. The advantages of using BTS-scales over the linear scales are as follows:

1. Generally speaking, searching for a key in the tree structure is more efficient than searching the linear structure, especially when the scales become very large. Inserting and deleting a partitioning point are also simpler in the BTS-scales.

2. When merging a data page, it is necessary to find the corresponding page region in the data space. In the linear scales, a set of lower bounds and upper bounds have to be stored in the data page to represent a $d$-dimensional rectangular page region. Since the grid file should handle various types of record
keys, there can not be a fixed data type for defining these lower bounds and upper bounds. It is more expensive to process the different types of boundaries. Another drawback of the linear scales is that it takes a considerable amount of space to store the boundaries in a data page when the record key is represented by many bytes.

In BTS-scales, we can associate each node with a level. The level starts at 0 for the root of the binary tree. A page region corresponding to a data page can be represented by a set of levels \((l_0, l_1, \ldots, l_{d-1})\). With a given component key \(k_i\) and a level \(l_i\) \((0 \leq i < d)\), unique node \(n_i\) can be located by searching for the corresponding BTS-scale. The leftmost leaf nodes and the rightmost leaf nodes under the subtrees rooted in this set of nodes \(n_i\) \((0 \leq i < d)\) correspond to the lower bounds and upper bounds of the page region, respectively. Therefore, an integer array of levels is used to store boundaries of the page region in the data file. Furthermore, it is easy to identify an existing boundary in the page region. An already existing boundary is enclosed in a page region only when there is a non-leaf node under the set of nodes which correspond to the levels of the page region.

3. We can keep track of buddies by representing the splitting process in \(d\) BTS-scales, thereby maintaining the buddy relationship.

**Definition:** A buddy of a data page \(B\) in dimension \(j\) \((0 \leq j < d)\) is a data page \(R\) such that the corresponding page regions of these two data pages, \(B\) and \(R\), are obtained by splitting a page region on dimension \(j\) in the course of partitioning the data space.

According to the above discussion, each page region can be represented by \(d\) levels and these \(d\) levels correspond to \(d\) nodes in the BTS-scales. Data pages \(B\) and \(R\) have the buddy relation in dimension \(j\) if their correspond-
ing nodes in dimension $j$ have the same parent in the BTS-scale of dimension $j$.

For example, in Figure 3.2, three data pages correspond to three page regions $b$, $b_1$, and $b_2$ respectively, which are grid cells in the directory. Grid cell $b$ is represented by nodes $(n_1, n_3)$, $b_1$ is represented by nodes $(n_0, n_3)$, and $b_2$ is represented by nodes $(n_1, n_2)$. The data pages corresponding to page regions $b_1$ and $b$ have the buddy relation in dimension $k_0$ since their corresponding nodes $n_0$ and $n_1$ in dimension $k_0$ have the same parent. Similarly, the data pages corresponding to page regions $b$ and $b_2$ have the buddy relation in dimension $k_1$.

For a given data page, $d$ nodes in the BTS-scales are located according to the levels of the corresponding page region. The $d$ possible buddies can be found by looking for the siblings which have the same parents as the $d$ nodes in the $d$ BTS-scales. If some sibling is an internal node, the buddy in the dimension does not exist. Therefore, by using the BTS-scales, it is easy to find the buddies of a data page.
3.1.2 Directory Organization

The grid directory is used to maintain a dynamic correspondence between page regions in the data space and physical data pages stored. It is a \( d \)-dimensional array, but must be mapped onto linear storage on disk. The most natural mapping from the \( d \)-dimensional array to one dimensional space is the row major order. There are two major problems associated with this structure.

1. When splitting or merging in any dimension occurs, the array must be reorganized. As the directory becomes very large, the disk access needed for the reorganization is expensive;

2. If data is not uniformly distributed, many entries of the directory remain empty or the same.

Unlike the previously proposed improvements, our design does the following:

1. In order to avoid the reorganization, an approach is required to have a function for mapping the \( d \)-tuple addresses onto a linear consecutive addresses space [26]. With this idea, the problem of reorganizing a directory is transformed into the problem of expanding or contracting the directory by a \((d-1)\)-dimensional hyperplane when splitting or merging the directory, thus the number of disk accesses is decreased considerably. The problem reduces essentially to that of defining an allocation function for the grid file. This is the basis of the one level extendible directory grid file.

2. From another viewpoint, the cost of directory reorganization can be reduced by the use of a multilevel grid file. Its motivation comes from an obvious observation: if reorganization occurs in memory, it is assumed to be inexpensive. To achieve the goal, the directory is structured into pages. Therefore, a hierarchical directory structure is obtained. The hierarchical directory extends a hyperplane over a subspace, but not the whole data space. A subspace usually represents uniform data distribution. Therefore, the multilevel grid file can effectively decrease the number of entries which point to empty data pages.
3.1.3 Data Pages

The data structure used to organize records within a page is of minor importance to the grid file system. Often the simplest possible structure, sequential allocation of records within a page, is suitable. Here we focus on the data structure which is used to represent the page regions of the data space.

The insertion and deletion of a record eventually operates on a data page. In addition to storing a set of records, a data page needs to contain a small amount of status information of the page, such as occupancy number. Another important information maintained in a data page is the correspondence between the data page and the page region. In the section on the scales, we discussed how to represent page regions according to the levels in the BTS-scales. Therefore, a one-dimensional integer array of levels can be stored in a data page to specify the correspondence of the data page to the page region. This information is used to select a splitting dimension as well as the location when an overflow page occurs. This also selects a candidate dimension to merge when a page underflows.

In most practical situations, data is not uniformly distributed over the data space. Therefore, the splitting policy of the grid file is likely to produce empty regions. Under this condition, an assignment of the page size to each page will probably result in poor storage utilization. To improve the storage utilization, it is essential to separate the empty pages from the general pages. For empty pages, we still need to store some information on the page regions because inserting of a record or merging of a data page may occur on empty pages.

3.1.4 Splitting and Merging Policies

Our splitting policy guarantees that our scheme performs well for both non-uniform and uniform data distributions.
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The splitting of a data space is triggered by the overflow of a data page. In some cases all the records lie in a grid cell when an overflow occurs. Most often the records are distributed over several grid cells, and can be handled by a mere page split without any change to already existing partition boundaries. If data is not distributed uniformly, the splitting policy of the midpoint of an interval at the dimension chosen in a cyclic order makes the grid directory split more often. This simple splitting policy causes some useless partitions since it does not consider data distribution in the page region. The consequence is that the directory is expanded unnecessarily. However, another well-known probabilistic effect [22], the birthday paradox, is likely to happen: even if the number of records (people) is much smaller than the number of page regions (days in a year) in the data space, the probability of two or more points colliding in some page region (having a common birthday) is high. For this reason, the expected number of the directory elements grows faster than linearly in the number of points in the data square. The point at which a superlinear growth rate begins to be noticeable. Thus, it requires that the splitting policy favor some attributes by splitting the corresponding dimensions more often than others. It is also possible to split the directory and the scales in an interval which is not necessarily the middle of a range.

We propose a new method which splits the directory at the midpoint of a record list in the selected dimension determined by the data distribution. The method requires exactly one split. For example, suppose a data page capacity of 2 is used for the 2-dimensional grid file. If a record represented as $m$ is inserted in the structure as shown in Figure 3.3 (a), the split of the directory can be accomplished at the midpoint of these three input records in dimension $y$. However, if we use the original grid file splitting policy, then the splitting is accomplished at the middle of an interval. This is four times the number necessary as is shown in Figure 3.3 (b). By using the proposed method, the grid partition of the data space successfully adapts to the actual data distribution.
The new method is implemented with a queue structure. For each dimension $i$, $0 \leq i < d - 1$, we have a corresponding queue $q_i$ with ordered nodes from the lower value to the higher value. Each node of the queue $q_i$ represents a distinct value of $i$th component of records in the overflowing data page. The number of nodes in $q_i$ is the number of distinct values of $i$th component of records. After all records in the data page are processed, the dimension whose corresponding queue has the maximum number of nodes is selected as the splitting dimension. The location is then determined at the midpoint of the set of nodes in the queue which corresponds to the splitting dimension. If the number of distinct values among all dimensions is the same, the cyclic splitting policy is carried out.

When splitting a page region, an existing boundary is selected first. If there is more than one existing boundary in the page region, we select a boundary at an earlier created point. If there is no existing boundary, the above method is used to select the splitting dimension and location.

There are three different page merging policies – the neighbor system, the multi-dimensional buddy system and the inverse of the splitting operation. The advantages and disadvantages of these three policies have been discussed in section 2.1. To avoid the deadlock problem, we use the policy of reversing the splitting operation in our design. Our design is flexible to adapt other merge policies. The policy of reversing
the splitting operation gives priority to the buddy which has the property that at some earlier point in time the partition was created to resolve the overflow of a data page. In order to keep the earlier point, a variable last_splitting_dimension is stored in the data page for determining the merge dimension when merging a data page is to be done. According to the method discussed in section 3.1.1, the candidate data page to be merged can be located by using the merge dimension and the levels in the data page.

After merging a data page, the variable last_splitting_dimension is updated to the next merge dimension. In order to obtain the next merge dimension, it is required that the order of creating the partitions in a grid file be maintained. Since the splitting policy in our design does not follow a fixed scheme, the order of the created partitions cannot be maintained automatically as in the cyclic splitting policy. Therefore, when a partition is created, its order is stored in the internal node which represents the partitioning point. In this way, each partition corresponds to an order. The variable last_splitting_dimension is set to the dimension with the maximum order among d internal nodes which correspond to the d levels of the data page to be merged.

Each time a data page is merged, merging the directory is checked to see whether all the elements lying in one side of the merge hyperplane are the same as the elements lying in the other side. Since the grid directory is stored on disk, comparing these elements needs a large amount of disk accesses. This problem is resolved by simply attaching a field splitno to each internal node. The splitno indicates how many splittings of data pages on the hyperplane in the internal node. When a hyperplane is created, the splitno is initially set to 1. It is increased by 1 whenever a split occurs on the existing hyperplane. In the reverse, it is decreased by 1 whenever merging of data pages occurs on the hyperplane. Merging the directory occurs only when the corresponding splitno becomes 0. It also triggers the modification of the corresponding BTS-scale.
3.2 Design of the One Level Extendible Directory Grid File

Instead of reorganizing entire directory whenever a directory expansion occurs, a simple mechanism to expand the directory by adding a $(d-1)$-dimensional hyperplane to the end of the directory is proposed. In the reverse, shrinking of the directory involves deleting the hyperplane that was last inserted in the corresponding dimension. The implementation of this scheme is presented in section 3.2.2. To achieve the dynamic behavior of the directory, a storage mapping function proposed by Otoo [26] is introduced first.

3.2.1 The Directory Mapping Function

The grid directory can be conceived as a $d$-dimensional address space which is partitioned linearly into $m_0 \times m_1 \times \ldots \times m_{d-1}$ cells, where $m_j$ ($0 \leq j < d$) is the number of indices. Each cell corresponds to an entry addressed by a $d$-tuple integer coordinate address $< i_0, i_1, \ldots, i_{d-1} >$. The content of a cell is an address of a data page which includes all points lying in the cell. If $n$ denotes the number of cells addressed, then $n = \prod_{j=0}^{d-1} m_j$. In order to keep this consistent with the previous definition, the set of cells having a common index of any dimension is called a slice.

A slice represents a side of a hyperplane. We desire to have a scheme which expands or shrinks the directory by adding or deleting a sequence of entries each time a split or a merge of the grid directory occurs.

Consider each key $K$ as composed of $d$ values, i.e., $K = (k_0, k_1, \ldots, k_{d-1})$. By searching the corresponding BTS-scale for each component key $k_j$, $0 \leq j < d$, the $d$ coordinates of a data point are converted into internal indices $< i_0, i_1, \ldots, i_{d-1} >$. These are derived from the information stored in the leaf nodes of the BTS-scales as described in the previous section. With the $d$-tuple address $< i_0, i_1, \ldots, i_{d-1} >$ of a grid cell, a mapping function $G$ that maps the integer coordinates $< i_0, i_1, \ldots, i_{d-1} >$
one to one onto the set \( \{0, 1, 2, \ldots, n - 1\} \) of the linear address space is needed. An extension of the index range of dimension \( r \) from \( m_r \) to \( m_r + 1 \) induces the extension of the address space by \( \prod_{j=0, j \neq r}^{d-1} m_j \) cells.

Consider a \( d \)-dimensional address space \( U^d = (0 : m_0, 0 : m_1, \ldots, 0 : m_{d-1}) \) and suppose a split occurs in slice \( S(i_j, j) \), where \( i_j \) is the index in dimension \( j \), \( 0 \leq i_j < m_j \). \( 0 \leq j < d \). This implies that a \( (d - 1) \)-dimensional hyperplane splits the original slice \( S(i_j, j) \) into two. In order to represent the additional slice in the \( d \)-dimensional address space, the index range of dimension \( j \) is extended from \( m_j \) to \( m_j + 1 \) and the new slice is assigned the index \( m_j + 1 \). If we consider that the cells within this new slice are allocated in row major order, then we can address every element of the slice once we know the starting address of the first cell of this slice, i.e., the address of the \( (d - 1) \) tuple cell \( < 0, \ldots, m_j + 1, \ldots, 0 > \). We know the last address of a grid directory in a file. By indicating the address of the first cell in the slice as the last address of a grid directory, slice \( S(i_{m_j+1}, j) \) introduced by the splitting dimension \( j \) and the index \( m_j + 1 \) is adjoined to the grid directory at each expansion step. Using the fact that every index is created at some expansion step during the process of partitioning data space, a starting address should be related to each index in order to address the elements in the directory. \( S_{i_j} \) is denoted the starting address of the index \( i_j \), where \( 0 \leq i_j < m_j \), \( 0 \leq j < d \). The elements in slice \( S(i_j, j) \) are stored in a row major order, thus their addresses are determined by the following function.

\[
G(i_0, i_1, \ldots, i_{j-1}, i_{j+1}, \ldots, i_{d-1}) = \sum_{n=0, n \neq j}^{d-1} (c_n \times i_n)
\]

where

\[
c_n = \prod_{r=0, r \neq j}^{n-1} m_r
\]

The value of \( m_r \), \( 0 \leq r < d \), is determined when creating the slice. We call \( c_r \) the coefficient of dimension \( r \) in the slice. Like the starting address, the \( c_r \) is related to each index. The \( (d - 1) \) coefficients of a slice should be also stored together.
with each index. With the above structure and definition, each coordinate in index
\((i_0, i_1, \ldots, i_{d-1})\) is mapped one to one on \(\{0, 1, 2, \ldots, n - 1\}\), where \(n = \prod_{j=0}^{d-1} m_j\), by
the mapping function \(R\) defined as

\[
R(i_0, i_1, \ldots, i_{d-1}) = S_i + \sum_{j=0, j \neq z}^{d-1} (c_j x i_j)
\]

where \(z = \text{highest subscript such that } i_z = \text{max}(i_j)\), \(S_i\) is a starting address of \(i_z\)
and \(c_j\) is the coefficients of dimension \(j\) in slice \(S(i_z, z)\), \(j \neq z\).

In order to give an intuitive understanding of function \(R\), we depict the schematic
storage layout for a 2-dimensional case in Figure 3.4 (a) which is produced by the
partitions in Figure 3.4 (b). The meaning of the leaf nodes will be explained in the
next section. Note that this schematic storage layout describes the directory growth
that results from the partitioning process. Therefore, different space partitions
correspond to different schematic storage layouts. The most important property
of the mapping function \(R\) is that it allows a slice to be adjoined to the directory
without reorganizing the directory.

### 3.2.2 Expansion and Contraction of the Directory

The dynamic behavior of the grid file is best explained by an example. Consider a
file storing 2-dimensional records with \(m_0 = 2, m_1 = 2\), where \(m_0\) and \(m_1\) indicate
the current number of indices of the 2-dimensional data space. The initial situation
is depicted in Figure 3.5, where each leaf node is represented by a 3-tuple vector
corresponding to \(<\text{index}, \text{starting address}, \text{coefficient} >\). Note that the number
of coefficients is \((d - 1)\) in a \(d\)-dimensional space. Assuming a split is required at
point \(x\), a slice is adjoined to the end of directory with the starting address being
\(m_0 \times m_1 = 4\), the index being \(m_0 = 2\) and the coefficient being \(c_1 = 2\). The result
is shown in Figure 3.6. Now \(m_0\) is added to 3. If another split occurs at \(y\) in Fig-
ure 3.6, the same procedure is repeated and Figure 3.4 is obtained. Therefore, at
each expansion, a \((d - 1)\)-dimensional slice is adjoined to the directory. The values
of these entries in the newly adjoined slice are copied from the split slice except that
Figure 3.4: Schematic Storage Layout
Figure 3.5: Initial Situation of the Grid File

Figure 3.6: An Example of Directory Expansion
one entry will point to a newly created data page.

To contract the directory, we reverse the directory expansion process. It is assumed that a directory merge occurs on the hyperplane $h$ in an internal node $N$. If the slice that corresponds the right leaf node of the internal node $N$ is last adjoined to the directory, merging the directory is simply done by contracting the directory with the slice. For example, in Figure 3.4, merging the directory occurs on the hyperplane $h$ in the internal node $N$. The directory is contracted by changing the last address of the directory as 6. But in some cases, merging the directory is required at some earlier point, say on the hyperplane $h$ in the internal node $N$ in Figure 3.7(a). The slice that starts at the address 4 is merged with the slice that starts at the address 0. In order to avoid reorganization of the grid directory, another slice could be used to replace this slice to be merged (call this the merged-slice). For each dimension, we can always obtain the last adjoined slice from the number of indices $(m_0, m_1, ..., m_{d-1})$. By copying values in the slice (call this the copied-slice) which corresponds the index $m_j$ ($j$ is the dimension on which a merge occurs) to the values in the merged-slice, the problem of merging the directory results in moving the elements after the copied-slice toward the copied-slice and then contracting the grid directory. In the above example, the elements in entries 6, 7, 11 are first copied into entries 4, 5, 10 respectively. Then the elements in entries 8, 9, 10 are moved to entries 6, 7, 8. The directory is contracted by changing the last address of the directory as 9. The result is shown in Figure 3.7(b).

Compared with the split, the merge needs more disk accesses. This is because the entries in the merged-slice and in the copied-slice are not totally consecutive. Reading and writing these elements require a number of disk accesses. In fact, this operation is a major factor in the performance of deletion. In order to contract the directory, all the elements after the copied-slice are moved forward in the linear array. Since these elements lie in a consecutive linear array, moving operation can be accomplished in several disk accesses depending on the amount of entries. However,
Figure 3.7: An Example of Directory Contraction
compared with the reorganization of the whole directory, this method is still less expensive in time.

3.2.3 Query Processing Strategy

The idea of processing queries in the original grid file can be used in our scheme with two modifications:

1. The first modification is due to the change on the structure of the scales. For an exact match search, searching in the \( d \) linear scales now corresponds to binary tree traversal to locate \( d \) leaf nodes which store \( d \) indices.

A range query of the grid file is defined by a set of intervals. Each interval is represented by a lower bound and upper bound. By searching the BTS-scales for lower bounds and upper bounds in the intervals, a set of leaf nodes is located. These leaf nodes have the property that in each dimension the leaf node corresponding to the upper bound of the query range must lie at the right of or in the same leaf node corresponding to the low bound of the query range. All leaf nodes of the binary tree can be linked from left to right. Therefore, a range query is converted to \( d \) linked leaf node chains. Each chain starts at the leaf node corresponding to the low bound of the range query and ends at the leaf node corresponding to the upper bound of the range query in a dimension. A group of entries which intersect the range query are traversed according to a row major order function and the \( d \) linked leaf node chains. Each page pointed to by the entries is read into memory and searched for the records which satisfy the range query.

2. The second modification is due to the different mapping functions. In the original grid file, the row major order mapping function maps a record to a grid cell according to the indices of the grid cell. The mapping function in our design requires that more information be stored. It works in the following way. The coordinates of a given record are converted to \( d \) indices stored in \( d \) leaf
nodes. For each node, there are three variables, \textit{index}, \textit{starting.address} and \textit{coefficient} associated with it. The \textit{starting.address} in the \(d\) leaf nodes is compared first. The one with the largest value is selected as the slice that includes the grid cell pointing to the expected data page. Then the address of the grid cell is computed using the function defined in section 3.2.1, the \textit{index} and the \textit{coefficient} in the leaf node which contains the largest \textit{starting.address}.

### 3.2.4 Summary

Splitting and merging operations do not cause an entire directory reorganization in our design, thus the performance for insertions and deletions is improved. In most applications insertions and deletions of the directory occur rarely as compared to direct access and range query. In these kinds of applications, the directory structure described is sufficient. This directory organization can be called the one level extendible directory. It keeps the principle of two disk accesses for processing exact match search. Range queries can be processed efficiently as well. The splitting policy in this design reduces the expansion of the grid directory, thus the \textit{fan out} of the directory is decreased. Moreover, memory utilization is optimal, a larger fraction of the directory may be kept in memory. These advantages of one level grid file outweigh the penalty incurred for uniform data distribution.

### 3.3 Design of the Multilevel Grid File

The burden of reorganizing the directory is largely alleviated in the one level extendible directory grid file. In the following two cases, the cost of disk access is still not tolerable.

1. One data page may be pointed by more than one entry in the grid directory. When an existing boundary is used in splitting a data page, some entries of the directory have to be modified to point to a newly created data page. The addresses of these entries are likely to be non-consecutive on disk. Modifying
these entries may require several disk accesses even if part of the grid directory can be read into memory in one disk access.

2. When a directory split occurs, one must expand a \((d - 1)\)-dimensional hyperplane to the end of the directory, copy \(n\) pointers and finally update one of them, where \(n\) is the number of entries in the hyperplane. The copying operation may require arbitrarily large number of disk accesses because these entries are likely to be stored in non-consecutive address space. Writing the \((d - 1)\)-dimensional hyperplane into disk can be accomplished by several disk accesses depending on the size of the hyperplane.

These difficulties are caused by the fact that the size of the directory is so large that it can not be kept entirely in memory. The proposed splitting policy involves less times to split the grid directory compared with the original one. However, the high \textit{fan out} in the directory is still a drawback of the one level grid file. The reason for the high \textit{fan out} is that the fine partitions, required to be localized in the data space where a cluster occurs, extend over the whole data space, i.e., the partition does not adapt to the density of the data in different parts of the data space; this leads to a directory that is not proportional to the size of the underlying amount of records. In order to overcome this drawback, it is proposed that the partitions should focus on the local data distribution. Therefore, a hierarchical directory structure is recommended. In this section, we present a scheme called the multilevel grid file that builds a hierarchical directory with controlled directory expansion. The directory is a multi-way tree with fixed size nodes that grow from top to bottom.

3.3.1 Multilevel Grid File Structure

The multilevel grid file consists of a collection of pages and variable \textit{root.ID} that gives the address of the root page. There are two types of pages in a multilevel grid file.

1. \textbf{Directory pages} – A directory page contains a \(d\)-dimensional array and \(d\) binary trees. The \(d\)-dimensional array represents the grid directory. Its element...
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is a pointer to a page which is either a data page or a directory page. The row major mapping function is used to map an entry of a d-dimensional array to a linear array, which is stored at the start of the directory page. The d binary trees represent the BTS-scales which define the grid in the directory page. In order to systematically organize the directory page, the BTS-scales are stored at the end of the directory page.

2. Data pages — Data pages are organized in a manner similar to the one level extendible directory grid file.

The following set of properties defines the multilevel grid file structure. The algorithms for insertions and deletions are designed so as to preserve these properties, and the algorithm for queries depends only on these properties.

1. Considering each page as a node and each element in a directory page as a page pointer ID, the resulting graph structure is a multi-way tree with the root defined by root.ID. Figure 3.8 illustrates the structure of a 2-dimensional multilevel grid file. All directory pages are internal nodes of the tree and all data pages are leaf nodes of the tree.

2. In each directory page, the page regions in it are disjoint, and their union is a d-dimensional rectangular-shaped region. This property is consistent with the requirement of partitioning the data space in the original grid file.

3. If the root page is a directory page (or if this is the only page in the tree, it will be a data page), the union of its page regions span the whole data space.

4. If a page pointer ID corresponds to a page region R, and the page Q, referred to by the page pointer ID, is a directory page, then the union of the page regions of the page Q defines the page region R.

5. If a page pointer ID corresponds to a page region R, and if the child is a data page, then all the records in the data page must be in page region R.
Figure 3.8: Structure of a 2-dimensional Multilevel Grid File
Generally the size of each directory page is defined as the size of a disk block which is a unit that an operating system reads or writes data from or to a file. Therefore, a directory page can be read into memory in one disk access. A directory page contains the grid directory and the scales in a subspace. When splitting of the grid directory is required, it can be easily done by reorganizing the grid directory in memory, as long as the resulting grid directory can fit into the directory page. When merging of the grid directory is required, it is also done by reorganizing the grid directory as long as the resulting grid directory contains more than one element. We discuss how to handle an overflow directory page in the next section.

3.3.2 Splitting and Merging Operations

When an insertion of a record causes the corresponding data page to overflow, the data in the data page will be distributed according to the splitting policy presented in section 3.1.3. When the corresponding region, which represents the data page with overflow, covers only one grid cell, splitting of the data page triggers a split of the corresponding grid cell in the data space, i.e., a new slice needs to be added to the directory. Since the size of the directory page is limited, adding the slice to the directory may cause the directory page to overflow. A method is proposed to solve the problem of an overflow directory page in the multilevel grid file.

When a directory page becomes full, a new directory page is created. This new directory page represents the cell that corresponds to the overflow data page in the original directory page. For example, Figure 3.8 shows directory page $P$ has overflowed when a split occurs in cell $R$ of $P$. A new directory page named $P'$ is created as the child of directory page $P$. There is a page pointer in $P$ pointing to the directory page $P'$. By creating a new directory page to resolve the overflow directory page problem, the multilevel grid file performs like a tree that grows from top to bottom.

The maximum number of children of a directory page is bounded by the number
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of grid cells allowed in a directory page. Since some grid cells can share the same data page in the original grid file, it is possible that some page pointers in a directory page point to the same child which must be a data page. For the directory page which is not the root, there is only one page pointer from its parent pointing to it. That means a directory page is generated only when its corresponding page region in the parent page contains only one grid cell. This results in a straightforward merging algorithm. Merging of data pages is still done according to the policy of reversing the splitting operation. Merging of the grid directory is done by the reorganization of the grid directory. When only one data page is assigned to a directory page, the directory page can be replaced with the data page, thus deleting the directory page.

According to the method of processing an overflow directory page, inserting a record needs at most four disk accesses, two for distributing the data into two data pages and two for operating on two directory pages — the overflowed page and the newly created page. Therefore, the multilevel grid file clearly improves the performance of insertion and deletion in the original grid file. For non-uniform data distribution, the hierarchical directory structure of the multilevel grid file decreases the number of partitions by adapting data distribution in different parts of the space. The data area with high density needs more partitions which only influences the subspace corresponding to the directory page. Furthermore, the fan out of the directory is decreased since the data clustered in a local area often displays a uniform distribution.

3.3.3 Query Processing Strategy

The exact match search in the multilevel grid file is processed as an exact match search in the one level grid file preceded by a tree search. The exact match search in the one level grid file is executed exactly the same as the original grid file, except that all operations take place in memory. The result of the query is a page pointer which points to either a data page or a directory page. Like the general tree search algorithm, the search continues until a leaf node, i.e., one data page, is located.
Therefore, the performance depends on the depth of the tree.

The range query has the same basic idea as the exact match search. Instead of locating a single page as in the exact match search, a set of elements in a directory page is identified for further processing. For each element, the page referred to by it is read into memory. Depending on the type of the page, either the processing terminates or the processing continues recursively. Unlike the one level grid file, where the number of disk accesses for a range query comes from reading only data pages and the directory elements, the multilevel grid file incurs the disk accesses in reading directory pages of the tree structured directory.

3.3.4 Two Techniques for Improving Directory Page Utilization

An under utilized directory page arises whenever a new directory page is created. At the time of creating a new child of a directory page, there are only two grid cells in the directory page. If one entry of the grid directory is represented by a four-byte integer, then one node of binary trees needs 20 bytes for two pointers to children and a value of the partitioning point. Some additional information, such as the number of indices in each dimension, also needs to be stored in a directory page. Therefore, if a page which is generally 2048 bytes is assigned to a directory page at the creation time of the directory page, the utilization of directory pages drops considerably.

Two techniques are proposed to alleviate the problem. one is called elastic pages and the other is called deferred splitting directory pages.

1. Elastic Pages — A changeable size for directory pages is defined. When such a directory page is created, the minimum size is assigned to it. As records are inserted, the size is expanded until the maximum size of directory pages is met. At this point, the directory page has overflowed. A new child needs to be created. In order to systematically manage the variable size pages, each size
is defined as a factor of the maximum size, such as the minimum is 512 if the maximum is 2048. Therefore, whenever a page is created, a minimum size of 512 is allocated. As the directory is split, the successive page size is assigned to replace the previous one until the directory page with the maximum size has overflowed and then a new page is created. This is one method to solve the problem of low index page utilization.

2. Deferred Splitting Directory Pages - Whenever a new page \( P \) is created at level \( l \) in the multi-way tree, the new page comes about by distributing \( c + 1 \) records into two data pages where \( c \) is the capacity of data pages. To search for one record in these two data pages, \( l + 2 \) disk accesses are needed, \( l \) for searching the directory pages above level \( l \), 1 for searching the newly created directory page and 1 for searching the data page. In order to solve the problem of low utilization of pages, an overflow page is created to resolve the problem. The retrieval performance remains the same, but the low page utilization problem is alleviated. Therefore, a newly created page contains at least four entries.

3.3.5 Summary

The advantages of the multilevel grid file over the one level grid file are:

1. Easy Splitting and Merging — Splitting and merging directory are local operations affecting only a few pages. The discussion on these issues has been given in section 3.3.2. The number of disk accesses needed to perform splitting and merging operations on the grid directory is minimized by storing the grid directory in different directory pages independent of each other.

2. Fan Out of the Directory — The multilevel grid file decreases the fan out of the directory in the following two ways: 1) By extending a hyperplane over a subspace but not a whole data space, the total number of entries in all directory pages is drastically reduced. Many empty entries that would
otherwise be stored in the one level grid file are deleted in the multilevel grid file. 2) For each directory page, usually representing a clustered data subspace, the low fan out can be achieved for such uniform data distribution. Therefore, the problem of the high fan out in the one level grid file is resolved.

3. **Range Query** -- The multilevel grid file is efficient in processing range queries. Range queries are potentially very costly for two reasons:

- a large portion of the directory, i.e., a hyperplane must be searched;
- a large number of false drops results in accessing the data pages.

The former problem is greatly alleviated in our scheme because the directory is stored in memory. Reading an element does not take any disk access. The hierarchical structure can represent a large amount of data, therefore the depth of the tree generally is acceptable. The grid file allows several grid cells to share a data page. In order to avoid searching for records in the same page, the page should be checked whether it has already been searched before actually reading the page into memory. In the one level grid file, this operation still needs disk accesses. In non-uniform data distribution, a lot of entries in the directory point to the same pages or empty pages. Therefore, much more disk accesses are required for the check procedure which does not produce the real result of a query. The multilevel grid file completely solves the problem by operating in memory.

Another important enhancement comes from the multilevel architecture of the directory. A directory entry representing a region points to a physical block that contains lower level directory entries subdividing the region. These lower level directory entries, which are close to one another in the domain space, tend to be in the same physical block. Therefore, searching a hyperplane must be less costly because more than one directory entry can be searched in one page access. This contrasts with the case of the one level grid file, in which one page access is needed per one directory entry.
Figure 3.9: Limitation in the Balanced Multilevel Grid File

Like all unbalanced tree structures, the multilevel grid file suffers from the drawback of the worst case $O(P)$ access performance when searching a record, where $P$ is the total number of pages. Although the splitting policy decreases the level of trees properly, we still risk to find a record depending on the depth of the tree.

To solve this problem, the balanced multilevel grid file is proposed, where the tree is always totally balanced in the sense that the number of nodes accessed on a path from the root node to a leaf node is the same for all leaf nodes. In order to implement a balanced structure, the scales and the grid directory in each directory page should be split or merged like the original grid scales and grid directory respectively. The multi-way tree is expected to grow from bottom to top for supporting the balanced tree structure and improving the directory page utilization.

The major obstacle preventing the design of a balanced multilevel grid file is how to select the splitting dimension and splitting location. For example, a directory page could be shown in Figure 3.9. Each grid cell refers to a lower level directory page or a data page. The splitting policy which adapts to the actual distribution could form a non-systematic partitions so that only historically first splitting line is guaranteed to extend over the whole data space, e.g., the thicker line in Figure 3.9. If the splitting policy for the directory page requires that the partition must happen at the splitting line which extends over the whole data space, a directory page split would not cause...
splits to cascade over lower levels, but it causes the directory page utilization to fall below a given parameter. In the above example, splitting along the thicker line implies that one of the new directory page will be nearly empty. In the other hand, moving the thicker split line to the left would result in a better directory page utilization, but it poses the problem of what to do about lower level nodes which lie on both sides of this split line. It means that the splitting will cascade over lower levels and may create lower level directory pages and data pages which are nearly empty. Therefore, when time comes to split a directory page into two, there is no convenient way to make the split. K-d-B-tree [33] met the same problem, but it gave no explicit internal representation and explanation. The question of efficient implementation of the balanced multilevel grid file is still left open.
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4.1 The One Level Extendible Directory Grid File

4.1.1 Data Structure

The scales are organized as independent $d$ binary tree scales in a $d$-dimensional space. There are two types of nodes: an internal node represents a hyperplanes in the data space and a leaf node represents a slice bounded by two neighboring hyperplanes. The data structure for internal nodes contains two pointers to children and other additional information. Three additional information are associated with each internal node. These are: \textit{splitno}, \textit{order} and \textit{key}. The variable \textit{splitno} defines the number of splitting times for data pages using the hyperplane in an internal node. It is initially set to 1. When the value is 0, it means that all the elements in two adjacent slices of the hyperplane in the grid directory are the same. Merging the two adjacent slices of the directory is then required. The variable \textit{order} gives the order of creating hyperplanes. It is for implementing the merging policy efficiently. The variable \textit{key} defines a splitting point which represents a $(d - 1)$-dimensional hyperplane in the $d$-dimensional data space. Leaf nodes include all necessary information defined in section 3.1.1. Its structure is described as follows:

\[
<\text{index description}[1..d]>\]
with the following interpretation:

\[ \text{index} \quad : \text{the index of the corresponding slice.} \]

\[ \text{description}[1..d] \quad : \text{For a leaf node in dimension } j, \text{ the } \text{description}[j] \text{ gives the starting address of the slice. Other elements of the } \text{description}[i] (i \neq j, 0 \leq i < d) \text{ define the coefficients in the slice.} \]

The grid directory is stored on disk. Each element is an integer representing the page number in a file. If the element is smaller than 0, the corresponding data page is an empty page which is stored in a different place from non-empty data pages. We use a separate file to maintain all information on empty pages. We keep a directory page in memory, which includes a set of elements of consecutive entries in the grid directory. The address of the first entry and the size of the directory page are also kept in memory. Whenever an entry is required, it is first looked up in the directory page. If the required entry is found in the directory page, its element can be accessed without a disk read. Otherwise, a set of entries which start from the required entry is read into memory to replace the elements in the directory page.

Records are stored in data pages one after another in no specific order. Each data page has a header which includes the information used for managing the data pages and the correspondence between the page region and the data page. This information includes freenlink, pageno and number. The variable freenlink is a link pointer for maintaining all empty space in the data file. The variable pageno is the order of pages in the data file, starting from 0. The variable number indicates the current number of records in the data page. A page region is represented by d integers called levels in the BTS-scales. The last splitting dimension is also stored in the header for conveniently accomplishing the merging policy. In order to improve storage utilization, we separate the empty pages from the actual pages. Empty pages are created and deleted in the same way as actual pages. They only contain
the header information as described above.

In our implementation of the grid file, the scales are loaded into memory as $d$ binary trees at the beginning of a session and kept in memory until the session ends. Some information on the grid file, such as the number of indices in each dimension, is also read from disk at the beginning of a session.

### 4.1.2 Insertion and Deletion Algorithms

The algorithms of insertion and deletion must follow an exact match search. Generally the exact match search returns several information for subsequent operations, such as the data page $B$ where the record to be inserted or deleted lies and a set of indices $<i_0, i_1, ..., i_{d-1}>$ of the grid cell whose element points to data page $B$. In our implementation, we do not retain duplicate records. Before presenting the algorithms, we define some symbols that we use in the following algorithms.

- $K = (k_0, k_1, ..., k_{d-1})$: key of a record;
- $I = (i_0, i_1, ..., i_{d-1})$: index of a grid cell in the $d$-dimensional grid directory;
- $\text{root} = (\text{root}_0, \text{root}_1, ..., \text{root}_{d-1})$: roots of $d$ binary trees;
- $M = (m_0, m_1, ..., m_{d-1})$: number of indices in each dimension.

The components of the above four variables will be represented in the form of array elements in our algorithms, for example, $k_j$ is represented as $k[j], 0 \leq j < d - 1$.

- $B, B1, B_{\text{empty}}$: data pages which can have some attributes defined in the proceeding section. Attributes are represented in the form of $B \rightarrow \text{attribute}, \text{e.g., } B \rightarrow \text{number};$
- $\text{Address}_B$: address of data page $B$;
- $\text{Region}_B$: the page region corresponding to data page $B$;
- $\text{Entry}$: an entry in the grid directory;
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\[ G \] : the mapping function;

\[ Node \] : a node of binary trees;

\[ File \] : a grid file.

We assume the existence of the following functions or procedures:

ContractDirectory(M, Root, Merge.dimension): Contracts a directory according to the method in section 3.2.2 and modifies the scales;

CreatePage() : Creates a data page in the data file and returns the data page;

CreateEmptyPage() : Creates an empty page in the data file;

DeleteEmptyPage(B_empty) : Deletes empty page B_empty from the data file;

DeleteRecord(K, B) : Deletes record K from data page B;

ExtendDirectory(M, Root, B1, Splitting.dimension, Splitting.location): Extends the grid directory by the slice defined in the arguments according to the method in section 3.2.2;

FindInPage(B, K) : Looks for record K in data page B;

GetPageRegion(B) : Returns the page region of data page B;

GetBuddy(B, root[j]) : Searches for a buddy of data page B in the tree root[j] and returns the buddy;

GetLevel(B, root[j]) : Returns a Node in binary tree root[j] which corresponds to the level of data page B in dimension j;

GetPartition(Region_B, Splitting.dimension, Splitting.location): Returns Splitting.dimension and Splitting.location according to the splitting policy in section 3.1.4:
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InsertRecord(K, B) : Inserts record K into data page B;

MaximumOrder(Root, B) : Searches d binary trees for the node with the maximum order;

MergePage(B, B1) : Combines the records in two data pages B and B1 into data page B;

ModifyRegion(Region, B, Value) : Modifies the elements lying in region Region to point to Value;

ReadPage(Address, B) : Takes the input as an address of a data page and returns the page in the data file;

ReadElement(Entry) : Reads the element which is stored in Entry of the grid directory, i.e., returns the corresponding address of a data page;

SearchTree(root[j], k[j]) : Converts component k[j] into index i[j] by searching the BTS-scales defined by root[j];

SplitPage(B1, B2, Splitting_dimension, Splitting_location) : Distributes the records in data page B1 into two data pages B1 and B2 according to the splitting dimension and splitting location.

The following is an algorithm for processing exact match search in the one level extendible directory grid file. The algorithm takes as input the specified grid file File and a record K. If the grid file contains only one data page B, we search the page for record K. Otherwise, the d indices are obtained by searching d binary trees for d components of record K. The mapping function maps the d indices to the address of a grid cell in the grid directory. The element in the grid cell is first read to memory, then its corresponding data page is read to memory. We search the data page for the Record K. The data page and the d indices are returned.
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Algorithm Exact_Match( File, K, B, I )
BEGIN
    IF ( File == Empty )
        THEN return( FALSE )
    ELSE IF ( File contains only one page )
        THEN BEGIN
            B = 0;
            return( FindInPage( B, K ) )
        END
    ELSE BEGIN
        FOR ( each dimension j )
            I[j] = SearchTree( root[j], K[j] );
        Entry = G( I );
        Address_B = ReadElement( Entry );
        B = ReadPage( Address_B );
        return( FindInPage( B, K ) )
    END
END

In the above algorithm, only ReadElement and ReadPage may access disk, therefore the principle of two-disk access is preserved.

The following is the insertion algorithm of the one level extendible directory grid file. The algorithm takes as input the specified grid file File and a record K. If the grid file is empty, a data page is created and record K is simply inserted into the first data page of the grid file. Otherwise, the exact match search algorithm is invoked. This returns the corresponding data page B and index I in the grid directory. If data page B is empty, then an actual data page is created, the record is inserted into it and the empty data page is deleted from the data file. The information on the page region is copied from the empty page into the created actual data page. The elements in the page region are changed to point to the address of the actual data page. If data page B is not empty and not full, the record is inserted into data page B. Otherwise, an additional data page is created, the splitting dimension and location are determined by the splitting policy. The records in data page B and record being inserted are distributed into two data pages. If the split of data page B triggers the splitting of the grid directory, the grid directory is expanded and the program returns. Otherwise, an existing boundary is used. If using the boundary to
split data page $B$ creates an empty data page, the splitting procedure will continue until a successful split occurs.

```
ALGORITHM Insert( File, E )
BEGIN
  IF ( File == Empty )
    THEN BEGIN
      B = CreatePage();
      InsertRecord( E, B );
      return( TRUE );
    END;

  IF ( Exact_Match(File, E, B, I) == TRUE )
    THEN BEGIN
      print "the record is in the Grid File";
      return( FALSE );
    END;

  IF ( B is an empty page )
    THEN BEGIN
      B1 = CreatePage();
      B1 = B; /* Copy the header information from B to B1 */
      InsertRecord( E, B1 );
      DeleteEmptyPage( B );
      Region_B1 = GetPageRegion( B1 );
      ModifyRegion( Region_B1, B1->pageno );
      return( TRUE );
    END;

  IF ( B->number < PAGE_CAPACITY )
    THEN BEGIN
      InsertRecord( E, B );
      return( TRUE );
    END;

  /* process an overflow of a data page */
  B1 = CreatePage();
  need_split = TRUE;
  WHILE ( need_split )
  BEGIN
    Region_B = GetPageRegion( B );
    GetPartition( Region_B, B, Splitting_dimension, Splitting_location ).
    IF ( the partition is an existing boundary )
      THEN BEGIN
        SplitPage( B, B1, Splitting_dimension, Splitting_location ).
        IF ( B->number == 0 OR B1->number == 0 )
```
The following is the deletion algorithm of the one level extendible directory grid file. The algorithm takes as input the specified grid file File and a record $K$. If the grid file is empty or the record is not in the grid file, the value $FALSE$ is returned. Otherwise record $K$ is deleted from the data page where the record lies. The algorithm checks to see if page merges can take place each time a deletion is done. The buddy of the data page to be merged is obtained by searching the binary tree which corresponds to the variable $last\_splitting\_dimension$. If the sum of the number of the records in two pages (buddy and the data page from which a deletion occurred) is less than a predefined threshold, merging of data pages occurs. After merging data pages, a check is made to see if the directory can also be merged. If the variable $split\_no$ is 0, the grid directory is contracted and the grid scales are modified. The algorithm ends when no more data pages need being merged.
Chapter 4. Implementation and Software Modules

Algorithm Delete( File, K )
BEGIN
    IF ( File == Empty )
        THEN
            return( FALSE );
    IF ( Exact_Match( File, K, B, I ) == FALSE )
        THEN BEGIN
            print "the record is not in the Grid File",
            return( FALSE );
        END;
    DeleteRecord( K, B );
    need_merge = TRUE;
    WHILE ( need_merge )
        BEGIN
            Merge_dimension = B->Last_splittin_dimension;
            B1 = GetBuddy( B, root[Merge_dimension] );
            IF ( ( B->number + B1->number ) > PAGE_THRESHOLD )
                THEN
                    need_merge = FALSE
                ELSE BEGIN
                    MergePage( B, B1 );
                    Region_Bi = SplitPageRegion( B1 );
                    ModifyRegion( Region_Bi, B->pageso );
                    B->Last_splittin_dimension = MaximumOrder( Root, B );
                    Node = GetLevel( B, root[Merge_dimension] );
                    Node->splitno = Node->splitno - 1;
                    IF ( Node->page_no == 0 )
                        THEN
                            ContractDirectory( M, Root, Merge_dimension );
        END
    END
END

4.1.3 Query Algorithm

We consider the algorithm for processing partial match and range searches in this section. The algorithm to process an exact match search is equivalent to one specified in the previous section. A query is defined by a set of intervals

\[ Q = ((l_0, u_0), (l_1, u_1), ..., (l_{d-1}, u_{d-1})). \]
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By searching the BTS-scales one after the other, Q is converted into a multidimensional rectangular region R in the directory. In our implementation, R is represented by d pairs of leaf nodes in the BTS-scales.

\[ R = ((n_0^l, n_0^u), (n_1^l, n_1^u), ..., (n_{d-1}^l, n_{d-1}^u)) \]

Each pair of leaf nodes specifies the low and upper values of the region R in each dimension. The entries lying in this region R which are computed according to the mapping function G and coordinate indices \( < i_0, i_1, ..., i_{d-1} > \) stored in the nodes \( < n_0, n_1, ..., n_{d-1} > \), where \( n_j^l \leq n_j \leq n_j^u \), \( 0 \leq j < d \), are processed by traversing the region R in column major order starting at the entry corresponding to d-tuple indices stored in the nodes \( < n_0^l, n_1^l, ..., n_{d-1}^l > \). The elements of these entries are first read from disk. Data pages which are pointed to by the elements of the entries are then read from disk and searched for records that satisfy the range query. In order to guarantee that each of these data pages is loaded from disk exactly once, we check if the data page has already been processed before reading a data page from disk.

In our implementation, a query is initialized by the procedure and the records found in a query are passed to the user by subsequent calls of transfer procedures. Subsequent calls include GetFirst, GetLast, GetNext and GetPrevious.

Some new symbols and functions are:

- \( Q \) : as defined above, a set of query intervals;
- \( R[j][m] \) : the multidimensional rectangular region corresponding to \( Q \). It is a 2-dimensional array, where \( 0 \leq j < d - 1 \) and \( m = l \) or \( m = u \);
- CheckProcess(Address.B) : Checks whether the page referred by Address.B has been processed;
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GetNextEntry(1) : traverses all elements in the multidimensional rectangular region defined by \( R[j][m] \) in the row major order:

SearchBound(root[j], Q, R[j][l], R[j][u]) : Searches for a pair of leaf nodes in the BTS-scales defined by root[j] according to Q:

SearchInPage(B, Q) : Searches the records that satisfy Q in data page B.

**Algorithm: Range Search(Fixed, Q)**

BEGIN

FOR ( each dimension j )

SearchBound(root[j], Q, R[j][l], R[j][u]).

FOR ( each dimension j )

if(j = R[j][l]):

REPEAT

Entry = G(I);

Address_B = ReadElement(Entry);

if (CheckProcess(Address_B) == FALSE) THEN BEGIN

/* The page pointed to by Address_B has not been processed */

B = ReadPage(Address_B);

SearchInPage(B, Q);

END;

GetNextEntry(I);

UNTIL (All entries have been traversed);

END

4.2 The Multilevel Grid File

4.2.1 Data Structure

There are two types of pages in the multilevel grid file. The data structure of data pages is exactly the same as one described in the one level extendible directory grid file, except that there is an additional type information indicating whether a page is a directory page or a data page. There are three parts of information in a directory page. The first is the header information of the directory page. It includes the number of indices and the root pointer to a BTS scale in each dimension. The
second part is the grid directory. Each element is a pointer to a page. The third part is the BTS-scales with their roots defined in the header information of the directory page. Each node of the BTS-scales consists of the variables $lchild$, $rchild$ and $key$. The variable $key$ defines a splitting point which represents a $(d - 1)$-dimensional hyperplane in the $d$-dimensional data space. The values of the variables $lchild$ and $rchild$ in the internal nodes of the BTS-scales are greater than 0. These represent pointers to children of the internal nodes. In the leaf nodes, these values are equal to or less than 0, and represent indices of the grid cells.

4.2.2 Insertion and Deletion Algorithms

As in the one level extendible directory grid file, an insertion and deletion operation first identifies the affected data page by an exact match search. The address of the root page is indicated by the variable $Root.ID$. Each page has a $page.ID$ stored in its parent node as an element in the grid directory. The multilevel grid file uses $ReadPage$ for reading a data page or a directory page. The algorithm for processing an exact match search in the one level directory is quoted in this algorithm. We denote a directory page by $D$.

The following is an algorithm for processing an exact match search in the multilevel grid file. It takes as input the specified grid file $File$ and a record $K$. If the grid file only contains one data page, we search the data page for the record. Otherwise, we traverse the tree. Starting at the root page of the grid directory, each time a page is read into memory, we determine whether the page is a directory page or data page. If the page is a data page, we search the page for the record $K$. Otherwise the page is a directory page. The exact match algorithm of the one level grid file is invoked and returns the address of the page where the record may lie. The algorithm is recursively repeated down the tree until a data base is located.
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Algorithm Exact_Match(File, Root_ID, X, B, D, I)
BEGIN
    IF (File == Empty)
        THEN
            return(FALSE)
        ELSE BEGIN
            IF (File contains only one page)
                THEN BEGIN
                    B = 0;
                    return(FindInPage(B, k)).
                END;
        END;
    END;

D = Root_ID;
WHILE (TRUE)
BEGIN
    One_Level_Exact_Match_Search(D, X, Page_ID, I);
    B = ReadPage(Page_ID);
    IF (B->type == Data_Page)
        THEN
            return(FindInPage(B, k))
        ELSE
            D = B;
    END
END

The above exact match algorithm provides three kinds of information. These are: the data page B where the record lies, the directory page D which is the parent of data page B and a set of indices I corresponding to the address of the data page B in the directory page D. Insertion and deletion modify the directory page D when a split or a merge occurs. Therefore all the operations on the grid directory defined in the previous section apply to the directory page in memory, instead of the whole directory on disk. We continue to use the previous function with one extra parameter D (directory page) which explicitly refers to the grid directory and the scales of the page modified. Four new functions are now introduced:

CheckDirectoryFull(D, Splitting_dimension, Splitting_location): Checks whether an overflow will happen in directory page D because of the required split:
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CheckMergeDirectory(D, merge_dimension): Checks whether a merge of the directory occurs;

GetParent(Root_ID, D) : Finds the parent of directory page $D$ in the multi-way tree rooted by Root_ID of the grid file;

Reorganize(D) : Reorganizes directory page $D$ because of splitting or merging the grid directory.

The following is the insertion algorithm of the multilevel grid file. It takes as input the specified grid file $File$ and a record $K$. If the grid file is empty, the first data page is created and record $K$ is inserted into it. Otherwise, an exact match algorithm is invoked. This returns the data page $B$ where record $K$ should lie and the directory page $D$ that is the parent of the data page $B$ in the multi-way tree of the grid file. If the data page $B$ is empty, then an actual data page is created and record $K$ is inserted into it. The elements in the page region represented by the data page $B$ are modified to point to the newly created data page. The empty page is deleted from the data file. If the data page $B$ is not empty or full, record $B$ is simply inserted into it and the algorithm returns. In the case that the data page $B$ is full, a new data page is created and the page $B$ is split according to the splitting policy. If the split requires adding a new boundary, directory page $D$ is organized in memory. When directory page $D$ is full, a new directory page is created. If the split uses the existing boundary, the elements lying in one side of the boundary are changed to point to the newly created data page. Using the existing boundary to split a data page may create an empty data page, which requires the splitting operation to continue until a successful split occurs.

**ALGORITHM Insert(File, K)**

**BEGIN**

**IF** ( File == Empty )

**THEN BEGIN**

$B = $ CreatePage();
InsertRecord(K, B);
return ( TRUE );

**END.**
IF ( Exact_Match( File, Root_ID, K, B, D, I ) == TRUE )
THEN BEGIN
    print "the record is in the Grid File";
    return( FALSE );
END;

IF ( B is an empty page )
THEN BEGIN
    B1 = CreatePage();
    B1 = B; /* Copy the header information from B to B1 */
    InsertRecord( K, B1 );
    DeleteEmptyPage( B );
    Region_B1 = GetPageRegion( D, B1 );
    ModifyRegion( D, Region_B1, B1->pageno );
    return( TRUE );
END;

IF ( B->number <= PAGE_CAPACITY )
THEN BEGIN
    InsertRecord( K, B );
    return( TRUE );
END;

/* process an overflow of a data page */
B1 = CreatePage();
need_split = TRUE;
WHILE ( need_split )
BEGIN
    Region_B = GetPageRegion( D, B );
    GetPartition( D, Region_B, Splitting_dimension, Splitting_location );
    IF ( the partition is an existing boundary )
THEN BEGIN
    SplitPage( B, B1, Splitting_dimension, Splitting_location ),
    IF ( B->number == 0 OR B1->number == 0 )
THEN BEGIN
    B_empty = CreateEmptyPage();
    Region_empty = GetPageRegion( D, B_empty );
    ModifyRegion( D, Region_empty, B_empty->pageno ),
    need_split = TRUE,
END
ELSE BEGIN
    Region_B = GetPageRegion( D, B1 )
    ModifyRegion( D, Region_B, B1->pageno ),
    need_split = FALSE;
END
END
ELSE BEGIN
    SplitPage( D, D1, Splitting_dimension, Splitting_location );
    IF ( CheckDirectoryFull( D, Splitting_dimension, Splitting_location ) == TRUE ) THEN BEGIN
        D1 = CreatePage();
        Entry = G( 1 );
        D->Entry = ( D1->pageno );
        Reorganize( D1 );
    END ELSE
        Reorganize( D );
    need_split = FALSE;
END END

The following is the deletion algorithm of the multilevel grid file. It takes as input the specified grid file $File$ and a record $K$. If the grid file is empty or record $K$ is not in the grid file, the algorithm returns the value $FALSE$. Otherwise the record is deleted from the data page where the record lies. The algorithm checks to see if merging data pages can take place each time a deletion is done. The buddy of the data page to be merged is obtained from searching the BTS-scale which corresponds to variable $last\_splitting\_dimension$. If the sum of the number of the records in two pages (the buddy and the data page from which a deletion occurs) is less than a predefined threshold, merging of data pages occurs. After merging a data page, the directory merge is checked in memory. If the directory merging occurs, the directory is merged by reorganization. When the directory page only contains one data page, it is combined into its parent.

ALGORITHM Delete( File, K )
BEGIN
    IF ( File == Empty ) THEN return( FALSE );
    IF ( Exact_Match( File, Root_ID, K, B, D, I ) == FALSE ) THEN BEGIN
        print "the record is not in the Grid File";
        return( FALSE );
    END;
DeleteRecord( E, B );
need_merge = TRUE;
WHILE ( need_merge )
BEGIN
merge_dimension = ( B->Last_splitting_dimension ),
B1 = GetBuddy( D, root[merge_dimension] ),
IF ( ( B->number + B1->number ) > PAGE_THRESHOLD )
THEN need_merge = FALSE
ELSE BEGIN
MergePage( B, D1 );
Region_B1 = GetPageRegion( D, B1 );
ModifyRegion( D, Region_B1, B->pageno );
B->Last_splitting_dimension = MaximumOrder( D, B ),
IF ( CheckIfMergeDirectory( D, merge_dimension ) == TRUE )
THEN BEGIN
Reorganize( D );
IF ( D->Root == NULL )
THEN BEGIN
D1 = GetParent( Root_ID, D ),
CombineDirectoryPage( D1, D );
END
END
END
END

4.2.3 Query Algorithm

This section considers the range query algorithm in the multilevel grid file. As defined in section 4.1.3, a query can be expressed by the Cartesian product $Q$ of intervals $[l_j, u_j]$ (corresponding to dimension $j$ of a $d$-dimensional grid file, $0 \leq j < d$). We assume that the range query algorithm of the one level grid file is known. It returns a multidimensional rectangular region in the directory page. This region is represented by the two dimensional array $R[i][j]$ as defined in section 4.1.3.

The following is a range query algorithm of the multilevel grid file. The algorithm takes the input as specified grid file $File$, the address of the root page $Root.ID$ and a query $Q$. It recursively traverses the directory pages in the depth-first search order to retrieve the records in the data pages whose corresponding page regions are
intersected with the query region defined by \( Q \). Starting at the root page of the tree, each time a page is read into memory, we determine whether the page is a directory page or data page. If it is a directory page, the query \( Q \) is first converted into a rectangular region \( R \) in the grid directory of this page by searching its BTS-scales. It is done by invoking the range query algorithm of the one level grid file. Then the pages which are pointed to by the elements lying in this region \( R \) are recursively processed by the traversing \( R \). If a data page has been read from disk, the records stored in it are processed. If the corresponding page region is completely contained in \( Q \), then all records in the data page are qualified. Otherwise, the corresponding page region is not completely contained in \( Q \). Each record stored in the page must be checked to see whether it is in \( Q \).

During the query all directory pages and all data pages whose regions intersect \( Q \) are read from disk exactly once. Before loading a page from disk, it is checked whether this page has already been processed. Since the elements in the query region \( R \) of a directory page are traversed in the row major order, this check can be done by detecting the neighbor grid cells that have been processed to see if the same page pointer has been met.

```
ALGORITHM Range_Search( File, Root_ID, Q )
BEGIN
  IF ( Root_ID == NULL )
    THEN return;
  Page_ID = Root_ID;
  B = ReadPage( Page_ID );
  IF ( B->type == Data_Page )
    THEN BEGIN
      SearchInPage( B, Q );
      return;
    END
  ELSE
    R = One_level_Range_Query( B, Q, R[1][1], R[1][u] );
  FOR ( each dimension j )
    R[j] = R[j][1];
END
```
4.3 Cache and Opened Grid File List

In order to improve the efficiency of operations on the grid file, two data structures are used in the implementation of the grid file.

1. Cache — An attempt to make optimal use of available memory leads to the scheme of managing the grid directory and data pages on disk with a cache in memory. It is worthwhile to use more auxiliary information in memory so as to save disk accesses. In our implementation, we create a cache in memory for buffering both the directory and data pages in the multilevel grid file and data pages in the one level extendible directory grid file.

The cache consists of a set of slots. The number of slots is called the size of a cache. Each slot contains the information for managing the cache and a buffer in memory. This information includes occupiedbit, pinbit, changebit, reference, fileid, pageno and buffer. They have the following meanings:

occupiedbit : It identifies if the slot is available;

pinbit : It identifies if the data in the buffer of the slot can be taken out from memory at the time of searching for an available slot;

changebit : It identifies if the data in the buffer of the slot has been modified;
Figure 4.1: A Cache Structure

*reference*: It identifies if the data in the buffer of the slot is referred recently;

*fileid*: It indicates the file that the data in the buffer of the slot comes from;

*pageno*: It indicates the location in the file where the data in the buffer of the slot is stored;

*buffer*: It is a pointer to a buffer where data resides.

The size of the buffer and the size of the cache can be defined at the time of creating the cache. The structure of a cache is shown in Figure 4.1. The operations on the cache are:

*SetupCache(cache.size, buffer.size, cache)*: It creates a cache with specified cache size and buffer size. All memory required by the cache are allocated;

*ClearCache(cache)*: It writes the modified data in the buffers of the cache into files and frees all memory that the cache
takes:

FindAvailableSlot(cache, slot) : It looks for an available slot in the cache.
If there is no empty slot, we apply the least recently used policy to find a slot and write the data in the buffer
of the slot to the file if the data has been modified;

CheckPage(cache, pageno, fileid) : It checks if the page identified by the
pageno and fileid is in the cache;

PushPin(cache, slot, status) : It changes the value of pinbit in the slot as
status;

ModifyChangeBit(cache, slot, status) : It changes the value of modifybit
in the slot as status;

PageIn(cache, slot, pageno, fileid) : It reads data from the file specified
by fileid and pageno to the buffer in the slot;

PageOut(cache, slot) : It writes the data in the buffer of the slot into the
file.

In addition to improving the efficiency of the file operations, the cache structure also facilitates the portability of the grid file system since the module which implements the cache separates the disk-dependent parts from the grid file system itself.

2. Opened Grid File List -- We use this data structure to improve the efficiency of the system as well. This is due to the fact that some grid file information, such as the BTS-scales of the one level extendible directory, is kept in memory during a session. With this structure, a user is expected to open a grid file before he operates on it. From the point of view of the grid file system, the open operation reads the necessary information of the grid file into memory and opens the corresponding UNIX files. From the point of the view of users, the open operation returns a handler in memory to the grid file. This handler is an integer number. The subsequent operations on the grid
file use this handler. The opened grid file list also allows one to operate on several grid files at the same time. The operations on the opened grid file list are \texttt{OpenGridFile}, \texttt{CloseGridFile}, \texttt{AttachCache} and \texttt{InquireGFDesc}.

4.4 Software Modules and Dependencies

We have implemented our design concepts in the C language. It consists of about 9000 lines of code and runs on the SUN4/SPARC workstation. The grid file system is installed under the following four directories:

1. directory source: This includes all source code about the grid file.

2. directory lib: This contains a grid file library named \texttt{libgridfile.a} which includes all object code of the grid file.

3. directory include: This includes two grid file header files, one for the definition of data structures, the other for error messages.

4. directory database: This contains all UNIX files for maintaining the grid file, such as files storing data pages, the grid directory, etc.

In order to facilitate the portability of the grid file system and the ease of future development and maintenance, the grid file system is modulized into the following modules.

\begin{itemize}
\item \texttt{GFhost}: The module contains the machine-dependent part of the grid file system. In fact, it includes all the functions about \texttt{Cache}.
\item \texttt{GFUtil}: The module includes a set of common functions between these two implementations of the grid file.
\item \texttt{GFManager}: The module contains the procedures for creating, deleting, opening, closing a grid file and attaching a cache to a grid file.
\item \texttt{GFinsert}: The module is related to the insertion procedure of the one level extendible directory grid file.
\end{itemize}
**Figure 4.2: Module Dependencies in the Grid File Implementation**

GFdelete : The module contains the deletion procedure of the one level extendible directory grid file and its relative functions.

GFfind : The module contains a set of query procedures for the one level extendible directory grid file.

MGFinsert : It is like file GFind except that its all functions are regarded to the implementation of the multilevel grid file.

MGFdelete : It is similar to file GFdelete except using the multilevel grid file technique.

MGFfind : This includes a set of query procedures of the multilevel grid file.

Figure 4.2 illustrates the structure of these modules.
| PM-1 3½"x4" PHOTOGRAPHIC MICROCOPY TARGET |
| NBS 1010e ANSI/ISO #2 EQUIVALENT |

| 1.25 | 1.4 | 1.6 | 1.8 | 2.0 | 2.2 | 2.5 | 2.8 |
Chapter 5

Simulation Experiments

The performance of a file system is determined by two criteria: response time to access requests and storage utilization. Response time consists of the processing time in memory and disk access time. Since disk access time is much greater than the processing time in memory in most applications, the major component of this response time is the time spent in accessing disk. The maximal amount of data transferred in one access is fixed (a disk block or page). We will therefore measure the request efficiency in terms of the number of disk accesses per request. The storage utilization consists of the utilization of the data file associated with data pages and the utilization of the index file associated with the grid directory in our context.

Regnier in [32] presented the analysis of the grid file algorithms, but he made assumptions on the partition methodology and on the splitting policy of the grid file, which is not general to all the grid file design. A theoretical analysis of the grid file behavior appears to be difficult for two reasons [22]: many of the techniques developed for analyzing single-key data structures do not directly generalize to their multidimensional counterparts, and the grid file has parameters that are complicated to capture in a mathematical model (e.g., the different splitting and merging policies). For these reasons we resorted to simulation to study the behavior of our implementation.
5.1 Objectives of the Simulation

The one level extendible directory grid file and the multilevel grid file have been implemented for experimentation. In our experimental set-up we consider only the case of the growing file, i.e. we insert records into the file, but do not delete them. Furthermore, we assume that each record is accessed with equal probability. When creating the file from an initial empty file, the following values are observed:

- $S_b$: the average storage utilization of a data page.
- $S_i$: the average storage utilization of an index page.
- $F_{out}$: the fan out of the grid directory.
- $U$: the average number of disk accesses required for a record insertion. We consider a disk access as either a disk read or write.

The average storage utilization of a data page is defined by $S_b = N_r / (c \times N_b)$, where $N_r$ is the total number of records inserted into the grid file, $c$ is the capacity of a data page and $N_b$ is the number of current data pages.

The average storage utilization of an index page is measured according to the two different implementations defined above. In the one level extendible directory grid file, the index file consists of a one-dimensional array on disk, whose elements are pointers to data pages. The average number of the grid directory entries per page is a good measure of the efficiency of the grid directory. Therefore we indicate the storage utilization of index pages by its fan out, $F_{out} = N_c / N_b$, where $N_c$ is the number of entries in the directory and $N_b$ is the number of data page. The higher the fan out, the lower storage utilization of index pages. In the multilevel grid file, we consider the fan out of the directory as well as the average utilization of an index page. From the description of the method, each index page contains a header, a
one-dimensional array and a set of scales. The average utilization of an index page is measured by

\[ S_i = \frac{U_b}{\sum_{i=1}^{n} (B_i \times P_i)} \]

where, \( U_b \) is the total number of used bytes in directory pages, \( n \) is the number of different directory page sizes. For each directory page size \( i \), \( B_i \) is the number of bytes in the directory page and \( P_i \) is the number of directory pages.

The number of disk accesses for a record insertion consists of two parts; one for searching for the data page that the record should lie in, the other for inserting the record into the data page. The former part is equivalent to an exact match search. It takes two disk accesses in the one level extendible directory grid file. In the multilevel grid file, the number of disk accesses to locate a record depends on the depth of the multi-way tree.

In the following cases, each case requires a difference number of disk accesses to insert a record into a given data page.

1. In the case of no page overflow, inserting a record into a given page, in both the one level extendible directory grid file and the multilevel grid file, is only a write operation. If paging is used, no actual physical write to disk is performed.

2. In the case that an overflow of a data page occurs and an existing boundary is selected to split the data page, some directory elements may have to be modified to point to a newly created data page. The multilevel grid file modifies these elements in one disk access since these elements lie in one directory page. But in the one level extendible directory grid file, the modification may cause more than one disk access depending on the number of elements being modified and the positions of these elements in the directory.
3. In the case that an overflow of a data page occurs and a new boundary is created during splitting of the overflow data page, one has to modify the grid directory. The multilevel grid file has an advantage over the one level extendible directory grid file, since four disk accesses are required if the directory page simultaneously overflows. In the one level extendible directory grid file, the grid directory is extended by a new slice. The elements in the slice are acquired by copying $n$ elements and modifying one of them, where $n$ is the number of elements in the slice. The number of disk accesses for the copying operation depends on $n$ and on the positions of the $n$ elements in the directory.

In general, the one level extendible directory grid file is better than the multilevel grid file for a record retrieval but worse than the multilevel grid file for a record insertion.

The simulation runs also have the following objectives — exact match and range queries. Range queries include partial match and partial range queries. For the exact match query, at most one record can be found in our design since duplicate records are not stored in our design of the grid file. The number of disk accesses for an exact match query is measured in our experiment.

For range queries, we assume that $R_Q$ is the number of records found by a range query, $R_T$ is the total number of records in the grid file, $P_Q$ is the number of pages accessed by the range query and $P_T$ is the total number of pages in the grid file. A range query that retrieves $R_Q$ records out of $R_T$ records accesses a fraction $R_Q/R_T$ of the grid file; if the grid file is stored as $P_T$ pages, $(R_Q/R_T) \times P_T$ should be the ideal number of page accesses. Therefore the efficiency of a range query is defined to be

\[
\frac{(R_Q/R_T) \times P_T}{P_Q}
\]

The detailed information can be referred to [33].
5.2 Simulation Model

These simulations are aimed at studying the effect of such parameters as the number of dimensions and the data distribution on the performance characteristic in a paged memory environment.

We retain a 20 slot cache in memory. A page fault occurs if a referenced page is not resident in memory and is fetched from secondary storage. We apply the least recently used policy for the page replacement algorithm.

To demonstrate the performance of the one level extendible directory grid file and the multilevel grid file, we generated 6 files (F1) – (F6), each of which consisted of 10,000 records. Our aim is to test the performance of the algorithms on different distributions and on different dimensions. In the following, $c$ is the capacity of a data page and $d$ is the number of dimensions.

(F1) $c = 12, d = 2$ : with keys uniformly distributed in the 2-dimensional data space;

(F2) $c = 12, d = 2$ : with keys non-uniformly distributed in the 2-dimensional data space, where all points lie in a diagonal region of the attribute space;

(F3) $c = 12, d = 2$ : with keys non-uniformly distributed in the 2-dimensional data space, where all points lie in a circle region of the attribute space;

(F4) $c = 12, d = 3$ : with keys uniformly distributed in the 3-dimensional data space;

(F5) $c = 12, d = 3$ : with keys non-uniformly distributed in the 3-dimensional data space, where all points lie in a diagonal region of the attribute space;
(F6) $e = 12, d = 3$ : with keys non-uniformly distributed in the 3-dimensional data space, where all points lie in a circle region of the attribute space.

Query experiments are also performed on the six of the grid files generated above. The exact match, partial match and range queries are separately tested. The exact match query is measured by randomly producing 2000 records in an indicated data space. We set up the partial match query according to random selected dimensions and random values in the dimensions. The range query is performed by specifying various ranges, and then randomly generating $x$ queries with the given ranges, where $x$ is defined in the following test cases. For each of the given range sizes, the results are averaged over $x$ randomly generated queries. The range size is given as a percentage of the size of the entire data space. We have generated the following six query files for demonstrating the query performance:

EQ1 : 2000 exact match query;
PMQ1 : 200 partial match queries;
RQ1 : 100 square/cubic range queries with volume 0.01;
RQ2 : 20 square/cubic range queries with volume 0.25;
RQ3 : 20 square/cubic range queries with volume 0.49;
RQ4 : 20 square/cubic range queries with volume 0.72.

5.3 Simulation Results

5.3.1 Visualization of the Geometry of Partitions

First, we give a visualization of the distributions of points in the data space and the geometry of partitions. This helps to understand how our design works. We show how the grid file adapts its shape to different data distributions. Figure 5.1 shows
Figure 5.1: Visualization of Partitions of a Uniform Data Distribution
Figure 5.2: Visualization of Partitions of a Diagonal Data Distribution
Figure 5.3: Visualization of Partitions of a Circular Data Distribution
the page regions obtained after inserting 2000 records from a uniform data distribution. Figure 5.2 and Figure 5.3 show how the grid file "absorbs" non-uniformity where the data distribution is in the forms defined in \( F(2) \) and \( F(3) \). Figures 5.1(a), 5.2(a) and 5.3(a) show the results of data partitions processed by the one level extendible directory grid file. Figures 5.1(b), 5.2(b) and 5.3(b) show the partitions of the multilevel grid file. From these diagrams, the multilevel grid file obviously partitions the data space in a more robust manner. The regions with more data are split the most.

### Table 5.1: Utilization of Data Pages

<table>
<thead>
<tr>
<th></th>
<th>One Level Extendible Directory Grid File</th>
<th>Multilevel Grid File</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>0.65</td>
<td>0.67</td>
</tr>
<tr>
<td>F2</td>
<td>0.65</td>
<td>0.69</td>
</tr>
<tr>
<td>F3</td>
<td>0.65</td>
<td>0.68</td>
</tr>
<tr>
<td>F4</td>
<td>0.65</td>
<td>0.65</td>
</tr>
<tr>
<td>F5</td>
<td>0.65</td>
<td>0.67</td>
</tr>
<tr>
<td>F6</td>
<td>0.65</td>
<td>0.67</td>
</tr>
</tbody>
</table>

#### 5.3.2 Utilization of Data Pages

Average page utilization need not be closed to 100%, but it must be prevented from becoming arbitrarily small under any circumstance. The splitting policy which partitions each overflow data page by the midpoint of the input record list, guarantees at lest 50% utilization. The results of the experiments shown in Table 5.1 confirms this. The constant average page utilization observed above is achieved by our splitting policy. The utilization of the multilevel grid file is slightly higher than the one level extendible directory grid file. This is due to the fact that finer partitions occur in the subspaces which generally have uniform data distribution.
5.3.3 Utilization of Index Pages

As indicated in section 5.1, the utilization of index pages is measured by the fan out of the grid directory. In the original grid file, correlated attributes which often cause a non-uniform distribution of data, are very likely to increase the directory size substantially. In the worst case, the growth of the directory is exponential in the number of data pages. In our design, the splitting policy guarantees that one partition is sufficient for any kind of non-uniform data distribution. Therefore, the directory size can be reduced dramatically. The Figure 5.4 shows the growth of the directory in the number of data pages during the insertion of 10,000 records from three 2-dimensional test files $F(1) - F(3)$ into data pages of capacity $c = 12$ in the one level extendible directory grid file and the multilevel grid file. Figure 5.5 shows the same measurements on the test files $F(4) - F(6)$. These graphs show the following three results:

1. The number of directory entries in the multilevel grid file is much less than that of the one level extendible directory grid file, especially in the case of
Figure 5.5: The Directory Fan-out in the 3-Dimensional Tests

non-uniform data distribution.

2. In the multilevel grid file, different data distributions for different dimensions do not influence the growth of the directory very drastically. The one level extendible grid file is very sensitive to data distributions and the number of dimensions.

3. From the diagrams, the fan out of the directory in these two schemes appears to be a linear function of the number of records. The exponential growth rate of the original grid file in the case of non-uniform data distribution disappears due to the new splitting policy.

The multilevel grid file exhibits a striking advantage in the directory growth over that of the one level extendible directory grid file.

Figure 5.6 and 5.7 depict 6 curves of the average directory page utilization with record insertions in the 6 test cases. The "rapid decreasing phenomenon" can be
Figure 5.6: The Directory Page Utilization in a 2-Dimensional Space
Figure 5.7: The Directory Page Utilization in a 3-Dimensional Space
Table 5.2: Average Disk Access for Insertion of a Record

explained as follows. In the multilevel grid file, each directory page generally corresponds to a uniform data space. There are moments when almost every grid cell in a directory page has its own page and the directory page is full. With further insertion these data pages overflow. The resulting partition refinements require that we create new children, leading to a rapid increase in the number of directory pages i.e. rapid decrease in the directory page utilization. From the graph, we also observe the directory page utilization in the non-uniform data distribution is better than the directory page utilization in the uniform data distribution. This results from the tree growing from top to bottom.

5.3.4 Disk Accesses for Insertion

Table 5.2 shows the average number of actual disk accesses required per key insertion for the one level extendible directory grid file and the multilevel grid file. The table shows the following results:

1. In the multilevel grid file, the read and write times for inserting a record is constant among all cases. It is very easy to understand the constant for the write operation since there is an upper bound on the number of disk accesses during inserting a record into a given data page. For the read operation, the
result shows the multi-way tree created in our experimentation has almost the same depth for all the branches. This is due to our splitting policy. When the amount of records processed becomes very large and data distribution is heavily non-uniform, the read time for inserting a record will be increased. Furthermore, the dimensionality of keys does not significantly affect the performance of the insertion.

2. In the one level extendible directory grid file, the more non-uniform data distribution is, the more disk accesses are required. And the number of dimensions significantly affects the performance of the insertion. The higher dimension needs more disk accesses than the lower dimension because it maintains more entries in the directory.

3. In the case of a limited depth of the multi-way trees, the performance of insertion in the multilevel grid file is much better than the performance of insertion in the one level extendible directory grid file.

5.3.5 Query Performance

The results of our experimentation on query processing are given in Table 5.3. Note that the exact match query is an average of 1.98 disk access in the one level extendible directory grid file, and an average of 1.91 disk access in the multilevel grid file. The reason of less than 2 disk accesses in the one level extendible directory grid file is due to a paged memory for the grid directory. The good performance achieved in the multilevel grid file is because the root page of the multilevel grid file is kept in memory during a session and the depth of the multi-level tree is 3 in our experimentation. From the above results, we can not conclude the performance of the exact match query for both schemes is the same. The exact match query is guaranteed to be at most two disk accesses in the one level structure, but in the multilevel structure it depends on the depth of the multi-way tree.
<table>
<thead>
<tr>
<th></th>
<th>EQ1</th>
<th>PM1</th>
<th>RQ1</th>
<th>RQ2</th>
<th>RQ3</th>
<th>RQ4</th>
</tr>
</thead>
<tbody>
<tr>
<td>One</td>
<td>1.97</td>
<td>0.003</td>
<td>0.22</td>
<td>0.33</td>
<td>0.34</td>
<td>0.35</td>
</tr>
<tr>
<td>Level</td>
<td>1.98</td>
<td>0.003</td>
<td>0.19</td>
<td>0.26</td>
<td>0.27</td>
<td>0.26</td>
</tr>
<tr>
<td>Extendible</td>
<td>1.98</td>
<td>0.003</td>
<td>0.21</td>
<td>0.21</td>
<td>0.24</td>
<td>0.26</td>
</tr>
<tr>
<td>Directory</td>
<td>1.98</td>
<td>0.010</td>
<td>0.17</td>
<td>0.28</td>
<td>0.26</td>
<td>0.36</td>
</tr>
<tr>
<td>Grid</td>
<td>1.98</td>
<td>0.004</td>
<td>0.08</td>
<td>0.13</td>
<td>0.11</td>
<td>0.10</td>
</tr>
<tr>
<td>File</td>
<td>1.98</td>
<td>0.008</td>
<td>0.08</td>
<td>0.08</td>
<td>0.16</td>
<td>0.17</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>EQ1</th>
<th>PM1</th>
<th>RQ1</th>
<th>RQ2</th>
<th>RQ3</th>
<th>RQ4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multi-</td>
<td>1.96</td>
<td>0.005</td>
<td>0.48</td>
<td>0.77</td>
<td>0.81</td>
<td>0.82</td>
</tr>
<tr>
<td>Level</td>
<td>1.92</td>
<td>0.006</td>
<td>0.57</td>
<td>0.85</td>
<td>0.87</td>
<td>0.89</td>
</tr>
<tr>
<td>Grid</td>
<td>1.89</td>
<td>0.006</td>
<td>0.55</td>
<td>0.82</td>
<td>0.84</td>
<td>0.89</td>
</tr>
<tr>
<td>File</td>
<td>1.99</td>
<td>0.013</td>
<td>0.29</td>
<td>0.54</td>
<td>0.62</td>
<td>0.70</td>
</tr>
<tr>
<td>F6</td>
<td>1.80</td>
<td>0.011</td>
<td>0.41</td>
<td>0.78</td>
<td>0.83</td>
<td>0.82</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>EQ1</th>
<th>PM1</th>
<th>RQ1</th>
<th>RQ2</th>
<th>RQ3</th>
<th>RQ4</th>
</tr>
</thead>
<tbody>
<tr>
<td>F6</td>
<td>1.92</td>
<td>0.012</td>
<td>0.37</td>
<td>0.61</td>
<td>0.71</td>
<td>0.76</td>
</tr>
</tbody>
</table>

**Table 5.3: Summary of Query Performance**

For range queries, the performance of the multilevel grid file is much better than that of the one level grid file in all cases. Furthermore, the performance in the one level grid file scheme is sensitive to data distribution and the number of dimensions. The multilevel scheme gives better performance in non-uniform data distribution. It should be noted that the performance of the multilevel grid file may be degraded when the amount of data processed is very large, i.e., the depth of the multi-tree is very high. The experimental results also indicate that the partial match query has the worse performance compared with a range query.
Chapter 6

Further Discussion

In this chapter we discuss two issues. The first is how the grid file system can be used for storing spatial objects. The second is how the grid file supports the implementation of relational join operation.

6.1 Methods of Object Storage Using the Grid File System

The grid file has been designed primarily for storing points in a multidimensional space. In geographic and CAD applications as well as in VLSI design, often large sets of geometric objects which may be lines, regions and solids, have to be organized in a file system. The goal of the file organization for spatial objects is to support efficient range queries such as intersection and containment queries. In addition, it is desirable that the storage scheme reflects as many topological and geometric properties of spatial objects as conveniently possible, such as the type of an object, its location in space or bounds on its spatial extension [9]. To achieve the goals, the file structures for storing multidimensional point data which partition the underlying data space into cells are adopted for storing spatial objects. To this end, the data space is divided into subspaces and a data page is associated with each subspace. All objects in a subspace are stored in the corresponding data page.
Figure 6.1: Approximation: A Technique to Represent Spatial Objects

Before introducing the techniques for storing spatial objects, it is necessary to define spatial objects in our context. In most practical applications, the appearances of spatial objects can be very complicated. There is one known technique used to approximate complex spatial objects into simpler ones. An irregularly shaped spatial object can be approximated by enclosing it in a container chosen from a class of simple shapes [9]. Figure 6.1 shows an approximation of polygons by rectangles. These simple primitives, such as boxes, spheres and cylinders can be determined by a fixed number of parameters such as a set of intervals. Therefore, the techniques for storing spatial objects only need to handle these simple objects. There are three major methods [37] used for storing spatial objects in the grid file system. We summarize them in the following sections.

6.1.1 Reducing Object Storage to Point Storage

Any simple object, defined by \( d \) parameters, can be interpreted as a point in a \( d \)-dimensional space in order to use point data structures in a standard way. For example, an aligned rectangle (i.e., a rectangle with sides parallel to the axes) can be described by its 4 parameters. These are the left bottom point \((l_x, l_y)\) and right top point \((r_x, r_y)\). This rectangle can be considered to be a point in 4-dimensional space. Objects, which are defined by different number of parameters, are then stored in different grid files. Inserting or deleting an object corresponds to inserting into or
deleting the corresponding point from a grid file. Objects are found by performing a range query on each of the grid files. The advantage of this kind of the representation of spatial objects is that no additional algorithms are needed to handle spatial objects. However, this approach suffers from the inherent disadvantage that $d$-dimensional points may be arbitrarily far apart, even if they correspond to objects that are (at least partially) close neighbors. That is, the spatial neighborhood of objects is not appropriately preserved under this interpretation. As a consequence, a range query on intervals may become an extremely inefficient operation on the corresponding points. This method has been realized with the grid file by Hinrichs in [9].

6.1.2 Clipping Method

Objects are stored according to their original meaning, for example, a polygon by the set of its intervals. The data space is partitioned into pairwise disjoint subspaces as the grid file processes points. Figure 6.2 illustrates a corresponding partition of the data space containing rectangles. Problems are caused by rectangle $r$, shown with dashed boundary, because it cannot be associated uniquely with one subspace. In this method, object $r$ is clipped into some pieces and stored in all data pages whose
associated subspaces intersect the intervals. This causes the redundancy of information on object \( r \). If the redundant information is the entire description of objects, the space requirements increase substantially, i.e., more data pages are needed. Since data pages correspond to subspaces, an increasing number of data pages induces a finer partition of the data space. The finer the partition, however, the more the objects have to be clipped; more clipping, on the other hand, leads to a finer partition, etc. The resulting high degree of redundancy reduces the efficiency of operations. The insertion, deletion, or update of a simple object may affect many data pages. Also, range queries become substantially less efficient, because objects usually will be reported more than once. In order to solve the problem of redundant information, it is proposed that objects be stored via one representative point, such as its center of gravity. The information that a given point in space is the representative point of a stored object conveys no further information (such as the type of object it is, or its extent) without accessing the full description of the object which we assume is stored on disk. In this case, the range query is poorly supported because not all data pages associated with subspaces intersecting object \( r \), information on \( r \) is stored. Then \( r \) cannot be found (without extra data page accesses) in any range query intersecting only subspaces whose associated data pages do not contain information on \( r \).

To alleviate the severity of these problems, it seems promising to copy only parts of object description, instead of entire description. For instance, one can copy the geometric key of a clipper object, and store the rest of the description elsewhere.

### 6.1.3 Overlapping Method

The third method is different from the proceeding one in processing object \( r \) which falls into splitting lines of the data space. Suppose that the set of rectangles shown in Figure 6.2 is stored in grid file \( G_1 \). The capacity of data pages of this grid file is three rectangles. When object \( r \) falls into the splitting lines in grid file \( G_1 \), it cannot be stored in \( G_1 \) without clipping. Therefore, \( r \) is stored in an additional grid file \( G_2 \). Note that now there are two grid files, \( G_1 \) and \( G_2 \), each of which stores a
subset of rectangles in such a way that no rectangle is clipped. Some rectangles are stored in $G_1$ if they fit entirely into a subspace of $G_1$, others intersect page region boundaries in $G_1$ and therefore are stored in $G_2$. Of course, in $G_2$ clipping is also avoided. Nevertheless, it is possible that a rectangle may fall onto a splitting line in $G_1$ and one in $G_2$. Then it has to be stored in the third grid file $G_3$. Figure 6.3 shows an example of three partitions of a data space by three grid files. There is a subdivision of the data space into overlapping page regions by overlaying three grid files, the bottom most layer being $G_1$, and the top most $G_3$. The data space in each layer is still partitioned into pairwise disjoint subspaces.

In general, the overlapping method creates a new grid file with higher layer $G_i$ when an object cannot fit any page region in all existing grid files $G_j$ ($1 \leq j < i$). Therefore the data space is divided into overlapping subspaces. Object clipping is avoided. Each object is entirely contained in a subspace. This method is proposed in [37]. Its drawback is that a range query becomes an inefficient operation. This is because a query is answered for each layer. All data pages corresponding to the subspace containing the query range in each layer may have to be inspected.
6.2 An Application for Storing Maps in the Grid File System

In this section, we present an application of the grid file system. When the idea of using computers to store maps was proposed, a traditional map sheet was generally transformed into a base map and a set of layers, each of which holds a specific subject information in the same area. For example, a map can consist of a base map and two layers with the subjects soil and water for each layer respectively. The advantage of this kind of representation is that a variety of layers can be combined to form different maps for specific users.

Both base map data and layered data are represented by a mixture of point, line and volume types of geographic objects. Each object consists of two descriptions. One is a geometric description which defines the topologic information on the object; the other is a non-geometric description such as feature codes of objects.

The base map includes the basic information such as hydrology, administrative boundaries, transportation features, etc. The characteristics of base map data are: 1) the information contents of large area base maps are very high and the resulting data files are extremely voluminous; 2) the base map data does not need to be modified very often and 3) the data is usually non-uniformly distributed. Therefore, the data base for storing base maps can be thought of as a large sized static data base. Dynamic map modification is of no concern in base maps. Objects can be subdivided along grid borders. Our aim is to provide a structure for fast retrieval of base map elements.

In contrast to the large sized static base map data, layers represent another kind of information in the geographic database. Its characteristics are: 1) each layer contains information on a small area of a map; 2) the amount of data varies with different applications and 3) frequent data modifications are needed. In order to
support frequent data updates, objects in layered data such as lines and areas are expected to be stored within one single data page.

According to the characteristics discussed above, we present two storage schemes for base map data and layered data respectively.

6.2.1 Storing Base Map Data

Elements of base map data are separated at grid cell borders. A reconstruction of object integrity and topology is not required. Information pertaining to adjacent objects should be stored whenever possible in one data page. The purpose is to design the storage strategy for the base map data so that a fast search of base map elements is achieved and disk storage space is minimized.

The first problem associated with the storage strategy is to select a method to store spatial objects. As discussed previously, three major methods are used for storing spatial objects in the grid file system. The method of reducing object storage to point storage does not appropriately preserve the spatial neighborhood of objects. The overlapping method results in high query costs since each object is placed in a data page. The clipping method is best suitable for base map data. In this method, each type of objects are represented by a set of characteristic parts – a point by a coordinates \((x, y)\), a line by a set of segments, ( each of which described by its left end point \((l_x, l_y)\) and right end point \((r_x, r_y)\) ), and a polygon by a set of lines. Therefore, data pages contain base map elements in the form of points or a chain of points. The geometric description of an object, together with a reference key, is stored in all data pages whose associated subspaces intersect the object. The non-geometric part of the object is stored somewhere else. The inefficiency of insertion, deletion and update of the clipping method is diminished due to the static nature of base map data,
The second problem associated with the storage strategy is to select a type of the grid file. According to the requirement of efficient searching for base map elements, both the one level extendible directory grid file and the multilevel grid file appear to be optimal. The class of the grid files based on the interpolation idea changes the structure of the grid directory. As a result, range query processing becomes less efficient. The fact that base map data used for mapping or spatial analysis is highly clustered suggests that the multilevel grid file is the most efficient for this task. It minimizes the storage space by physically clustering adjacent data. This concept is illustrated in Figure 6.4.
6.2.2 Storing Layered Data

The objects in layered data have to be handled as integral entities. Similar to the discussion of storing base map data, the storage strategy for layered data is in two fields.

The first field is to select a method to store the spatial objects. Both the method of reducing object storage to point storage and the overlapping method appear to be optional since they all guarantee each object to entirely fit in a data page. However, there is a severe problem associated with the representation of lines and areas in the method of reducing object storage to point storage. For example, a line consists of a set of segments. When mapping a line into a point by using this method, the number of dimensions corresponding to the point storage should be determined by the number of segments in the line. In geographic applications, it is less possible to have the lines with the same length, thus a large amount of grid files with different dimensions are created for storing lines with different length. Therefore, each grid file may contain a few records with a large number of dimensions. These problems make it difficult to store geographic objects with the method of reducing object storage to point storage. The overlapping method represents objects according to their original meaning. However, in the original overlapping method, the number of layers of the grid file is unlimited. This is not practical. We pursue a symbiotic combination of both, where clipping as well as overlapping is allowed to a limited extent. The overlapping method uses $k+1$ grid files from layer $L_1 \ldots L_{k+1}$. The grid file at layer $L_i$ is created when an object can not fit any page region in any existing grid file $G_j$, where $1 \leq j < i$. Objects that do not find a place in any of the $k+1$ layers are treated as a set $S$. The clipping method can then be used to organize the objects in $S$.

The second field of the storage strategy is to select a type of the grid file. According to the characteristics of layered data, no particular grid file scheme is suggested. Final decision on the scheme of the grid file depends on the specifics of the layered
data to be recorded and the circumstance of their use. A major decision will depend on the amount as well as the distribution of layered data.

Compared with other multidimensional file organizations, the grid file structure is well suitable for map processing due to its symmetric attribute structure and practical performance.

### 6.3 Grid File Join

Most contemporary relational database management systems use the index sequential file organization to provide several single-key access paths to the stored data. Consequently, a variety of different access paths and algorithms must be analyzed to find the optimal way for query evaluation. The grid file data structure replaces a collection of individual access paths by a set of grid scales and a single grid directory. Using these two structures, it is possible to limit very precisely the extent of a relation scan by simultaneously considering the constraints on all the attributes specified by the query. The research in this field can be seen in [9, 34, 19]. In this section, we first define the grid file join model and present two major join methods. Then a join algorithm and its implementation in the one level extendible directory grid file and the multilevel grid file are presented.

#### 6.3.1 The Grid File Join Model And Two Major Join Methods

Following the grid file join model taken by Rotem [34], we define a grid file join model as follows. Given two files $F_1$ and $F_2$, an abstract join operation can be viewed as creating a bipartite graph $G(V_1, V_2, E)$ where $V_i$ corresponds to a set of elements from $F_i$, for $i = 1, 2$, and each edge in $E$ corresponds to two elements one from each $F_i$ which be joined based on some join predicate. In the concept of the grid file system, file $F_i$ corresponds to a grid file and the elements are data pages. An edge between two data pages $B_1$ and $B_2$, where $B_i \in F_i$, is defined if at least
one record from \( B_1 \) matches a record in \( B_2 \) based on the join predicate.

The grid file in our discussion is thought of as a data organization scheme for the multidimensional point data. The join predicate can be defined as the distance between points. This type of join operation is useful in applications which require finding points in one file lying within a given distance \( \varepsilon \) from the points in another file.

Given two rectangles, we say that they have an \( \varepsilon \)-overlap if there exist two points one in each rectangle whose distance from each other is less than or equal to \( \varepsilon \). When \( \varepsilon = 0 \) this definition coincides with the usual definition of overlap. As already discussed about the data structures of the grid file, each data page corresponds to a page region in the data space. Also each page region corresponds to a rectangle region of directory cells all pointing to that data page. Let \( F_1 \) and \( F_2 \) be two grid files. Two data pages, one from \( F_1 \) and the other from \( F_2 \), will be connected by an edge of the bipartite graph if the corresponding page regions which they represent have an \( \varepsilon \)-overlay for some \( \varepsilon \) defined by the join operation. Two join methods have been proposed:

1. **The Page Oriented Join Method** - Using the method, a join query is performed as follows. All data pages of the grid file \( F_1 \) are processed by traversing its grid directory in the row (or column) major order. Let \( n_1 \) be the number of pages in \( F_1 \) and \( n_2 \) be the number of pages in \( F_2 \). For each distinct data page \( B^1_i \), a search takes place for pairs of pages \( (B^1_i, B^2_j) \) satisfying \( \varepsilon \)-overlap, where the superscribe represents the grid file which the data page comes from, \( 1 \leq i \leq n_1 \) and \( 1 \leq j \leq n_2 \). If there exist such pairs of data pages, these two pages \( (B^1_i, B^2_j) \) will be connected by an edge of the bipartite graph. Note that \( F_1 \) and \( F_2 \) are not handled symmetrically in this implementation. During the join query, each page belonging to the grid file \( F_1 \) is accessed from disk at most once, whereas data pages belonging to \( F_2 \) may be accessed more than once.
It is easy to design an algorithm which generates the bipartite graph for two grid files and runs in time $O(n_1 \times n_2)$. Simply, for each page region of $F_1$, we can check which page regions of $F_2$ have an $\epsilon$-overlap with it and insert the corresponding edges into the bipartite graph. The lower bound for this algorithm is clearly proportional to the total number of page region overlaps or $O(E)$ where $E$ is the number of edges in the join graph [34]. The naïve algorithm is therefore optimal if the join graph is dense. However, in most cases we expect the graph to be sparse and therefore a faster algorithm is desirable. As indicated in [9], if there is a big enough memory to buffer some pairs of data pages, the performance of a join query varies depending on the sequence of the page pair processing. The problem of minimizing the number of disk accesses in a join query can be represented as a special case of the Hamiltonian path problem and thus it is shown to be $NP$-complete. Heuristic procedures are given in [21] for scheduling the processing of the pairs in order to obtain near optimum solutions. It is an open problem to find an optimal schedule for the page pair processing if more than two pages of the two grid files involved can be buffered.

2. The Slice Oriented Join Method - This method is based on the fact that each grid file can be divided into slices, which are defined by the grid scales. To compute the join of two grid files the slices are processed pairwise: one slice of grid file $F_1$ and one slice of grid file $F_2$. In each pair of $\epsilon$-overlapping slices, the $\epsilon$-overlapping regions are detected. In this way the computation of the join is transformed into a sequence of join operations of pairs of slices which are much smaller than the original grid files. Only those pairs must be processed that could contain points with an $\epsilon$-overlap.
6.3.2 An Algorithm for Grid File Join

We now describe an algorithm to generate a bipartite graph from two given grid files and then present its implementation of the algorithm in the one level extendible directory grid file and in the multilevel grid file. The basic idea of the algorithm is based on [34]. We make modifications on identifying the sweeping line, candidate regions and overlapping regions.

Any geometrical relationship between the rectangular areas covered by the two grid files is possible. For simplicity, we will describe the algorithm only for $\epsilon = 0$ and two dimensional grid files.

This algorithm is developed from the slice oriented join method. Let us assume that one grid file is super-imposed on top of the other one to obtain a single grid graph which includes all grid cells (see Figure 6.5). The idea is to use a technique in computational geometry in which an imaginary line called a sweeping line, parallel to the y axis, scans the super-imposed grid graph from left to right. At each point in time, all page regions cut by the line are called candidate regions. A region stops being candidate when all its points are to the left of the sweeping line. It can be observed that if two regions have an overlap they must be simultaneously candidate at some point during the execution of the algorithm as the sweeping line must cut their common intersect area.

For that reason, we need to maintain a list of the current candidate regions for each grid file $F_i$, and add or delete page regions from it as the sweeping line enters or leaves them respectively. Edges are added to the bipartite graph whenever it is detected that a region $r$ from $F_i$, which just became candidate, has an overlap with any of the other regions on the candidate list for $F_j$ where $i \neq j$.

To implement the algorithm, the following information should be able to be provided by the grid file data structure.
\[ h_1, h_2, h_3, h_4, h_5 \]

**Figure 6.5:** Superimposed Method for the Grid File Join
1. Sweeping Line. There are two problems associated with the sweeping line. One is the moving direction of the sweeping line, i.e., along $x$ axis or $y$ axis in a 2-dimensional grid file. It is obvious that the decision is taken with respect to the dimensions in join attributes. In most cases, there is more than one join attribute; the sweeping line moves along one of the dimensions in the join attributes. Another problem is the selection of detection points. In the grid file, the boundaries of page regions are defined by a set of hyperplanes, which are stored in the scales. Note that the boundaries of whole data space are also thought of as hyperplanes. Analog to the technique in computation geometry where detection points are selected at the start and end points of lines, a set $D$ of detection points consists of all hyperplanes on dimension $s$ in both grid files, where $s$ is the dimension which the sweeping line moves along. In order to scan systematically the set of detection points, we sort the hyperplanes in $D$ to obtain the sorted set $\bar{D}$.

$$\bar{D} = < h_1, h_2, ..., h_m >$$

$h_i$ is a hyperplane on dimension $s$ in $F_1$ or $F_2$, $1 \leq i \leq m$, and $m$ is the sum of the number of hyperplanes on dimension $s$ in $F_1$ and $F_2$.

For example, in Figure 6.5, if a sweeping line moves along dimension $x$, the set $\bar{D}$ is as follows

$$\bar{D} = \{h_1^1, h_2^2, h_3^1, h_2^2, h_3^2\}$$

where the superscribe represents the grid file where the hyperplane comes from, and the subscribe represents the order of hyperplanes in one grid file. $h_1^1$ and $h_2^2$ represent the left boundaries of the data spaces of $F_1$ and $F_2$ respectively. They are added to the set of the detection points since it is defined that a page region becomes a candidate when its lower boundary is the sweeping line. The detailed discussion of candidate regions follows. The right boundaries of these
two data spaces do not need to be considered since the boundaries do not induce any new candidate regions.

2. **Candidate Regions** – The current candidate region list \( R_i \) define all page regions in grid file \( F_i \). These should be considered to possibly intersect the page regions in the current candidate region list \( R_j \) in terms of the current sweeping line, where \( i \neq j \). The algorithm simulates the sweeping line motion by checking at each successive \( h_i \) which region has become a candidate or stopped being a candidate. According to the activity of the sweeping line discussed above, the current candidate regions \( R_i \) in \( F_i \) includes all page regions whose lower boundaries are the sweeping line \( h_i^l \) where \( h_i \) is a detection point in \( D \) and \( h_i \) comes from \( F_i \), i.e., \( h_i \) is a hyperplane on dimension \( s \) in \( F_i \). For example, in Figure 6.5, \( R_2 = \{a, b\} \) when the sweeping line is at \( h_1^l \). The remaining problem is how to determine the current candidate region \( R_j \) (\( j \neq i \)). We observe that \( h_i \) must either cut a slice \( S(i_s, s) \), where \( s \) is the dimension in which the sweeping line moves along and \( i_s \) is an index interval on dimension \( s \) in \( F_j \), or be also a hyperplane in \( F_j \). In the former case, the current candidate regions \( R_j \) consists of all page regions which intersect the grid cells in the slice of \( F_j \). For example, \( R_1 = \{0, 2\} \) when the sweeping line is at \( h_1^l \). In the latter case, the current candidate regions \( R_j \) consists of all page regions whose left boundaries are \( h_i \) in \( F_j \).

3. **Overlapping Regions** – If two regions have an overlap, they must simultaneously appear in the corresponding current candidate regions. At each detection point, the candidate regions for each grid file are updated first. We then need to call a detection routine to find out whether new overlaps are introduced. According to the property of the grid file -- attributes are treated symmetrically, the detection of overlap regions can be processed in the same way as creating candidate regions. The process of creating candidate regions can be thought of as looking for the overlap slices in a different dimension. Therefore, to detect the overlap regions, another imaginary sweeping line moves on an-
other dimension \( s' \) of join attributes. The detection points also consist of all hyperplanes on dimension \( s' \) of both grid files. In the process of creating candidate regions, a routine is invoked to produce two candidate regions. In the process of detecting overlap regions, a routine is invoked to examine whether two regions have an overlap.

There is a problem associated with how to implement the above algorithm in the one level extendible directory grid file and in the multilevel grid file since page regions are not explicitly represented in the grid file. Given a slice, we can only know a set of grid cells in it. By comparing the values of these cells, it is known that some cells lie in a page region. In the following two sections, we describe how the algorithm is efficiently implemented in the one level extendible directory grid file system and in the multilevel grid file system.

### 6.3.3 Join of Two One Level Extendible Directory Grid Files

In the one level extendible directory grid file system, the grid scales are defined by binary trees which are kept in memory. Without loss of generality, it is assumed that the sweeping line moves along dimension \( k_0 \). Set \( D \) can be generated by a tree pre-order search algorithm. During the pre-order search, we maintain two pointers, \( pr_0 \) and \( pr_1 \), pointing to the current internal nodes respectively in the two binary trees which correspond to dimension \( k_0 \) in the two grid files. The sweeping line starts at the left boundary of the data space which has a smaller value between these two grid files. In order to obtain the successive detection point, the keys in \( pr_0 \) and \( pr_1 \) are compared. The hyperplane with the smaller value of these two keys is selected as the successive detection point and the corresponding pointer \( pr \) moves to the next node according to the pre-order search algorithm. In each detection point \( h_i \), the following two steps are taken:

1. **Creating candidate regions** – All grid cells whose left boundaries are \( h_i \) in grid file \( F_i \) are read from disk and their values are inserted into the set \( R_i \),
where \( h_i \) comes from \( F_i \). The duplicate values of grid cells are inserted once. By searching for \( h_i \) in the binary tree of dimension \( k_0 \) in \( F_j \) (\( j \neq i \)), a slice is located. The values of all grid cells in the slice are inserted into the candidate regions \( R_j \). If \( h_i \) is less than the lower boundary of the data space of \( F_j \), the sweeping line moves to the successive detection point in \( F_j \). If \( h_i \) is larger than the upper boundary of the data space of \( F_j \), the algorithm terminates.

2. **Detecting overlap pages** - The directory in the one level extendible directory grid file is stored on disk. If the method discussed above is used to detect overlap pages, a large number of disk accesses are required. To reduce the disk accesses, one auxiliary structure is constructed. This auxiliary structure is defined as

\[ <\text{value}, k_1^b, k_1^t> \]

with the following interpretation:

- **value**: a pointer to the data page.
- \( k_1^b \): the bottom coordinate of the page region in dimension \( k_1 \).
- \( k_1^t \): the top coordinate of the page region in dimension \( k_1 \).

The data structure defines the size of page regions in dimension \( k_1 \). When each grid cell is added into the corresponding candidate region \( R \), it is checked if the grid cell has already been in \( R \). If it is in \( R \), \( k_1^b \) and \( k_1^t \) will be modified to represent a larger coverage of the grid cell in dimension \( k_1 \). Otherwise, the \( k_1^b \) and \( k_1^t \) are set to the bottom and top coordinate of the grid cell in dimension \( k_1 \) and inserted to \( R \) together with the value of the grid cell. By using the data structure, the process of detecting overlap pages is done by comparing the \( k_1 \) coordinates in both page regions. No extra disk access is required.
6.3.4 Join of Two Multilevel Grid Files

In the multilevel grid file, the scales and the grid directory are stored in directory pages. When looking for candidate regions and detecting overlap pages, disk accesses are not needed. What needed to be considered is how to handle the hierarchical structure of the multilevel grid file. In each directory page, the same procedure as the above is performed, i.e., selecting the successive detection point, creating candidate regions and detecting overlay pages. Both joined grid files started simultaneously from the root pages in the multi-way trees. Once a pair of pages (either a directory page or data page) is detected to have an overlap, a routine is invoked to process the following cases.

1. CASE 1 - If both pages are data pages, then an overlap is reported.

2. CASE 2 - If one of them is a data page, say B, and the other one is a directory page, say P, the join operation is transformed to a range query in grid file F which P comes from. It is because the data page B defines a query region R by its boundary. All data pages, which lie under directory page P in the multi-way tree of grid file F and intersect with region R, will be thought of as having an overlap with the data page B.

3. CASE 3 - If both pages are directory pages, the join operation can be recursively processed as both of them are root pages in two sub-multi-way trees.

The process of the relational join operation requires the identification of the smallest possible portion of physically stored relations such that all the records that satisfy the join predicate can be found in this portion. The grid file data structure offers the possibility to restrict the search region of each relation by simultaneously considering the constraints on all the attributes specified by the join query.
Chapter 7

Conclusions

In this thesis, we have presented two generalizations of the grid file. The one level extendible directory grid file has all the inherent advantages of the original grid file. It has a guaranteed two-disk access to locate a record. Compared with other multidimensional file organizations, it is efficient in processing range queries with respect to all the attributes. In addition, our design overcomes a major performance penalty that the grid directory needs to be reorganized whenever the directory is split or merged. Our simulation shows that the one level extendible directory grid file exhibits a reasonable utilization of data pages and a linearly increasing directory growth with data size. Especially in the uniform data distribution, a low *fan out* of the directory is achieved. The number of disk accesses for inserting a record is decreased since no reorganization of the directory is required.

Non-uniform data distribution is most likely to be encountered in practice and especially in engineering databases. By refining the grid directory in memory and partitioning the data space according to the region of high data density, the multilevel grid file requires less number of disk accesses for insertion and deletion than the one level extendible directory grid file. It also reduces the directory size considerably. Furthermore, the multilevel grid file has very good performance on processing range queries since the hierarchical structure combined with the robust splitting policy supports a large amount of data stored in the multilevel grid file with a reasonable
depth. Therefore, most applications are expected to achieve good performance by using the multilevel grid file. Two techniques are used in our implementation to alleviate possibly poor utilization of directory pages.

Our new splitting policy partitions a subspace entirely according to the data distribution. As a result, when the data distribution is non-uniform, the directory grows linearly with the number of records inserted. Our splitting policy guarantees a lower bound on the utilization of data pages. Simulation experiments with one level extendible directory grid file and multilevel grid file conform these. By using a merging policy that is an exact inverse procedure of the splitting process, the scheme avoids the spatial deadlock problem. This leads to more efficient merging operation.

The grid file can be used as a storage model for spatial data. The object storage has been considered under this model. By applying the grid file for cartographic map storage and spatial objects, we have demonstrated how versatile the grid file is in its adoption for different applications. The method we proposed is a meaningful attempt to apply the idea of the grid file to the geographic information system and map processing. Based on some previous work, we have demonstrated how the grid file is used in the implementation of traditional relational join operation.

We believe that the contribution of this thesis is a step further towards the design of multidimensional file organizations implementable in practical systems where data is more likely to be non-uniformly distributed. We remark that the balanced multilevel grid file is desirable as the first step towards achieving a good utilization of directory pages and maintaining a balanced multilevel tree structure. To fully comprehend the significance of the balanced multilevel grid file, further investigation is necessary. Other future work is in parallel operations on the multilevel grid file system.
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