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Abstract

This thesis proposes a simple and effective methodology for modeling H.261 video traffic using Transform Expand Sample techniques. It is shown that "frame level" source models do not adequately capture the size variability (burstiness) of sub-frame sized data packets. New approaches are developed to capture the bit rate variations which occur within each video frame, and to simulate the traffic output from a variable bit rate H.261 codec.

A frame relay congestion control strategy is proposed, such that H.261 rate controls respond to explicit network congestion notifications. Factors which significantly influence the performance of this mechanism are identified, using factorial analysis, and optimized using mean field annealing. Backward explicit congestion notification is found to regulate the output of H.261 video sources effectively in a mixed traffic (video and inter-LAN data) frame relay network.

The relative performance of variable quantization rate control and variable frame rate control is analyzed. Variable quantization rate control is found to offer significant performance advantages over variable frame rate source control.
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Chapter 1

Introduction

1.1 Background

Voice, data and broadcast video information has historically been transmitted over dedicated and distinctly separate communication networks. During the past two decades, however, a phenomenal increase in demand has occurred for high speed data communications and, more recently, for video and multimedia services. Consumer demand, and the technical means to provide increasingly sophisticated and diverse services, has revolutionized the communications industry and given birth to the concept of a global "information highway". When implemented, the information highway will consolidate and enhance the functions of existing networks to provide economical voice, data and video communication services over an integrated digital network.

The heart of the information highway will comprise a web of interconnected Broadband Integrated Services Digital Networks (BISDN). The Asynchronous Transfer Mode (ATM) protocol will be used to transport data over optical trunks at several hundreds of megabits per second. Local and regional networks will operate at lower speeds on the periphery of the BISDNs and will use BISDN services for interworking over longer distances. To support efficient utilization of available bandwidth in the
presence of "bursty" traffic, BISDNs will not allocate fixed channel widths to individual connections. Rather, multiple logical connections will be statistically multiplexed over the same physical link so that each connection has access to the full available bandwidth "on demand" [1]. In the case of narrower band ISDNs, fixed channel widths are allocated to individual connections but statistical multiplexing still occurs at higher levels.

Frame Relay (FR) is a variable length packet bearer service based on the ISDN Q.922 standard [2] and currently specified for access line speeds up to 2 Mb/s. Although designed for ISDN applications, the advantages of FR can be realized on both ISDN and non-ISDN networks. FR is protocol transparent above layer 2 of the Open Systems Interconnection (OSI) model and supports switching of X.25, SNA, TCP/IP or any other HDLC-like traffic with equal ease [3]. Due, in part, to its inherent flexibility and modest cost, FR is expected to play a significant role in future corporate networks by providing Local Area Network (LAN) interconnections between dispersed business sites [4].

There are currently over 30 FR service providers in Canada and the United States, including all seven US regional based carriers (RBOCs), and FR services are now available on European ISDN networks [5]. Industry standards for FR internetworking with ATM services are well advanced [6, 7, 8, 9] and FR technology is therefore well postured to become a major force on the periphery of the global information highway.

Market trends indicate a growing government and corporate demand for low bit rate motion video services to support conventional applications, such as teleconferencing, and recent innovations such as remote sensing and surveillance. Economical
implementation of enhanced communication services frequently hinges on the successful adaptation of existing network infrastructures, such as FR, to new applications.

1.2 Previous Research

The FR protocol was not designed to support delay sensitive traffic such as voice and video. Provision for a cumulative delay stamp mechanism, which could be used by the network to monitor the progress of time sensitive traffic, requires OSI level 3 processing at intermediate nodes, as in the packet voice protocol [10] and runs contrary to the fundamental precepts of FR design [11]. However, previous research [12, 13, 14, 15] has shown that appropriate mechanisms can be implemented to achieve high quality transmission of compressed voice over FR networks. In essence, variable transit delays are absorbed at the destination in a receive buffer, where voice traffic is held for a short period prior to commencing the replay. Additional research [16, 17] has established methodologies for controlling FR network congestion in the presence of mixed voice and data traffic. Equivalent FR applications involving video information have not been adequately investigated.

CCITT recommendation H.261 [18] provides guidelines for the compression and transmission of constant bit rate (CBR) video information at integer multiples of 64 kb/s. Considerable research [19, 20] has been conducted on propagating H.261 images over ATM and TCP/IP networks. To take full advantage of the “bandwidth on demand” characteristics of ISDN and BISDN networks, the requirement for CBR video could be relaxed to allow the video bit rate to vary naturally in relation to scene activity. The normal process of limiting video bit rates during peak periods could therefore be abandoned in favour of a more constant image quality. The feasibility of
adapting CBR H.261 coders to variable bit rate (VBR) applications (constant image quality) has been satisfactorily demonstrated in several studies [21, 22].

Traditional approaches to video source modeling, such as Markov modulated processes (MMP) and autoregressive techniques, are computationally extensive and are typically developed to reflect the characteristics of a particular video sequence. Classical approaches of this sort are primarily designed to accurately fit the empirical autocorrelation function but they cannot generally fit the empirical marginal distribution. Transform Expand Sample (TES) represents a fresh approach to video modeling which can accurately match both the marginal distribution and the empirical autocorrelation function of a wide variety of video sources [23]. Computationally simple [24] and inherently flexible, TES is capable of modeling a wide range of video traffic conditions with extreme accuracy. Having been automated [25] to the extent that TES software can operate interactively with a network traffic model, TES based simulations can be structured to produce generalized results of greater relevance to actual network environments.

1.3 Thesis Objective

The aim of this thesis is to:

i Develop and validate a simple approach to generating high fidelity, TES-based models, of H.261 video sequences.

ii Develop and validate a mixed traffic (data/video) source model for use in this and future studies.
iii Develop a Frame Relay network simulation to validate the TES video models by comparing the relative end-to-end performance of simulated and empirical video source data.

iv Explore, through simulation, the feasibility of using network congestion notification messages to initiate video source rate reduction measures.

v Identify network and source parameters affecting the efficiency of the proposed network congestion control strategy and optimize these parameters for improved performance.

1.4 Thesis Organization

The remaining chapters of this thesis are organized as follows:

Chapter 2: Reviews the fundamentals of digital video compression, CCITT recommendation H.261, Transform Expand Sample (TES) modeling and the Frame Relay Bearer Service.

Chapter 3: Investigates the characteristics of empirical H.261 VBR video sequences and identifies the underlying size characteristics of frame and sub-frame sized video data packets. Video and LAN traffic modeling techniques are developed and shown to capture accurately the bit rate characteristics of empirical data. Various options for the parsing and packetization of H.261 video information are explored and a preferred approach is identified with supporting rationale.

Chapter 4: The structure of the FR network simulation is described. The feasibility of controlling FR network congestion by introducing network feedback
as an input to video source rate control is explored. Network and source parameters which significantly affect the performance of the proposed congestion control mechanism are identified and optimized. A comparison is performed of two source rate control schemes: variable quantization and variable frame rate. Finally, the influence of medium fidelity and high fidelity video source models on end-to-end network performance is analyzed.

Chapter 5: Conclusions and Recommendations for Further Study.
Chapter 2

H.261, Frame Relay and Transform Expand Sample

2.1 Digital Video

2.1.1 Introduction

The formation of a digital image first requires that the analog source information be sampled at discrete points in space. To achieve this, an optical lens is used to focus the source image onto an array of light sensitive material. The values returned by individual array elements are referred to as “picture elements” (or pixels) and normally have a linear relationship to the radiant energy at each sample location. For motion video, temporal variations are recorded by sequentially capturing fixed images at discrete points in time. Monochrome images can be produced by sampling each pixel location in a single spectral band. Colour images require multispectral sampling at frequencies corresponding to the three subtractive primaries: red, yellow and blue. In this latter case, the luminance (brightness) information is typically isolated from the chrominance, or hue. The resulting sample data is then expressed in YCbCr digital format, where the Y, Cb and Cr bands represent luminance, yellow-
red difference and yellow-green difference values respectively [26]. Under CCIR 601, each of the three (YCbCr) pixel sample components are represented as unsigned 8 bit values.

2.1.2 Image Compression

Moving pictures comprise sequences of still images which are viewed sequentially at the specified frame rate. For each of the YCbCr components, a high degree of correlation exists between the values for neighbouring pixels within the same still image (spatial correlation) and between corresponding pixels on sequential still images (temporal correlation). Video compression is achieved by decorrelating the video data, removing less important information and efficiently encoding the remaining output. The entire compression process therefore comprises three distinct phases:

i Reversible Compression: The video signal is decorrelated by applying one or more common techniques, thus reducing the amount of redundant information that is transmitted. Compression techniques which exploit the spatial correlations that exist within a particular still image are described as intraframe techniques. Methodologies that also exploit the temporal correlations that exist between successive still images in a video scene are described as interframe techniques. As the name implies, operations in this class are lossless, or reversible, since only redundant information is deleted.

ii Irreversible Compression: Irreversible processes reduce the amount of transmitted data by judiciously removing video information which is less readily perceived by the HVS. All processes in this class, such as quantization, are necessarily lossy because the data, once discarded, cannot be recovered.
Data Encoding: Data encoding techniques, such as run length coding and Huffman coding, perform various operations on the quantized data stream to convey the video information as concisely as possible.

The following is a summary of common image compression methodologies.

**Predictive Coding: DPCM and Motion Compensation**

Differential Pulse Code Modulation (DPCM) is a predictive coding algorithm which is frequently used to decorrelate interframe and intraframe information. The DPCM method involves forming a linear prediction of a particular pixel value from the observed values of previous pixels. The "true" value can then be expressed in terms of the prediction error, which is normally very small for a typical video sequence. The variance and autocorrelation of the error signal is generally reduced by at least an order of magnitude over that of the true image [27]. The vast majority of error values, can subsequently be accurately represented by relatively few discrete cosine transform (DCT) coefficients, which is a quality that lends itself to improved coding efficiency.

Interframe DPCM coding techniques predict the value of a particular pixel using the known values of the corresponding pixel in previous still images. However, due to image movement or camera motion, the location of corresponding pixels in subsequent frames will tend to migrate across the display. Motion compensation is a technique which seeks to improve the DPCM prediction by producing an estimate of the direction and magnitude of image motion between successive still frames. The size of the error image produced by the DPCM algorithm can be substantially reduced when pixel value predictions are compensated for image motion.
Transform Coding: Discrete Cosine Transform

Transform techniques are commonly applied to intraframe (DPCM) error images to reduce the spatial correlations that occur within any particular still frame. This is accomplished by dividing each image into several smaller \( n \times n \) pixel blocks and transforming the domain space of each block individually. The result of a successful transform is a collection of values, with low variance, which can be described by a relatively small set of transform coefficients.

The two-dimensional (2D) discrete cosine transform (DCT) can be applied to a small block of pixels to isolate the spatial frequency components of the pixel values. For an \( 8 \times 8 \) pixel block, the resulting output from the 2D DCT is a set of 64 transform coefficients, organized into an \( 8 \times 8 \) matrix, which can be interpreted as the amplitudes of the 64 spatial frequency components of the original pixel block. The DC component represents the average luminance of all pixels in the original block and is located in the top left corner of the matrix. The 63 AC coefficients are arranged so that lower spatial frequencies are closer to the DC coefficient and higher spatial frequencies are farther away.

Quantization

Prior to encoding, the floating point spatial frequency coefficients produced by the transform process are approximated (truncated) to the nearest of some finite number of quantization levels. Eight bit precision yields 256 uniform steps whereas 4 bit precision yields 16 uniform steps. Judicious selection of the quantization step size, which is normally specified individually for each of the 64 DCT coefficients, provides
a mechanism for the controlled loss of unnecessary information. For example, because the human eye is far less sensitive to high spatial frequency than low spatial frequency, the high frequency DCT coefficients can be coarsely quantized with no perceivable degradation to the reconstructed image quality. Due to this, and the fact that most images are dominated by relatively slow changes in spatial characteristics, many of the high frequency transform coefficients reduce to zero after quantization. The quantization process typically results in long runs of zeros when the quantized transform coefficients are subsequently arranged in ascending order of frequency. Organization of the coefficients in this way lends itself to further compression through run length coding.

Data Encoding: Run Length and Huffman Coding

Run Length encoding refers to the process of expressing long runs of zeros or ones as a single value. For example, 25 consecutive zeros, which might otherwise be transmitted as 25 individual data bits, can be condensed into a single, five bit, binary number (11001). In this simple example, an incremental compression ratio of 5:1 has been realized.

Variable Length Coding (VLC) is a general term used to describe encoding techniques which achieve lossless compression by exploiting the statistical properties of digital data. The number of bits required to transmit a fixed amount of information is reduced by assigning the shortest code (binary zero or one) to the data value with the highest probability of occurring. Huffman coding defines one of several methods for assigning variable length codes to quantized sample values.
2.2 Recommendation H.261

CCITT recommendation H.261 is a motion picture coding specification primarily intended for low bit rate video applications [18]. The recommendation establishes a common approach to implementing constant bit-rate (CBR) video services on ISDN networks at integer multiples (P= 1,2,3...30) of 64 kbps. North American ISDN rates are constrained to 1.544 Mbps with the value of “P” ranging from 1-24. Several commercial implementations of recommendation H.261 have been developed and are generically referred to as “P64” video codecs.

2.2.1 H.261 Video Format

Recommendation H.261 specifies two video formats for Phase Alternating Line (PAL) style inputs, the Common Intermediate Format (CIF) and the Quarter Common Intermediate Format (QCIF). For National Television System Committee (NTSC) style input, many P64 coders allow a modified CIF format which is sometimes referred to as MPEG SIF 525 active sampled stream. NTSC-style QCIF formats are generally not supported because there is no complete “Group of Block” (GOB) structure for the bottom portion of the image. Three spectral components (Y,Cb,Cr) are defined and conversion from the PAL or NTSC video sampling formats to YCbCr is accomplished in accordance with CCIR Recommendation 601 Specifications. The pixel dimensions associated with each P64 video format are shown in Table 2.1. The number of effective pixels (in parenthesis) is truncated to the nearest multiple of 8 to conform to an $8 \times 8$ block coding scheme.

Because the human visual system is more sensitive to variations in light intensity (luminance) than color (chrominance), the resolution requirements for chromi-
nance and luminance information are not the same. Recommendation H.261 specifies a 4:1:1 sampling ratio of luminance (Y) to chrominance (Cb and Cr) information. If a source pixel element represents each band (YCbCr) with 8 bits (24-bit colour), only the luminance information will be retained for every pixel. Information for each of the two chrominances (Cb and Cr) will be retained only once for every four pixel elements. The average information per pixel is therefore reduced from 24 bits/pixel to 12 bits/pixel to achieve an immediate compression ratio of 2:1.

### Image Partitioning

Recommendation H.261 defines a 4 layer image partitioning hierarchy. The 8 × 8 pixel “block” is the smallest partition and represents the pixel area upon which discrete cosine transforms are performed. A “Macroblock” (MB) comprises four blocks (16 × 16 pixels) and represents the pixel area upon which motion compensation operations are performed. A “Group of Blocks” (GOB) comprises 33 Macroblocks arranged in 3 rows of 11 Macroblocks each. The pixel dimensions of a GOB are 176 × 48. A QCIF frame comprises 3 GOBs organized in a single column. A PAL CIF frame comprises

<table>
<thead>
<tr>
<th>COMPONENT</th>
<th>PAL CIF</th>
<th>PAL QCIF</th>
<th>NTSC CIF (SIF)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LINES/FRAME</td>
<td>PIXELS/LINE</td>
<td>LINES/FRAME</td>
</tr>
<tr>
<td>Y</td>
<td>288</td>
<td>360 (352)</td>
<td>144</td>
</tr>
<tr>
<td>Cb and Cr</td>
<td>144</td>
<td>180 (176)</td>
<td>72</td>
</tr>
</tbody>
</table>

Table 2.1: H.261 image formats
12 GOBs arranged in two side by side columns of 6. An NTSC CIF frame comprises 10 GOBs arranged in two side by side columns of 5. The GOB structure and number scheme for the three H.261 video formats is illustrated in Figure 2.1

Data Format

The four level image partitioning hierarchy is reflected in the H.261 data format. As shown in Figure 2.2, each level of information is progressively encapsulated by the next higher level. The picture header, the GOB header and the end of block (EOB) field are fixed length and are always transmitted. All other fields are variable length coded and are transmitted only when necessary. Within a particular GOB, for example, Macroblock information is only included for those MBs in which significant change has occurred. Similarly, the MB quantization table is only specified when it differs from the quantization table currently in use.
Rate Control

The H.261 Codec is designed for CBR operation at T1 or fractional T1 (FT1) rates which, in North America, may comprise 1 to 24 time division multiplexed (TDM) 64 kbps channels. Encoded video information is deposited into an output buffer which absorbs momentary bit rate fluctuations and which is emptied at a constant rate. The output buffer contents are depleted at the standard TDM sample rate of 8 KHz for each 64 kbps channel. Each TDM slot has sufficient capacity for 1 octet of data.

As shown in Figure 2.3, H.261 bit rate control is maintained by a feedback loop from the output buffer to the quantizer. The quantization step size(s) are adjusted to regulate the flow of information into the output buffer and to maintain a time averaged constant bit rate. During periods of peak scene activity, the escalating data rate is controlled by increasing the quantization step size, thus averting a buffer overflow. The coder must also guard against buffer underflows. To maintain synchronization
with the decoder, sufficient video information must be available in the output buffer to fill all assigned TDM slots. If, during periods of very low scene activity, the output buffer occupancy becomes dangerously low, the P64 coder will increase the data rate by including stuffing bits in the macroblock information or fill bits in the error correction sequence, or both.

Recommendation H.261 also defines the maximum number of bits that may be used to represent a single frame (still image) of video information. The maximum data rate for CIF and QCIF formats is 256 kbit/frame and 64 kbit/frame respectively. These values do not include error correction bits, fill bits or parity bits.

2.2.2 H.261 Compression

CCITT Recommendation H.261 specifies both intraframe and interframe compression techniques. The coding method decision is made at the macroblock level on the basis of bandwidth economy, with the result that most H.261 frames contain a mixture of intraframe and interframe information. An additional criterion is that each MB must be intraframe coded at least once every 132 transmitted frames. This
constraint is necessary to limit the gradual image degradation that can occur through the accumulation of difference errors.

**Intraframe Coding**

Intraframe coding does not reference previous frames and yields lower average image compression than interframe coding. The intraframe coding process begins with a DCT acting sequentially on the four \( 8 \times 8 \) pixel blocks comprising a macroblock. Thirty-one quantization tables \( (Q = 1, 2, \ldots, 31) \) are specified in H.261 and are assigned on an MB or GOB basis to maintain the desired image resolution and bit rate. The quantized transform coefficients from each pixel block are then subjected to a "zigzag" reordering scheme which produces a \( 1 \times 64 \) vector. The trailing coefficients, which correspond to high spatial frequency components, typically evaluate to zero and are compressed using run length coding. Only the 63 AC components are subjected to run length encoding.

The first value of each \( 1 \times 64 \) quantization vector represents the DC component of the pixel block. After quantization, the DC component is treated differently from the AC components. The high correlation between sequential DC components is exploited by applying a 1st order DPCM to the DC components only. Essentially, the value of the previous DC component is used to predict the value of the current DC component. The resulting string of values, DPCM encoded DC and run length encoded AC, are then Huffman coded. The complete intraframe coding process is illustrated in Figure 2.4.
Interframe Coding

Interframe coding begins by generating an error image for a particular macroblock, which represents the difference between the true pixel values and a 1st order DPCM prediction of the pixel values. The DPCM prediction may be improved by a motion compensation mechanism which is optional in H.261. The motion estimation algorithm compares the luminance data for the macroblock throughout a small search area of the previously transmitted image. The range of comparison is $\pm 15$ pixels, or one MB. The displacement with the smallest absolute difference is considered the motion estimation vector for that macroblock, where the chrominance motion vector is the luminance motion vector divided in half. The DPCM prediction is then shifted to account for the estimated image motion. The resulting macroblock difference image is subsequently processed as an intraframe. The transformation, quantization and encoding process is identical to that previously described for intraframes.
2.3 Frame Relay Bearer Service

Frame relay is a connection oriented, data link control protocol designed to support the switching of bursty traffic through dynamic bandwidth allocation. In what is essentially a streamlined version of X.25 link access protocol D (LAPD), FR takes advantage of improved transmission quality and intelligent end user devices to minimize the amount of processing conducted by the network. Streamlining is achieved by stripping away the X.25 network layer (OSI layer 3), adding a statistical multiplexing capability to the data link layer (OSI layer 2) and by migrating flow control and error correction procedures to the network edges. In FR, only the following core functions are offered by the network [28]:

- frame delimiting, alignment and transparency provided by the use of HDLC flags and zero bit insertion/extraction;
- virtual circuit multiplexing/demultiplexing using the address field of the frame;
- checking the frame to ensure that it consists of an integer number of octets prior to zero bit insertion or following zero bit extraction;
- checking the frame to ensure that it is not too long or too short;
- detection of transmission errors and discarding of errored frames;
- congestion control functions.

FR was developed as an ISDN packet bearer service and includes provisions for a logically separate user plane (U-plane) and control plane (C-plane). The C-plane is intended to support management of switched virtual circuits (SVCs) using
out-of-band signaling on a separate channel. However, currently evolving frame relay services do not support either in-band or out-of-band call set up procedures [29]. Existing FR applications are therefore limited to permanent virtual circuits (PVCs) which are pre-defined by the network manager. Multiple PVCs may be statistically multiplexed on the same (unchannelized) physical connection. Packets associated with a particular data stream (PVC) are uniquely identified by a data link control identifier (DLCI) which is contained in the packet header and inspected by the network switches. Associated with each PVC are "elastic bandwidths" which establish the average bit rate, maximum committed burst rate ($B_C$) and maximum excess burst rate ($B_E$) that the network will attempt to support. Within these bounds, each PVC has access to the full capacity of the physical connection "on-demand".

### 2.3.1 Frame Format

An FR frame is assembled by the end user equipment and is interpreted by the network switches. The FR frame format is shown in Figure 2.5. Each frame begins and ends with the one octet HDLC flag sequence (01111110). The address field has a default length of two octets but may be extended to 3 or 4 octets to support longer address fields. Each octet of the address field is delimited by an extended address (EA) bit. The EA bit is set to 1 in the final octet and is set to zero in all previous octets. The Data Link Control Identifier (DLCI) has a default length of 10 bits and is used to identify the PVC with which a frame is associated. DLCIs are assigned locally (on a hop by hop basis) and are inspected by the network switches to determine which output port the received packet should be routed to. The command/response (CR) bit is used to implement end-to-end command response protocols and has no bearing
on network functions. The FECN, BECN and DE bits have congestion notification and control functions which are now discussed in more detail.

### 2.3.2 Congestion Control

Congestion, which affects the throughput, delay and loss characteristics of end-to-end traffic, occurs when one or more of the following network resources become depleted:

i Bandwidth, or frame stream congestion, occurs when the available bandwidth along a particular physical path is inadequate to support demand. Frame stream congestion is detected by monitoring the occupancy of every transmit queue at each network node (switch).

ii Memory, or nodal congestion, occurs when the total instantaneous traffic buffered at a particular node threatens to exceed the global memory capacity of the switch. Nodal congestion is detected by monitoring the global memory occupancy level at each switch.

iii Processor CPU congestion typically occurs when network traffic is dominated by short packets and the packet arrival rate exceeds the switching capacity
of nodal CPUs. This type of congestion is detected by monitoring the CPU utilization at each network switch.

Congestion control procedures in FR networks comprise congestion avoidance actions, which are implemented immediately following detection, and congestion recovery actions which are initiated if avoidance measures prove inadequate.

Congestion Avoidance

Congestion notification is accomplished, upon detection of a mild congestion condition, by setting the BECN or FECN bits in the header of FR packets passing through the congested network node. BECN bits are set by the congested node on packets traveling in the opposite direction to traffic experiencing congestion. A BECN notification is intended to stimulate rate reduction procedures by the transmitting unit(s) at the traffic source(s). BECN notifications may also be used to trigger the setting of DE bits by the originating unit(s) on selected packets. A set DE bit indicates that the FR packet contains user data of lesser importance to the end user and should be discarded in favour of other packets if necessary to alleviate congestion.

FECN bits are set by the congested node on packets experiencing congestion enroute to their destination. The FECN bit is intended to notify a receiving end user that arriving traffic has encountered network congestion. This information can be used to regulate the output of destination controlled transmitters.

The consolidated link layer management (CLLM) message represents an alternative to the BECN approach. CLLM messages can be generated by the network and travel over the U-plane to source destinations contributing to network congestion.
The generation and transport of CLLM messages by the network is optional [11] and CLLM procedures are not currently implemented in many network devices.

Congestion Recovery

Congestion recovery is initiated by FR networks if the source response to explicit congestion notifications (FECN, BECN, CLLM) proves inadequate to prevent the development of severe congestion. A severe congestion condition, which is detected in the same manner as mild congestion, triggers congestion recovery procedures within the network. When severe congestion is detected, the network discards FR packets until buffer occupancies and/or CPU utilization return to acceptable levels. Limited protection is afforded to FR packets which are not marked as eligible for discard (DE bit not set) but no packets enjoy unconditional exemption from intentional discard when congestion recovery is implemented. High packet loss rates due to congestion recovery are detected by end-to-end protocols (OSI level 3 and above) and provide an implicit notification to end users of severe network congestion. Implicit congestion notification provides end users with additional indications of the requirement to implement effective rate control measures at the traffic source(s).

2.4 Transform Expand Sample (TES)

TES processes constitute a class of stationary stochastic processes that can accurately model the marginal probability distribution and the autocorrelation function of a wide variety of empirical video data. A TES model comprises two stochastic processes: a background sequence $U_n$, which influences the autocorrelation characteristics of the
resulting TES model, and a foreground sequence $X_n$ which independently influences
the distribution of the resulting TES model.

2.4.1 TES Background Sequences

TES background sequences are denoted as either $\{U_n^+\}_{n=0}^{\infty}$ or $\{U_n^-\}_{n=0}^{\infty}$ where:

$$U_n^+ = \begin{cases} U_0 & n = 0 \\ \langle U_{n-1}^+ + V_n \rangle & n > 0 \end{cases}$$

$$U_n^- = \begin{cases} U_n^+ & n \text{ even} \\ 1 - U_n^+ & n \text{ odd} \end{cases}$$

The brackets $\langle \rangle$, represent the fractional part (modulo-1) operator, such that for real $X$, $\langle X \rangle = X - [X]$, where $[X] = \max \{n \text{ integer}: n \leq X \}$. The sequence $U_0$ is distributed uniformly on $[0,1)$ and $V = \{V_n\}_{n=1}^{\infty}$ is a sequence of iid random variables, independent of $U_0$, called the innovation sequence. The superscript notation $U_n^\pm$, reflects the fact that $\{U_n^+\}$ and $\{U_n^-\}$ generate lag-1 autocorrelations in the range $[0,1]$ and $[-1,0]$ respectively.

A key property of TES background sequences is that they are stationary Markovian and uniformly distributed on $[0,1)$, regardless of the probability distribution of the selected innovations $\{V_n\}$ [30]. However, the autocorrelation of a TES background sequence is influenced by the innovation density function $f_V$, which can be varied to achieve a wide variety of autocorrelation characteristics.

The modulo-1 arithmetic applied to TES background processes allows them to be interpreted geometrically as random walks on a circle of circumference 1. For example, the innovation density function illustrated in Figure 2.6 can be viewed as causing the background sequence $U_n^+$ to migrate slowly and consistently around the circle in a clockwise direction (Figure 2.7). A background sequence of this type will
exhibit strong positive autocorrelations over several lags. As well, a periodic component can be introduced into the background sequence autocorrelation by shifting the density function in Figure 2.6 away from the y-axis.

Figure 2.8 illustrates a different innovation density function, such that the value of $V_n$ varies uniformly on $[-0.5, 0.5]$. In this case, the corresponding background sequence moves arbitrarily on the circle and is therefore uncorrelated.

### 2.4.2 Stitching Function

Referring once again to Figure 2.7, it is evident that a discontinuity will occur in the sample path of a TES background sequence whenever the sequence traverses the 0/1 boundary on the circle. This discontinuity can be alleviated by applying a linear smoothing (or stitching) transformation to the background process, as illustrated in Figure 2.9. The stitching parameter $\xi$, assumes values from 0 to 1, with the greatest
Figure 2.7: Migration of correlated background sequence on unit circle

Figure 2.8: Probability Density of Innovation Sequence $V_m$
Figure 2.9: TES stitching transformation $S_\xi$

smoothing occurring in the range $0.4 < \xi < 0.6$. It is useful to note that because linear transformations preserve uniformity, all stitched background sequences, $S_\xi(U_n)$, are also uniformly distributed on $[0, 1)$.

### 2.4.3 TES Foreground Sequences

A TES foreground sequence $X_n^\pm$ is generated by performing an inverse transform on the stitched background sequence $S_\xi(U_n^\pm)$, such that:

$$X_n^+ = \hat{H}_y^{-1}[S_\xi(U_n^+)], \quad X_n^- = \hat{H}_y^{-1}[S_\xi(U_n^-)]$$

where $\hat{H}_y$ typically represents the distribution (histogram) of the empirical data being modeled and $S_\xi$ is the stitching function.

The inversion method [31] makes possible the transformation of any uniform variate (ie. any stitched background sequence) to another sequence with arbitrary
distribution $\hat{H}_Y$. Also, the inverse transform $\hat{H}_Y^{-1}$ does not affect the autocorrelation characteristics of the stitched background sequence $S_\xi(U^\pm_n)$. The autocorrelation characteristics of the background sequence are therefore preserved in the foreground sequence $X^\pm_n$, which also has a marginal distribution identical to the empirical data.

To express the two-stage transformation (stitching and inverse transform) of background sequences to foreground sequences more succinctly, we define a composite transformation of the form:

$$D_{Y,\xi}(U^\pm_n) = \hat{H}_Y^{-1}[S_\xi(U^\pm_n)], \quad U^\pm_n \in [0, 1)$$

where $D_{Y,\xi}$ is known as the distortion, the inner transformation $S_\xi$ is the stitching function and the outer transformation $\hat{H}_Y^{-1}$ is the inverse of an empirical distribution (histogram). We may then rewrite the relationship between background and foreground sequences as:

$$X^+_n = D_{Y,\xi}(U^+_n), \quad X^-_n = D_{Y,\xi}(U^-_n)$$

### 2.4.4 Summary

The TES modeling methodology has the attractive property of decoupling the distribution of the foreground process from the autocorrelation function. Because the distribution of $X^\pm_n$ is guaranteed to match the empirical distribution $F_Y$, the model need only be optimized to fit the empirical autocorrelation function. Fitting the TES model to the empirical autocorrelation function is accomplished by varying the innovation density, $f_v$ and the stitching parameter, $\xi$. The fitting process has been automated in the TES tool software utility [30], which employs optimal search methods to match the autocorrelation characteristics of TES models to empirical statistics.
Chapter 3

Source Characteristics and Modeling

The primary purpose of this chapter is to develop H.261 video source models, using the TEStool software utility, which faithfully represent the size characteristics of empirical data. To identify how H.261 video information should be parsed for encapsulation into FR packets, an analysis of the H.261 data structure is first conducted. The video frame and GOB size characteristics of H.261 empirical data are then investigated, to determine if the size statistics of FR packets containing GOB sized PDUs can be approximated by source models which only capture the video frame size statistics. A TES based modeling technique is developed and shown to capture the GOB characteristics of empirical VBR traffic accurately when the rate feedback loop in the H.261 codec is disabled and the same quantization table is applied to every macroblock. The model is then expanded to consider an H.261 video codec, which generates VBR traffic but reacts to network congestion by applying coarser quantization values to reduce the mean data rate.

The secondary purpose of this chapter is to introduce a TES based LAN traffic model, which accurately reproduces the first order size statistics (histogram)
of ethernet packets. A slow decaying correlation function is imposed on the size characteristics of sequentially arriving ethernet packets, to capture the inherently bursty nature of LAN traffic.

3.1 Empirical Video Data

A public domain H.261 video codec was used to analyze several, constant bit rate (CBR) H.261 video sequences acquired over the Internet. The CBR video sequences were decoded into uncompressed binary files and recoded as variable bit rate (VBR) video sequences. VBR encoding was accomplished by disabling the rate control feedback loop in the H.261 software to dec and specifying a fixed quantization table for the entire video sequence.

Additional VBR video sequences were produced by a proprietary H.261 hardware codec supplied by the Dedicated Technologies Corporation (DTC), Ottawa, Canada. The DTC approach to generating H.261 VBR video is identical to that previously described for the public domain software codec. The compatibility of images generated by the two different codecs was demonstrated by using the software codec to replay video sequences produced by the hardware codec. Motion compensation, which is an optional H.261 feature, was enabled at all times in both the software and the hardware codec.

3.1.1 Packetization of Video Data

Parsing of H.261 binary data into variable length PDUs, suitable for FR encapsulation and transport, is most logically accomplished by partitioning the H.261 bit stream at the video frame or GOB boundaries. Partitioning of the video bit stream
into smaller segments, along H.261 macroblock (MB) boundaries, is not considered feasible as it causes increased network overhead without improving resilience to cell loss. This latter condition is because macroblock address is difference coded, relative to the address of the last transmitted macroblock, for all macroblocks within a particular group of blocks. In essence, loss of any one macroblock will render useless all subsequent information pertaining to the same group of blocks. Conversely, frame and GOB level data is self contained and can be decoded without reference to preceding information.

The maximum H.261 frame sizes for NTSC/PAL CIF and QCIF are 256 kbits and 64 kbits respectively [18], from which an approximate maximum GOB size of 46.1 kbits (5760 octets) can be inferred. This is done by calculating the average distribution of empirical GOB sizes as a percentage of the total frame size, and observing that a particular NTSC CIF GOB rarely comprises more than 18% of the total frame size. NTSC CIF sequences were chosen for this analysis because the largest GOBs are expected to occur in NTSC format, which has the same maximum frame size as PAL CIF but contains two fewer GOBs. As shown in table 3.1, empirical GOB size data collected for two high activity H.261 VBR sequences, coded in NTSC CIF format, fall well within the theoretical maximum value of 5760 octets. It is also apparent that an inverse relationship exists between the quantization table number, Q, hereafter referred to as the quantization number, and the GOB size. Even for sequences in which significant motion occurs, it is evident that maximum GOB sizes are likely to occur only at high resolutions, where the quantization number is very small (Q < 5). Therefore, a maximum GOB size estimate of 5760 octets, which assumes high resolution sequences in NTSC format, is overly pessimistic for low bit
<table>
<thead>
<tr>
<th>SEQUENCE</th>
<th>FORMAT</th>
<th>QUANT LEVEL</th>
<th>MEAN GOB (OCTETS)</th>
<th>MAX GOB (OCTETS)</th>
<th>THEORETICAL MAX (OCTETS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TENNIS</td>
<td>NTSC</td>
<td>10</td>
<td>539</td>
<td>3914</td>
<td>5760</td>
</tr>
<tr>
<td>TENNIS</td>
<td>NTSC</td>
<td>4</td>
<td>1357</td>
<td>3944</td>
<td>5760</td>
</tr>
<tr>
<td>BIKE</td>
<td>NTSC</td>
<td>10</td>
<td>242</td>
<td>1517</td>
<td>5760</td>
</tr>
<tr>
<td>BIKE</td>
<td>NTSC</td>
<td>4</td>
<td>461</td>
<td>2636</td>
<td>5760</td>
</tr>
</tbody>
</table>

Table 3.1: GOB sizes of empirical VBR video sequences in H.261 NTSC CIF format

rate FR video applications, such as video telephony and surveillance.

To determine a typical range of quantization numbers for realistic FR video applications, a subjective analysis of several H.261 VBR sequences was conducted. It was found that for quantization numbers greater than 15 \( (Q > 15) \), the quantization is sufficiently coarse to produce visible artifacts in the reconstructed image. Conversely, sequences encoded at lower quantization numbers \( (Q \leq 15) \) were found to yield reconstructed images of acceptable quality, when viewed with the naked eye. When quantization numbers of less than 5 were used \( (Q \leq 5) \), the mean frame and GOB size was observed to escalate rapidly with no perceivable improvement to image quality. H.261 quantization numbers in the range \( (5 \leq Q \leq 15) \) are therefore considered adequate to produce video sequences with sufficient resolution for typical FR video applications.

Regarding video formats, it is evident that video applications running on FR networks will be sufficiently constrained in bandwidth to preclude the transmission of broadcast quality sequences. For example, sequence “Tennis” encoded at \( (Q = 10) \) and transmitted at 30 frames per second, produces a mean bit rate of 1.29 Mbps and a peak rate of 9.39 Mbps, which exceeds the maximum FR bandwidth by a considerable margin. In general, if the CIF or NTSC CIF format is preserved, very significant
decreases in image resolution (quantization) and frame rate are required to achieve the necessary reduction in data rate, resulting in a blurred and unsteady (jerky) video sequence. A more useful approach for most applications is to adopt the QCIF format, which allows better image quality to be maintained over a smaller area. It is therefore useful to consider the characteristics of realistic FR video sequences in more detail, which are now defined as H.261 sequences in QCIF format with quantization numbers in the range \(5 \leq Q \leq 15\).

A survey of four empirical video sequences was conducted to determine the GOB size statistics of VBR H.261 information, encoded in QCIF format. Sequences M1, M3 and M5 each comprise approximately 400 QCIF frames and were produced with the DTC codec. A fourth sequence ("QHEAD") was produced with the software codec and contains 150 frames of video data. The following is a brief summary of relevant scene characteristics:

M1 - is a talking head sequence which features a consistently high degree of body and hand motion as the speaker holds various objects up to the camera for viewing.

M3 - is a medium activity scene, similar to M1 but with less relative motion.

M5 - is a very bursty scene caused by a camera which is intermittently panned across an office work area. Scene activity is extremely high when the camera is panned but is low when the camera is at rest.

(QHEAD) - is a very benign talking head sequence of an official reading a press release. Body motion and background activity are minimal.
<table>
<thead>
<tr>
<th>SEQUENCE</th>
<th>FORMAT</th>
<th>QUANT LEVEL</th>
<th>MEAN GOB (OCTETS)</th>
<th>MAX GOB (OCTETS)</th>
<th>THEORETICAL MAX (OCTETS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>QCIF</td>
<td>5</td>
<td>786</td>
<td>1635</td>
<td>4000</td>
</tr>
<tr>
<td>M3</td>
<td>QCIF</td>
<td>5</td>
<td>535</td>
<td>1477</td>
<td>4000</td>
</tr>
<tr>
<td>M5</td>
<td>QCIF</td>
<td>5</td>
<td>407</td>
<td>1925</td>
<td>4000</td>
</tr>
<tr>
<td>QHEAD</td>
<td>QCIF</td>
<td>10</td>
<td>154</td>
<td>1403</td>
<td>4000</td>
</tr>
</tbody>
</table>

Table 3.2: GOB sizes of empirical VBR video sequences in H.261 QCIF format

It was found that the maximum GOB size of any particular video frame, rarely comprises more than 50% of the video frame size, from which a maximum GOB size of 32 Kbits, or 4000 octets, can be inferred. The maximum empirical GOB sizes were determined for each empirical sequence, which were encoded with quantization values in the *typical* range, \((5 \leq Q \leq 15)\). As shown in table 3.2, the maximum empirical GOB sizes, which are consistent with previous results from similar studies [24, 20], are significantly smaller than the maximum inferred GOB size of 4000 octets. Once again, it is evident that the maximum inferred GOB size is a rather pessimistic estimate of the maximum GOB size associated with *realistic* FR video sequences. In practice, the approximate maximum frame and GOB sizes associated with *realistic* FR video sequences are 6000 octets and 2000 octets respectively.

GOB sized PDUs associated with *realistic* FR video applications have an approximate mean and maximum size of 500 octets and 2000 octets respectively. Frame relay packets containing GOB sized PDUs therefore comply with industry specifications for FR networks [32] and can generally migrate through high speed WANs and LANs without the need for further partitioning. For example, the maximum PDU size specified for FDDI LANs is 4500 octets and the maximum PDU size for an SMDS WAN is 9188 octets. Conversely, FR packets containing frame sized PDUs
are too long for practical applications and exceed the maximum specified frame size for many networks. For these reasons, partitioning of H.261 video information along GOB boundaries is considered the most viable parsing scheme for the transmission of H.261 video information over FR networks. A clear implication of this result is that FR network simulations designed to study video traffic phenomena may require a video source model which faithfully represents the GOB statistics. It is prudent to determine first if significant differences exist between the frame and GOB size characteristics of H.261 empirical data.

3.1.2 Peak-to-Mean Ratio

The peak-to-mean ratio (PMR), which serves as a first order measure of “burstiness”, was calculated for several VBR video sequences at the frame and GOB level. The results, which appear in Table 3.3, indicate a frame PMR of 2:1 to 4:1 which is consistent with previous studies [32, 19]. At both the frame and GOB level, the PMR is observed to be proportional to scene activity. Accordingly, the least bursty image is the relatively static “talking head” and the most bursty image is the multi-scene sequence. Of greater interest is the difference that exists between the frame PMR and the GOB PMR for every image. In all cases, the GOB size data is observed to be significantly more variable than the associated frame size data. This result is attributable to the statistical smoothing that occurs when several GOBs are combined into a single, frame-sized unit. The implication, however, is that frame level modeling of video source data will generally underestimate the actual burstiness of GOB sized packets. GOB level modeling of the source is therefore necessary to capture accurately the true size variability of network video packets carrying GOB sized PDUs.
<table>
<thead>
<tr>
<th>IMAGE</th>
<th>FRAME MEAN</th>
<th>FRAME MAX</th>
<th>RATIO</th>
<th>GOB MEAN</th>
<th>GOB MAX</th>
<th>RATIO</th>
</tr>
</thead>
<tbody>
<tr>
<td>MULTI SCENE</td>
<td>5797</td>
<td>22579</td>
<td>3.89</td>
<td>461</td>
<td>3999</td>
<td>8.67</td>
</tr>
<tr>
<td>TENNIS 10</td>
<td>5391</td>
<td>16843</td>
<td>3.12</td>
<td>539</td>
<td>3914</td>
<td>7.26</td>
</tr>
<tr>
<td>BIKE 4</td>
<td>4615</td>
<td>13013</td>
<td>2.82</td>
<td>461</td>
<td>2636</td>
<td>5.72</td>
</tr>
<tr>
<td>HEAD M3</td>
<td>1604</td>
<td>3402</td>
<td>2.12</td>
<td>535</td>
<td>1477</td>
<td>2.76</td>
</tr>
</tbody>
</table>

Table 3.3: Peak to mean ratios, H.261 VBR video

<table>
<thead>
<tr>
<th>IMAGE</th>
<th>MEAN</th>
<th>MAX</th>
<th>STD DEV</th>
<th>RATIO</th>
</tr>
</thead>
<tbody>
<tr>
<td>VBR BIKE FR</td>
<td>4615</td>
<td>13013</td>
<td>2006</td>
<td>2.82</td>
</tr>
<tr>
<td>CBR BIKE FR</td>
<td>4615</td>
<td>7952</td>
<td>1069</td>
<td>1.72</td>
</tr>
<tr>
<td>VBR BIKE GOB</td>
<td>461</td>
<td>2636</td>
<td>429</td>
<td>5.72</td>
</tr>
<tr>
<td>CBR BIKE GOB</td>
<td>469</td>
<td>2104</td>
<td>395</td>
<td>4.49</td>
</tr>
</tbody>
</table>

Table 3.4: Peak to mean ratios: comparison of H.261 CBR and VBR images
Variable quantization rate control is used by the H.261 coder to maintain a nominally constant bit rate (CBR) binary output. The effect of variable quantization rate control on the burstiness of a source image is illustrated by comparing the VBR (fixed quantization) and CBR (variable quantization) output for the same video sequence. Referring to Table 3.4 the CBR bit stream is observed to be less bursty than the VBR bit stream at both the frame and GOB level. The reduction in burstiness is, however, far more pronounced at the frame level and is a subtle reminder that CBR video is only constant when averaged over time intervals of approximately 1 second using the smoothing buffer. To understand this limitation, it is useful to recall that the H.261 coder achieves a CBR bit stream by varying the quantization step size at either the MB or GOB level. Because of this, a nominally constant bit rate can only be achieved over significantly longer time intervals. The implication is that, even when implemented at the source, rate control is only effective in controlling bursts of reasonably long duration. As illustrated in Figures 3.1 and 3.2, short duration bursts of the order of a frame interval exist in both CBR and VBR data streams. Rate control schemes which are triggered by network feedback mechanisms, such as the Frame Relay BECN notification, will certainly be even less effective in controlling short duration bit rate fluctuations.

3.1.3 Probability Distribution

Probability distributions of frame size and GOB size were developed for several VBR video sequences. The distributions were observed to be highly image dependent with more "bursty" video sequences typically being characterized by a bimodal, or multimodal distribution. As illustrated in figure 3.3, the shape of the distribution for a
Figure 3.1: Bike sequence: CBR frame data, mean frame size of 4615 octets

Figure 3.2: Bike sequence: VBR (Q=4) frame data, mean frame size of 4615 octets
Figure 3.3: Distribution of frame size for two different quantization tables

particular video sequence is preserved when the same image is encoded with a different quantization table. The effect, on the distribution, of changing the quantization step size is equivalent to multiplying the size of each frame or each GOB by a scalar value.

3.1.4 Autocorrelation

The autocovariance of a stationary random sequence, $X(n)$ is defined as:

$$C_X(k) = E[X(n)X(n + k)] - E[X(n)]E[X(n + k)]$$  (3.1)

for $(n = 1, 2, \ldots)$ and $(k = 0, 1, \ldots)$.

When considering the binary output from a video coder, $X(n)$ comprises a finite sequence $(n = 1, 2, \ldots, N + k)$ of real numbers which represent the size (in
octets) of sequentially transmitted GOBs or frames. The autocovariance of such a sequence can be estimated as:

\[
\hat{C}_X(k) = \frac{1}{N} \sum_{n=1}^{N} X(n)X(n + k) - \left( \frac{1}{N} \sum_{n=1}^{N} X(n) \right) \left( \frac{1}{N} \sum_{n=k}^{N+k} X(n) \right)
\] (3.2)

where \( k << N \) and \( \hat{C}_X(k) \) converges to \( C_X(k) \) as \( N \to \infty \).

The \( k \)th-lag autocorrelation coefficient, which is a measure of the similarity between sequence values that are separated by \( k \) lags [34], is defined as the normalized autocovariance:

\[
\rho_X(k) = \frac{\hat{C}_X(k)}{(\sigma_X)^2}
\] (3.3)

where \( \sigma_X \) is the standard deviation of \( X(n), (n = 1, 2, \ldots, N + k) \). It is useful to note that because the autocorrelation coefficient is normalized, it is not affected by scalar multiplication.

Frame size information was tabulated for several different VBR video samples as a sequence of real numbers and the autocorrelation for each sequence was computed as a function of the lag measured in number of frames. Similar computations were performed on the GOB size information for several different empirical video samples.

At the frame level, strong positive correlations are observed to occur and are attributed to the similarities (temporal redundancy) that exist between still images recorded on sequential video frames. At the GOB level, pronounced but distinctly
Figure 3.4: GOB autocorrelation for NTSC video (10 GOBs/frame), Q=8 and Q=12
different, correlations are evident with periodicities at both the spatial GOB scan
rate and the temporal frame rate. Figures 3.4 and 3.5 illustrate the frame and GOB
correlation characteristics for a VBR video sequence ("Tennis") in NTSC CIF format.
The sequence is of two people playing table tennis and comprises 150 frames (1500
GOBs). In figure 3.4, the complex GOB correlation characteristics are clearly visible
and each of the 10 GOBs per frame are easily distinguished. However, in figure 3.5
it is evident that spatial (GOB) correlations are lost in the aggregate frame statistics
and cannot, therefore, be captured by a frame level source model.

Figures 3.4 and 3.5 also provide a comparison of the autocorrelation for the
same video sequence encoded with two different quantization numbers. The frame and
GOB autocorrelation was observed to remain constant as the quantization number
is varied. It is therefore apparent that a change in the H.261 quantization step size
(quantization number) induces a linear shift in the distribution function and has no
effect on the autocorrelation of the frame size or GOB size. As scalar multiplication influences the first and second order statistics in precisely the same manner, it is possible to infer frame and GOB size statistics for a wide range of H.261 quantization numbers from a single, fixed quantization number source model.

3.2 Video Source Model

The marginal distribution and autocorrelation properties of empirical bit rate/frame data (frame-level data) can be accurately and easily modeled with the TES tool utility. However, the slow decay properties and periodic behaviour of typical GOB-level autocorrelations can not be directly modeled using TES or autoregressive techniques [24]. Because GOB size statistics are required in many network simulations to determine the size of individual PDUs, a crude estimate of GOB size is commonly given by dividing the frame size by the number of GOBs per frame. Such “frame level”
source models fail to capture the variability of GOB size within each frame and, as illustrated in table 3.3, underestimate the actual "burstiness" of the GOB bit-rate (and FDU size) data.

Accurate TES modeling of H.261 GOB statistics was demonstrated in [24] by removing the deterministic periodic components from the GOB bit-rate data through periodogram analysis [35]. The residual sequence is then modeled using TEStool, and the periodic components are subsequently reintroduced to produce the final source model. However, because periodogram analysis is time consuming and computationally extensive, a more streamlined approach to GOB-level source modeling is frequently useful. An alternative approach to GOB-level source modeling was therefore developed and is presented in the following section.

3.2.1 The GOB Ratio Model

If we consider a QCIF format video sequence, which contains three GOBs per frame, the measured average size of each GOB can be easily determined as a percentage of the frame size. Similar computations for PAL CIF format (12 GOBs per frame) and NTSC CIF format (10 GOBs per frame) are equally trivial. We refer to the corresponding vector of fractions as a GOB ratio vector, \( G_R \), which contains either 3 (QCIF), 10 (NTSC CIF) or 12 (PAL CIF) elements. Thus obtained, the GOB ratio vector is applied to a frame-level source model to provide an estimate of the empirical GOB bit rate characteristics. Figures 3.6 and 3.7 illustrate the result of this very simple approach in capturing the GOB-level statistics of a the QCIF "talking head" sequence "M3", for which \( G_R = [0.380, 0.195, 0.425] \). The autocorrelation of the simulated data is consistently higher than that of the empirical data, due
Figure 3.6: GOB autocorrelation for QCIF sequence "M3": real and modeled to the slightly reduced GOB size variability induced by averaging the GOB-to-frame percentages across the entire video sequence. This "averaging error", which introduces modeling inaccuracies in the GOB-level autocorrelation and distribution function, becomes more noticeable as scene activity increases. Averaging error is, however, easily controlled by computing a different GOB ratio vector, \([G_R(1), G_R(2), \text{etc}]\), for different scene segments. The frame-level source model is then sequentially modulated with the different \(G_R(*)\) to produce the final, aggregate, bit stream. The percentage of time allocated to each GOB ratio vector is determined by the distribution of the different scene segments in the original sequence. This modeling approach, which is subsequently referred to as "GOB ratio modeling", was successfully applied to several empirical video samples. Experience reveals that three GOB ratio vectors are typically sufficient to produce good agreement between the empirical and reconstructed GOB-level statistics.
3.2.2 Modeling Variable Quantizer Rate Control

VBR video output is typically produced in an H.261 codec by disabling the rate control feedback loop from the codec output buffer to the quantizer. The original CBR codec is designed to maintain a constant output bit rate by varying the quantization number applied to individual macroblocks and selecting it in response to rate information received via the output buffer feedback loop. However, VBR video can be produced if the output buffer feedback loop is disabled and the normal feedback information is replaced with a constant signal. Thus modified, a constant quantization number is maintained.

Despite the many advantages of implementing VBR network traffic, control of the mean output of a VBR source may be necessary to avoid network congestion or to honour peak bandwidth allocations negotiated for a particular PVC or SVC. Such control, which could be triggered by feedback received from the network, can be
Figure 3.8: Average interframe size (normalized at $Q=10$) vs quantization achieved by retaining some logic to allow the video codec to select the quantization number most appropriate for current conditions. To explore these issues, which is the goal of the succeeding chapter, a variable quantizer modeling capability is required.

Figure 3.8 illustrates the relationship between bit rate/frame and quantization number (1-31) for two different video sequences. For ease of comparison, the data is normalized to a frame size ratio of 1 for $Q=10$. The small differences observed between the two profiles are attributed to the following two factors:

1. Each of the H.261 quantization numbers (1-31) specify a quantization step size for each of the 64 transform coefficients that result from the DCT of an $8\times8$ pixel block. Within a particular quantization table (number) the quantization step size is not necessarily uniform for all 64 transform coefficients. Coarser step sizes are typically assigned to the higher numbered transform coefficients to take advantage of the relative insensitivity of the HVS to high spatial frequencies.
Progressing through the H.261 quantization numbers from $Q=1$ to $Q=31$, the proportional change in quantization step sizes is larger for high numbered transform coefficients than for low numbered transform coefficients. Accordingly, a video sequence containing an above average amount of high spatial frequency information will suffer a larger than average reduction in aggregate bit rate as the quantization table number increases.

ii An H.261 frame will typically comprise a mixture of intracoded and intercoded macroblocks. The decision to employ absolute or difference coding for a particular macroblock is made "on the fly" on the basis of bandwidth economy. For example, when a particular region of an image experiences a large change, coding of the large difference values often requires more binary information than does absolute coding of the pixel values. The first (DC) coefficient of each intrablock is always quantized with a fixed step size of 8 and no dead zone [18], regardless of the quantization number in use. The relative mix of intracoded and intercoded macroblocks, which is scene dependent, will therefore have a small but significant effect on the bandwidth reduction achieved as progressively larger quantization numbers are specified.

The effect of image unique characteristics on the relationship between normalized bandwidth and the specified H.261 quantization number is small, but not insignificant. Nevertheless, for a particular video sequence or group of sequences, the mean bandwidth associated with a particular quantization number can be predicted with considerable accuracy. The implication is that a GOB level model need only be developed for one of the 31 possible H.261 quantization numbers.
Figure 3.9: GOB correlation for VBR sequence "Tennis" in QCIF format (Q=12): comparison of real and modeled data

Specifying a different quantization number to the H.261 codec is simulated in the GOB source model by applying a scalar multiple to each value generated. Recall from our previous analysis of empirical data that changes to the quantization number affect the distribution and autocorrelation function in precisely the same way as scalar multiplication. In both cases, the shape of the distribution function is preserved, but shifted, and the autocorrelation function is not affected. To demonstrate the utility of this approach, a GOB Ratio Model, denoted $G_R(8) = [(0.304, 0.304, 0.392), (0.257, 0.234, 0.509), (0.432, 0.104, 0.464)]$, was developed from the empirical VBR sequence "Tennis", encoded in QCIF format at Q=8. Because the "Tennis" sequence is a high activity scene, it was necessary to split the sequence into three equal scene segments and define individual ratio vectors for each segment. A second empirical file was generated by recoding the same sequence at Q=12. A model of the Q=12 sequence was then produced by applying a scaling factor to the model,
Figure 3.10: Distribution of empirical and modeled QCIF video

$G_R(8)$. As illustrated in figures 3.9 and 3.10, good agreement is achieved between the marginal distribution and autocorrelation functions of the empirical and modeled data.

### 3.3 InterLAN Data Model

A histogram of Ethernet packet sizes was compiled from empirical data retrieved from a 10 Mbps research network comprising 70-80 engineering work stations. The empirical histogram of packet size, illustrated in Figure 3.11, indicates that the network traffic is dominated by packets with the minimum length (68 octets) or maximum length (1522 octets) permitted by the IEEE 802.3 standard [36]. The empirical histogram was reconstructed with the TESTool utility and a TES model was developed to match the empirical distribution (histogram). A slow decaying exponential autocorrelation function was imposed on the data model to enhance the probability of
producing long bursts of large packets, a condition which is particularly conducive to network congestion.

3.4 Summary

An analysis of the H.261 data structure reveals that H.261 frame and GOB level data is self contained and can be decoded without reference to preceding information. However, because frame sized blocks of data are too large for practical network applications, FR video PDUs should be constructed by parsing H.261 video information along GOB boundaries. The approximate average and maximum GOB sizes for H.261 video in QCIF format, which is the most practical format for FR video applications, are 500 octets and 2000 octets respectively. Video PDUs of this size can be transmitted through high speed LANs, WANs and FR networks without further partitioning.
To simulate network traffic caused by the transmission of H.261 video information accurately, it is necessary to model the GOB size statistics of H.261 data. We find that frame level models of video source data do not capture the variability of GOB size within each frame and consistently underestimate the actual "burstiness" of the video data stream.

The slow decay properties and periodic behaviour of typical GOB level autocorrelations can not be directly modeled using TES techniques. However, frame level TES models can be modulated with an empirically derived GOB ratio vector, which describes the average distribution of GOB size within a video frame. In this manner, the GOB size distribution and autocorrelation characteristics of empirical video sequences can be accurately captured. The GOB ratio modeling approach is computationally trivial and can be easily and quickly applied to empirical data. As well, the accuracy of the model is proportional to its complexity and can be varied to meet specific requirements.

The normalized data rates associated with a particular quantization table (number) are found to remain relatively constant for a wide range of scene types. Due to this property, a single video traffic model can be developed for a fixed quantization number and subsequently used to model traffic characteristics at different quantization numbers. To achieve this, a scaling factor is applied to the original model, which influences the distribution and autocorrelation statistics in a manner analogous to changing the quantization number. A simple and accurate method is therefore available to simulate the traffic output from a VBR codec, which varies the quantization number in response to external stimulus, such as congestion notifications received from the network.
Chapter 4

Network Analysis

The purpose of this chapter is to explore the feasibility of reducing frame relay network congestion by introducing network feedback as an input to video source rate controls. Network and source parameters which significantly affect the performance of the proposed congestion control mechanism are identified and optimized. A comparison of two source rate control schemes, variable quantization and variable frame rate, is performed. Finally, an analysis of the influence of improved (GOB-level) source models on end to end network performance is presented.

4.1 Network Simulation

A software simulation of a mixed traffic (LAN/Video) frame relay enterprise network was developed in a UNIX environment with the SIMSCRIPT II.5 discrete event simulation language.

4.1.1 Network Topology

The network model includes two corporate branch offices and a headquarters office, each equipped with a private branch exchange (PBX) and each connected to a cor-
porate frame relay network over full duplex, fractional T1 (FT1) leased access links. Additional (notional) branch offices exist to provide background traffic over the network. Frame relay assembly and disassembly (FAD) functions are integral to each PBX.

The frame relay network comprises two network nodes (switches) which are joined together by a full duplex T1 trunk. The access links and trunk line are unchannelized and the entire bandwidth is available to any logical connection "on demand". Each network switch comprises a single receive queue (RQ) to the switch CPU and separate transmit queues (TQ) for each physical connection. Congestion notification is initiated by monitoring the occupancy of a selected transmit queue and setting the BECN bits on reverse traffic whenever a predetermined threshold, $\theta_1$, is exceeded. An absolute threshold, $\theta_2$, is also defined for the transmit queue, at which point all received packets are discarded.
Two permanent virtual circuits (PVC1, PVC2) are established between the first branch office and the corporate headquarters. PVC1 carries multi-source video information (video1/video2) in H.261 QCIF format from the branch office to the headquarters. PVC2 carries bi-directional interLAN ethernet traffic between the first branch office and another (notional) branch office. The average data rate associated with video1, video2 and the LAN traffic is nominally equal, so that each of the three sources comprise approximately one third of the total offered load on the access link (link 1). A third PVC (PVC3) carries single source video information (video4), in NTSC CIF format, from the second branch office to the corporate headquarters. Return traffic over PVC1 and PVC3 comprises messages which are used to send control instructions and status queries to remote cameras and may be used by the network to carry BECN notifications. Additional traffic (LAN2, LAN3, video5, video6) is generated to load the network switches but the total number of sources is intentionally kept low, to avoid statistical smoothing of the aggregate bit rate. The combined traffic is sufficient to provide a nominal 70% network utilization, as measured at each output queue server.

4.1.2 Traffic Models

GOB Ratio models, the details of which appear below, were developed for the primary video sources, video1, video2 and video4. Frame sized bursts of digital video information arrive at the source PBX receive queue at time intervals corresponding to the inverse of the frame rate. The video data is parsed into GOB sized PDUs, assembled into frame relay packets with the appropriate address (DLCI) and switched to the PBX transmit queue. The following video traffic characteristics are specified:
Video1 - is a GOB level model of a multiscene QCIF sequence comprising three scene segments (M2,M3,M5), each of which is based on empirical data generated with the DTC codec. Individual GOB ratio models were developed for the three sets of empirical data (M2,M3,M5). Each GOB model is selected by a video generator algorithm, which switches sequentially between the three scene segments. The duration of each scene is exponentially distributed with a minimum scene duration of 1 second and a maximum scene duration of 8 seconds. The talking head segment “M2” is a low activity scene with a mean GOB size of 168 octets and a GOB ratio of $G_R(M2) = [0.453, 0.236, 0.311]$. The segment “M3” is a higher activity talking head video with a mean GOB size of 535 octets and a GOB ratio of $G_R(M3) = [0.380, 0.195, 0.425]$. The third segment “M5”, is a relatively bursty scene caused by a camera which is intermittently panned across a crowded work area. The mean GOB size is 407 octets and the GOB ratio is $G_R(M5) = [0.480, 0.245, 0.275]$. The combined video sequence operates at an initial frame rate of 6 fps and an initial quantization number of $(Q = 10)$.

Video2 - is a GOB level model of a single scene QCIF talking head sequence with a mean GOB size of 154 octets and GOB ratio $G_R(QHEAD) = [0.257, 0.447, 0.296]$. The initial frame rate is 15 fps and the initial quantization number is $(Q = 10)$.

Video3 - is the empirical data upon which the video1 model is based. Video3 is generated by reading the empirical data for M2, M3 and M5 from individual ASCII files. Video3 can be used to replace video1 in the network simulation, to allow a comparison between the end-to-end performance of empirical and
modeled video traffic. The initial frame rate is 6 fps and the initial quantization number is \((Q = 10)\).

Video4 - is a GOB level model of the QCIF sequence "Tennis". The mean GOB size is 875 and the GOB ratio is \(G_R(QTEN) = [0.371, 0.343, 0.286]\). The initial frame rate is 5 fps and the initial quantization number is \((Q = 10)\).

Video5 - is a frame level model of the NTSC sequence "Tennis". The frame rate and quantization number are fixed at 8 fps and \((Q = 10)\) respectively. Video5 is not subject to rate control and produces background traffic which is used to load the network switches and the trunk line (LINK2) in the forward direction (same direction as Video 1,2,4).

Video6 - is a frame level model of a multiscene NTSC sequence. The frame rate and quantization number are fixed at 30 fps and \((Q = 10)\) respectively. Video6 is not subject to rate control and produces background traffic which is used to load the network switches and the trunk line (LINK2) in the reverse direction (from node2 to node1).

TES data models were developed for all simulated LAN sources. The LAN packet arrival process at the source PBX receive queue is batch Poisson. The batch size follows a truncated geometric distribution with a mean value of 25. The LAN packets are framed, without segmentation, assigned a DLC1 and switched to the PBX transmit queue.

Another common approach to modeling data traffic involves multiple independent ON-OFF sources, with exponentially distributed ON-OFF periods. However, the
batch Poisson approach has been shown [37] to be more appropriate for the modeling of LAN interconnections and was selected for this reason.

4.1.3 Network Delays

Traffic propagating through the network simulation experiences variable queueing delays at the receive and transmit queues associated with each PBX and each network switch. The input queueing delay represents the delay incurred while the packet waits to be served by the central CPU at the PBX or network switch. The output queueing delay represents the additional delay incurred, after the packet has been processed by the central CPU, while it waits for access to the outgoing transmission line. The following fixed delays are also imposed on each packet traveling through the network:

Framing Delay - Appending and stripping of frame relay headers and trailers to each PDU is accomplished by the source/destination PBX. The FAD delay time, \( T_{FAD} \), is imposed on each packet, at both the source and destination, once access is gained to the central CPU.

\[ T_{FAD} = 2.0 \text{ msec} \]

Switching Delay - Once the LAN/Video PDU is encapsulated in a frame relay packet and has entered the network, the CPU at each network switch must read the DLCI address, contained in the frame relay header, and assign the packet to the appropriate transmit queue. The process time associated with this task, \( T_{SW} \) is imposed on each packet once it gains access to a network switch CPU.

\[ T_{SW} = 0.25 \text{ msec} \]
Propagation Delay - The propagation delay, $T_{PROP}$ is calculated for each hop and is proportional to the distance.

$$T_{PROP} = 2.3 \times 10^8 \text{ m/s}$$

Transmission Time - The transmission time, $T_{TRANS}$, is the time required to transmit the packet once it reaches the head of the output queue. The value for $T_{TRANS}$ is determined by dividing the packet length by the line speed.

### 4.1.4 Reference Connection and Source Rate Control

The reference connection comprises video1, video2 and video4, which originate in two different nodes, but share a common destination and a common path through the network. Congestion on the reference connection is achieved by constricting the bandwidth over the final link (link 3). The occupancy of the transmit queue to the final link (NODE2 TQ1) is monitored by the NODE2 CPU to determine when the congestion threshold $\theta_1$ and the absolute threshold $\theta_2$ are exceeded. When $\theta_1$ is exceeded, the BECN bit is set on all traffic returning to either branch office. When a BECN bit is received by a branch office PBX, rate control is initiated for all video sources originating from that branch. Throughout this work, LAN and background video sources are not subject to flow control.

Rate control at the video sources (video1, video2, video4) is achieved by either reducing the frame rate or increasing the quantization number, but not both. Starting from the desired bit rate $R_2$, the rate is decreased incrementally with each received BECN notification, until congestion subsides or a specified minimum bit rate, $R_1$,
is achieved. Since the average packet arrival rate at each branch office is 100 packets/second, several congestion notifications are typically received in rapid succession and roll back to the minimum bit rate occurs very rapidly.

To begin the process of restoring all video sources to their $R_2$ rate(s), a predetermined number of clear BECN bits must first be received. The number of clear bits that must be received equates roughly to a damping time constant and is denoted $\zeta$, with units (ms). The translation from "number of bits" to units of time is achieved by recognizing that the average packet arrival rate at each branch office is 100 packets/second. Nineteen clear bits therefore equates to an average time interval of $\frac{19}{100}$ sec, or 190 ms. The rate restoration process, once initiated, proceeds incrementally with dwell periods of magnitude $\zeta$ imposed at each rate increment. Receipt of another congestion notification (BECN bit set) will immediately halt the restoration process and re-initiate rate reduction procedures. This implementation, which permits rapid rate reductions and relatively slow rate increases, allows rapid convergence to optimal source rates during periods of congestion.

4.1.5 Packet Loss and Error Recovery

The end-to-end transit time of all packets on the reference connection is monitored. A maximum acceptable end-to-end time of 0.95 seconds is specified for the reference connection, which corresponds to the maximum cell delay tolerance for videoconferencing applications [5]. Packets with excessive transit times are discarded at the destination PBX. Packet loss on the reference connection can therefore occur in two ways:
i Packets (video1, video2, video4) can be discarded at the second network switch (NODE 2) if the occupancy of the transmit queue (TQ2) exceeds the absolute threshold $\theta_2$.

ii Packets can be discarded at the destination PBX (PBX2) if the end-to-end transit time exceeds the specified acceptable end-to-end delay time.

If a packet is lost, an error is detected by the transport layer when the next arriving GOB is observed to have the wrong sequence number. Whenever this condition is observed, a return message is transmitted to the source requesting the transmission of a new intraframe.

### 4.2 Simulation Methodology

The network simulation was tested under a variety of conditions to verify that the model was correctly implemented in software. End-to-end packet delays were monitored under light traffic conditions (no queueing delays) and observed to approach the aggregate end-to-end fixed delay value of 41 ms, for an average sized 500 octet video packet. Under heavier traffic loads, mean queue lengths were monitored and the expected average end-to-end delay was computed as the sum of the fixed delays and the mean queueing delays. The expected delay value was found to agree with the average end-to-end delays generated by the network simulation.

#### 4.2.1 Transient Time

If a simulation begins at some arbitrary time, $t_0$, the first packet through the simulated network will not experience queueing delays and the observed end-to-end transit time
for the first packet will not be indicative of typical network performance. Clearly, some finite period of time must elapse before the switch buffers become populated and the simulation reaches steady state. We define a steady state system as one which is in statistical equilibrium, such that the probability that the system is in a given state is not time dependent. The amount of time that elapses before the simulated system reaches steady state is the transient time, $t_1$.

To determine the value of $t_1$, the average end-to-end delay for video packets was computed at 1 second intervals and plotted, as shown in figure 4.2. The plot suggests that average end-to-end delay values collected during the first 4 seconds of simulated time are downward biased. To prevent network performance statistics from being skewed by initial (transient) conditions, all simulations were allowed to run for 5 seconds of simulated time prior to commencing data collection.
4.2.2 Number of Runs

A fixed run length of 30 simulated seconds was selected and the number of replications (simulation runs) necessary to estimate the average end-to-end delay with an accuracy of 5.0 ms, and 95% confidence, was determined. Using the procedure outlined in [31], we find that the half length (h.l) of a $100(1 - \alpha)\%$ confidence interval for a mean $\theta$, based on the Student's $t$-distribution, is given by:

$$h.l = t_{\alpha/2, R-1}\hat{\sigma}(\hat{\theta})$$

(4.1)

where $\hat{\sigma}(\hat{\theta}) = S/\sqrt{R}$, $S$ is the sample standard deviation, and $R$ is the number of replications (simulation runs).

To meet an end-to-end delay half length criterion of $\epsilon = 5.0$ ms, a sample size $R$ must be chosen such that:

$$h.l = \frac{t_{\alpha/2, R-1}S}{\sqrt{R}} \leq \epsilon$$

(4.2)

Solving the inequality for $R$, it is possible to determine the minimum number of simulation runs that must be executed to estimate the average end-to-end delay with the required accuracy ($\epsilon = 5.0$ ms) and confidence (95%). The necessary number of simulation runs is therefore given by:

$$R \geq \left(\frac{t_{\alpha/2, R-1}S}{\epsilon}\right)^2$$

(4.3)
The average end-to-end delay for video packets was collected from sixteen independent simulations, each of 30 simulated seconds duration. The sample standard deviation was computed to be \( S = 0.0077 \). For a 95% confidence interval and a required accuracy of 5.0 ms, we have \( t_{0.025,15} = 2.13 \) and \( \epsilon = 0.005 \). The required number of simulations is therefore:

\[
R \geq \left( \frac{2.13 \times 0.0077}{0.005} \right)^2 \\
\geq 10.76
\]

(4.4)

It is therefore apparent that \( R = 16 \) satisfies the inequality and provides an excellent estimate of end-to-end performance with a high level of confidence and a high degree of accuracy. Accordingly, a minimum of 16 replications, each of 30 simulated seconds duration, were performed for all network simulations conducted in support of this thesis.

### 4.2.3 Cost Function

A common expression for network performance is necessary to reconcile various and conflicting criteria (low loss, high throughput, acceptable delay) into a unified measure of global performance. A weighted cost function was developed for this purpose and is defined by the following expression:

\[
C = \begin{cases} 
\frac{L + (1.0 - P) + (1.0 - U)}{2.4} & \text{if } L \leq 0.01 \\
\frac{20 \times L + (1.0 - P) + (1.0 - U)}{2.4} & \text{if } 0.01 < L \leq 0.02 \\
1.0 & \text{if } L > 0.02 
\end{cases}
\]
where $L$ is the aggregate packet loss for video1/2/4, $P$ is the actual throughput as a fraction of the target throughput $R_2$ for video 1/2/4, and $U$ is the transmit queue server utilization measured at NODE2 TQ1.

When the total packet loss on the reference connection is less than 1 percent, equal weight is assigned to loss, target data rate and network utilization. However, as loss increases, the throughput and network utilization will also increase and, without biasing, the overall cost function will decrease. To avoid this situation, a bias is added to the cost function when packet loss on the reference connection rises above 1 percent. We observe that for loss rates in the range $[0.0 \leq L \leq 0.02]$, the maximum value that can be assumed for the numerator is 2.4, although in practice the numerator value is rarely greater than 2.0. A constant denominator of 2.4 is therefore included to limit the range of the cost function to $[0.0 \leq C \leq 1.0]$ for aggregate loss rates not greater than 2 percent ($L \leq 0.02$). A packet loss rate in excess of 2 percent is considered unacceptable and, under these circumstances, the loss function defaults to its maximum value of 1.0.

It is useful to recall that congestion is induced in the network simulation by reducing the bandwidth on the final link (link3), which increases $T_{TRANS}$ and the average end-to-end transmission time. The cost function is therefore sensitive to the link3 bandwidth, since packet discard due to maximum end-to-end delay will increase as the bandwidth is constrained. In the following sections, comparisons are made between various network parameters, source rate control techniques and traffic models. In every case, however, cost function observations for different conditions are recorded at a fixed congestion level (link3 bandwidth), thus ensuring a valid basis for direct comparison.


<table>
<thead>
<tr>
<th>DESIGN POINT</th>
<th>FACTOR 1</th>
<th>FACTOR 2</th>
<th>FACTOR 3</th>
<th>SIMULATION RESULT</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>C1</td>
</tr>
<tr>
<td>2</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>C2</td>
</tr>
<tr>
<td>3</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>C3</td>
</tr>
<tr>
<td>4</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>C4</td>
</tr>
<tr>
<td>5</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>C5</td>
</tr>
<tr>
<td>6</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>C6</td>
</tr>
<tr>
<td>7</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>C7</td>
</tr>
<tr>
<td>8</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>C8</td>
</tr>
</tbody>
</table>

Table 4.1: Generic 3 factor design analysis

4.3 Simulation Results

4.3.1 Experimental Design

Preliminary experimentation with the network model provided evidence that changes to the congestion threshold $\theta_1$, the absolute threshold $\theta_2$, the damping constant $\zeta$ and the BECN delay ($D$) would affect network performance, as measured by the cost function. To determine which parameters (or combinations of parameters) have the most significant influence on network performance, a $2^k$ factorial analysis [38] was performed.

Factorial analysis supports the characterization of several design parameters (factors) with reference to a standard system response measure, the cost function. Two levels (discrete values or ranges) are selected for each of the $k$ factors. Simulations are then run for each of the $2^k$ possible factor-level combinations, from which the effect of each factor and combinations of factors can be determined.

Table 4.1 illustrates a notional experiment involving three factors ($F_1, F_2, F_3$). The two levels associated with each factor or denoted “+” (high) and “−” (low). Eight different combinations of factors and levels are therefore possible and each
combination defines a *design point*. The simulation result for each design point is expressed as a cost function value, \((C_1, C_2, ..., C_8)\). The *main effect* for a particular factor is determined by computing the average difference in simulation results when the factor level is high and low, and the levels for all other factors remain fixed. For example, the main effect \(e_1\), for the first factor \(F_1\), is given by:

\[
e_1 = \frac{(C_1 - C_2) + (C_3 - C_4) + (C_5 - C_6) + (C_7 - C_8)}{4} \quad (4.5)
\]

Similarly, the *combined effect* \(e_{1,2}\) of two factors \(F_1, F_2\) is defined as half the difference between the average effect of factor \(F_1\) when factor \(F_2\) is at its "+" level (and all factors other than \(F_1\) and \(F_2\) are held constant) and the average effect of \(F_1\) when \(F_2\) is at its "−" level. Referring to table 4.1, the combined effect for factors \(F_1\) and \(F_2\) is given by:

\[
e_{1,2} = 1/2 \times \left\{ \frac{(C_1 - C_2) + (C_5 - C_6)}{2} - \left[ \frac{(C_5 - C_6) + (C_7 - C_8)}{2} \right] \right\} \quad (4.6)
\]

The remaining main and combined effects can be computed in the same way.

When several simulation results are collected for each design point, the main effects \((e_1, e_2, ..., e_k)\) and combined effects \((e_{12}, e_{13}, \text{etc})\) can be calculated as confidence intervals, which are influenced by the variability of the measured effect and the number of simulations performed for each factor-level combination. A completely positive or negative confidence interval indicator that the factor, or combination of factors, has a statistically significant influence on the performance of the system and is a good candidate for optimization efforts. The factorial analysis results were, in fact, applied
to a stochastic optimization process known as Mean Field Annealing (MFA), which is discussed in the latter part of this chapter.

<table>
<thead>
<tr>
<th>FACTOR</th>
<th>SYMBOL</th>
<th>LEVEL 1</th>
<th>LEVEL 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>D</td>
<td>E1</td>
<td>0.0 s</td>
<td>0.5 s</td>
</tr>
<tr>
<td>θ1</td>
<td>E2</td>
<td>35000 bits</td>
<td>55000 bits</td>
</tr>
<tr>
<td>θ2</td>
<td>E3</td>
<td>65000 bits</td>
<td>85000 bits</td>
</tr>
<tr>
<td>ζ</td>
<td>E4</td>
<td>50 ms</td>
<td>500 ms</td>
</tr>
</tbody>
</table>

Table 4.2: Factors and levels selected for design analysis

Table 4.2 illustrates the 4 factors and the levels for each factor that were selected for design analysis. Sixteen independent, steady-state simulations were performed for each of the 16 factor-level combinations. The level of network congestion (link3 bandwidth) was maintained at a constant value for all simulations. The rate control method was variable frame rate with a minimum value of 2 fps defined for all video sources. Ninety five percent confidence intervals for each of the primary and secondary effects were computed and are illustrated in figure 4.3. These results indicate that the values of the BFCN delay (E1), the congestion threshold (E2) and the damping constant (E4) have significant bearing on the network performance, as determined from the cost function. Second order effects (combinations of factors) and the absolute congestion threshold (E3) have no observed influence on the cost function. The insensitivity of the cost function to the absolute congestion threshold is indicative of the effectiveness of the rate control feedback mechanism. In essence, if throughput is successfully regulated, buffer overflows should not occur.
Figure 4.3: Confidence intervals (95%) for primary and secondary effects

A second factorial analysis was conducted, which was identical to the first except that variable quantization rate control was used in place of variable frame rate control. The results from this second experiment were very similar to the first. In particular, primary factors E1 (BECN delay), E2 (congestion threshold) and E4 (damping constant) were observed to significantly influence the value of the cost function. Once again, the value of the absolute congestion threshold (E3) had no observed influence on overall network performance.

4.3.2 Minimum Data Rate

The sensitivity of the cost function to the minimum source rate, $R_1$, was investigated by performing a $2^k$ factorial analysis with $k = 1$. The floor value ($F$) is defined as the ratio ($R_1/R_2$, where $R_1$ is the minimum source rate and $R_2$ is the target rate. Two values for $F$ were selected:
\[ F = 0.2 \]

\[ F = 0.5 \]

Sixty four sets of independent data points were collected using variable frame rate source control. Each set of points comprised two measurements of the cost function, one each for the two \( F \) values. Within a particular set of data points, identical traffic conditions were achieved for both cost function measurements by initiating both simulation runs with the same seed values. The difference between the two cost function measurements was computed for each set of points. The average difference was determined at 95 percent confidence with the following result:

\[
\Delta C = C(F = 0.5) - C(F = 0.2)
\]

\[
= 0.0619 \pm 0.0558
\]

The experiment was repeated for variable quantization rate control and similar (statistically significant) results were observed. It is therefore evident that the congestion control mechanism is sensitive to the value of \( F \).

To explore further the effect of \( F \) on network performance, the average cost function was tabulated for several different values of \( F \). The result is illustrated in figure 4.4 and suggests that an \( F \) value in the range \( 0.3 \leq R_1 \leq 0.6 \) is optimal for video sources subject to variable quantization or variable frame rate control. The vertical bars represent the 95 percent confidence interval for each data point. If the floor is set too high (greater than 60% of the target value), the dynamic range of
the source rate is insufficient and congestion can not always be effectively controlled. Packet loss rates escalate and the value of the cost function is occasionally set to unity, to indicate a loss rate of greater than 2 percent. Because the transition from a normal cost function ($L \leq 0.02$) to unity ($L > 0.02$) is not smooth, the variance increases for a cost values collected in this region. The large confidence intervals on the right side of figure 4.4 are due to this phenomenon.

When the floor value is set too low ($F < 0.3$), the rate control mechanism has too much dynamic range and will essentially over-react to network congestion notifications. Decreasing the data rate to approximately 50 percent of the target rate will effectively alleviate network congestion and reduce loss rates to acceptable levels. Further improvements to the packet loss rate, achieved by reducing the source rate below the optimal range ($0.3 \leq F \leq 0.6$), appear minimal and may not adequately mitigate the adverse effects of lower link utilization and data throughput.
4.3.3 BECN Delay

BECN delay \((D)\) is defined as the time elapsed between when congestion is detected at NODE2 and the first BECN notification arrives at the source PBX. If BECN delay becomes sufficiently large, congestion information received at the source will not accurately reflect current conditions in the network and the effectiveness of rate control measures will be degraded. To assess the amount of BECN delay that can be tolerated, the temporal variations of the NODE2 TQ1 buffer occupancy were characterized by computing the autocorrelation of queue length as a function of time lag. Referring to figure 4.5 the queue length correlation remains above 0.8 when \((D \leq 0.05\text{sec})\) and above 0.7 when \((D \leq 0.20\text{sec})\). This information suggests that congestion notifications which experience delays of less than 0.2 seconds will approximately reflect current network conditions and will result in appropriate rate adjustments at the source PBX. BECN delays of 0.05 seconds or less are clearly preferred.

Under typical network conditions (70% utilization) the average BECN delay was determined to be 0.0652 seconds with a 95% confidence interval of \([0.0634 \leq D \leq 0.0670]\). To further verify that BECN delays of this magnitude are acceptable, the network simulation was modified to allow a fixed BECN delay to be specified. A plot of BECN delay vs cost function was developed and is depicted in Figure 4.6. This figure, which illustrates the relationship between BECN delay and network performance, reveals a somewhat intuitive trend. Moreover, the quantitative results depicted in Figure 4.6 confirm that network performance achieved with BECN delays of approximately 0.065 seconds is comparable to the performance achieved with zero BECN delay. This latter result is consistent with the previous autocorrelation
Figure 4.5: Autocorrelation of buffer occupancy as a function of time

formation, which also suggests that very little degradation occurs for average BECN delays in the 95% confidence interval $[0.0634 \leq D \leq 0.0670]$. Referring once again to figure 4.5, the periodic behaviour observed at lags of 0.2 seconds is attributed to the influence of video4, which operates at 5 fps and comprises 50 percent of the total traffic through NODE2 TQ1. We are thus reminded that all traffic sources on the reference connection operate at reasonably low frame rates and are more tolerant to long BECN delays than video sources operating at broadcast quality frame rates (30 fps). For example, the aggregate frame rate from all sources on the reference connection is 26 fps. Assuming a BECN delay of 0.05 seconds, an average of 1.3 "uncontrolled" frames will be transmitted after congestion is detected and before source rate control is implemented. Conversely, for three broadcast quality video sources each operating at 30 fps (90 fps aggregate), a BECN delay of 0.014 seconds is required to limit the average number of uncontrolled frames to the same
value. Nevertheless, networks capable of supporting broadcast quality video, which has a maximum end-to-end delay tolerance of 0.040 seconds [5], are sufficiently "fast" that an average BECN delay value of 0.014 seconds is not unrealistic. It is therefore probable that BECN initiated rate control is applicable to networks supporting a broad range of video applications and frame rates.

4.3.4 Design Optimization

Optimization of network performance can be achieved by locating the global minimum of the cost function, which has a multi-dimensional solution surface. The optimization effort involves computing the value of the cost function at several points on the solution surface and then applying some methodology, such as gradient descent, to locate the minimum value. In this study, a closed form solution for the cost function is not available and the true value of the cost function must be approximated by statistical
estimates, derived through Monte Carlo simulation. Unfortunately, conventional optimization techniques (Gradient descent, Fletcher-Powell algorithm) do not perform satisfactorily when applied to inherently "noisy" estimates of deterministic values [39, 40].

Mean Field Annealing (MFA), a variant of standard simulated annealing, is a statistically based technique which is well suited to the general problem of optimizing stochastic cost functions over a multi-dimensional parameter space [41]. In particular, MFA is resistant to variations in the cost estimate from simulation, is not susceptible to local minima in the solution surface and converges rapidly to near-optimal solutions. The MFA algorithm randomly selects a dimension, $N$, in the parameter space $[S(M, N, P, \text{etc})]$ and generates estimates of the cost function $C$, at $m$ evenly spaced increments (of size $q$) over the interval $[N_{\text{min}}, N_{\text{max}}]$. A new value, $a_N$, is selected for the $N$ axis by computing the following weighted average of the cost function estimates:

$$a_N = \frac{\sum_{j=0}^{m-1} (N_{\text{min}} + jq) \exp\left(\frac{-C_j}{T}\right)}{\sum_{j=0}^{m-1} \exp\left(\frac{-C_j}{T}\right)} \quad (4.8)$$

where terms with larger values of the cost $C_j$ are assigned less weight than terms with smaller values. This process is repeated iteratively for each dimension while the value for all other dimensions remain fixed, and until equilibrium is reached.

The parameter $T$, which is commonly referred to as the temperature, provides a mechanism for escaping from local minima in the solution surface. While equation 4.8 guarantees that $a_N$ is, on average weighted in favour of the minimum value of the cost estimate, a move in the direction of increased cost can occasionally be taken.
The probability of an uphill move of magnitude $\Delta C$ is given by $P_{UPHILL}(\Delta C) = \exp(-\frac{\Delta C}{\theta})$. By gradually lowering the temperature over time, the probability of an uphill move is slowly decreased and the biasing applied to the weighted averaging is proportionally increased. This combination of effects allows the MFA algorithm to avoid local minima and to gracefully relax to an optimal or near optimal solution.

A four dimensional MFA algorithm was implemented and linked for interactive execution with the frame relay network simulation. The response surface for the cost function was sampled at discrete intervals over the critical parameter space, as shown in Table 4.3. Sixteen independent simulation runs, each of 30 simulated seconds duration, were conducted at every sample point in each of the four dimensions. A minimum of three complete passes was made in each of the four dimensions before the MFA temperature value was permitted to decrease. The initial MFA temperature value was 0.7, which is comparable to the maximum cost function value. The final MFA temperature value was 0.04. The initial temperature was decremented geometrically by a factor of 0.9 until the final temperature value of 0.04 was reached. The global minimum of the cost function solution surface was successfully located by the MFA algorithm, which converged to the near-optimal solutions in Table 4.4.
The values for \( D \) and \( F \) are clearly consistent with earlier results, in which the response surface cross-sections for \( D \) and \( F \) were analyzed in isolation. These previous results are expected to remain valid, as the factorial design analysis indicates no significant second order (combined) effects. Figure 4.7 and figure 4.8 illustrate the response surface cross-sections for \( \theta_1 \) and \( \zeta \) respectively, which were recorded during execution of the MFA algorithm. Once again, the one dimensional global minima shown in these figures agree closely with the near optimal values determined by the MFA algorithm. It is also useful to note that the solutions for \( \theta_1 \) and \( \zeta \) are consistent with the factorial design result, which correctly predicts better network performance at \( \theta_1 = 35000 \) than at \( \theta_1 = 55000 \) and at \( \zeta = 500 \) versus \( \zeta = 50 \).

Although MFA converges to optimal solutions, it does not provide a mechanism to identify ranges of near optimal values. In Figure 4.7, for example, it is apparent that good network performance is achieved for any threshold value in the range \((30000 \leq \theta_1 \leq 50000)\). Ranges of critical parameter values over which good end-to-end performance can be achieved, were determined by examining response surface cross-sections for each of the four critical parameters. These ranges are shown in table 4.5.

<table>
<thead>
<tr>
<th>PARAMETER</th>
<th>NEAR OPTIMAL VALUES DERIVED WITH MFA</th>
</tr>
</thead>
<tbody>
<tr>
<td>( D )</td>
<td>0.05 s</td>
</tr>
<tr>
<td>( \theta_1 )</td>
<td>36600 bits</td>
</tr>
<tr>
<td>( F )</td>
<td>0.50</td>
</tr>
<tr>
<td>( \zeta )</td>
<td>190 ms</td>
</tr>
</tbody>
</table>

Table 4.4: Near optimal values for network parameters determined by MFA
The performance of an uncontrolled network was compared to that of a controlled network, using variable frame rate source control and near optimal parameters. The bandwidth of the final link (link 3) was incrementally reduced, to induce increasingly severe congestion at the final network node (NODE2 TQ1). The performance of the controlled network is vastly superior, as illustrated in figure 4.9.

<table>
<thead>
<tr>
<th>PARAMETER</th>
<th>NEAR OPTIMAL RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>D</td>
<td>0.0 - 0.1 s</td>
</tr>
<tr>
<td>θ1</td>
<td>30000 - 50000 bits</td>
</tr>
<tr>
<td>F</td>
<td>0.3 - 0.5</td>
</tr>
<tr>
<td>ζ</td>
<td>150 - 200 ms</td>
</tr>
</tbody>
</table>

Table 4.5: Ranges of near-optimal values for network parameters
Figure 4.8: Damping (ζ) vs cost function using MFA

Figure 4.9: Cost function vs link3 bandwidth: with and without BECN rate control
4.3.5 Comparison of Rate Control Schemes

The effect of variable frame rate source control and variable quantization source control on end-to-end network performance was compared. Sets of data were collected for each of 64 independent test points. The data set associated with each test point comprised two measurements of the cost function $C$, the packet loss $L$ and the normalized video throughput $P$, one measurement of each parameter for both source rate control methods (frame rate and quantization). For each of the 64 test points, identical traffic conditions were achieved for both sets of measurements by initiating both simulation runs with the same seed values. A direct comparison of the two source control methods was made by calculating difference values for the cost function, utilization and source throughput measurements collected at each test point. The following 95 percent confidence intervals were computed by subtracting the values for variable frame rate control from the values for variable quantization rate control:

\[
\Delta C = -1.66 \times 10^{-2} \pm 0.688 \times 10^{-2}
\]
\[
\Delta L = -4.80 \times 10^{-4} \pm 7.25 \times 10^{-4}
\]
\[
\Delta P = 1.17 \times 10^{-2} \pm 0.623 \times 10^{-2}
\]

The 95 percent confidence interval for $\Delta L$ contains zero and the result is therefore inconclusive. There appears to be no significant difference between the two rate control methods in terms of packet loss. A significant difference does, however, exist between the two rate control schemes when throughput or the cost function are used as the performance criteria. These results indicate that variable quantization source
CONTROL METHOD | MEAN LEVEL | MAX LEVEL | STD  
---|---|---|---
NONE | 24504 | 92399 | 26050 |
FRAME | 9336 | 75832 | 11143 |
QUANT | 10736 | 60135 | 11762 |

Table 4.6: Queue length statistics at NODE2 TQ1 for three control conditions

![Graph showing queue length vs time for three control conditions.](image)

Figure 4.10: Queue length vs time - no rate control

control yields significantly better throughput than variable frame rate source control, while maintaining equivalent packet loss figures. Variable quantization rate control therefore offers significantly better end-to-end performance in terms of throughput and the overall cost function.

To further illustrate the advantages of variable quantization rate control over variable frame rate control, the NODE2 TQ1 queue length was monitored as a function of time. Temporal plots of the NODE2 TQ1 queue length are given in Figure 4.10.
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Figure 4.11: Queue length vs time - variable frame rate control

(no control), Figure 4.11 (variable frame rate) and Figure 4.12 (variable quantization), while Table 4.6 gives the mean queue length, maximum queue length and standard deviation for the same three conditions. Referring to Table 4.6, it is apparent that both control schemes offer significant improvements over an uncontrolled network, and that the two control mechanisms are roughly equivalent in terms of mean queue length and standard deviation. Also, having previously observed that the packet loss statistics are similar for variable frame rate and variable quantization rate control, it is evident that both control mechanisms can effectively limit the maximum queue length, which is a principle cause of packet loss due to excessive delay. However, variable quantization rate control achieves effective rate control more efficiently. As shown in Table 4.6, the maximum queue length for variable quantization rate control is substantially smaller than for variable frame rate control, although the average throughput is significantly higher.
4.4 Comparison of Empirical Data, TES GOB and TES Frame Models

To this point, all network simulations cited in this thesis have used the traffic models described in section 4.1.2. GOB level models have therefore been used for all video sources on the reference connection (video1, video2, video4). The rationale for employing GOB level models is to provide improved resolution of temporal bit rate fluctuations over short time intervals, equivalent to the GOB scan rate. Referring to Table 4.6 however, the average queue length at NODE2 TQ1 is approximately 10000 bits (1250 octets), which corresponds to roughly 3 GOB sized FR packets. Since a QCIF frame comprises 3 GOBs, it is reasonable to expect that intraframe fluctuations captured by the GOB source model are subsequently lost due to smoothing in the network buffers. The video1 traffic generator in the FR network simulation was modified to allow a direct comparison between the end-to-end performance charac-
teristics for empirical traffic (E1), a TES frame model (F1) and the original video1 GOB ratio model (G1). The network statistics module was also modified so that end-to-end performance measures (cost function, maximum delay) were collected only for video1, rather than for all video sources on the reference connection.

A three position software switch was installed in the video1 traffic generator. When the first switch position is selected, empirical GOB size data is read from three ASCII files, one each for M2, M3 and M5. The second switch position causes the video1 generator to produce a frame level traffic simulation by replacing the three original GOB ratio vectors with \( G_K = [0.33, 0.33, 0.33] \). The final switch position causes the video1 generator to revert to the original GOB ratio model, as defined in section 4.1.2.

Performance information for the empirical video1 traffic (E1), TES frame model (F1) and TES GOB model (G1) were collected at each of 80 independent test points. Within any given test point, the same seed values were used to initiate each of the three simulation runs (E1,F1,G1). Traffic conditions for each of the three simulations were therefore identical, with the exception of the video1 traffic. Difference values for the video1 cost function and maximum end-to-end delay were calculated for all three video1 traffic sources. The following 95% confidence intervals were computed:

\[
\Delta C(E_1 - F_1) = 0.0319 \pm 0.0780 \\
\Delta C(E_1 - G_1) = 0.0422 \pm 0.0732 \\
\Delta C(f_1 - G_1) = 0.0104 \pm 0.0234
\]
Figure 4.13: Maximum end-to-end delay: TES models vs empirical data

\[
\Delta D_{max}(E_1 - F_1) = 0.0054 \pm 0.0188 \\
\Delta D_{max}(E_1 - G_1) = -0.0044 \pm 0.0182 \\
\Delta D_{max}(F_1 - G_2) = 0.0010 \pm 0.01
\]

This result, graphically illustrated in Figure 4.13, strongly suggests that no significant difference exists between end-to-end performance data generated using empirical source data, a TES frame model or a TES GOB model. While it is clear that TES models provide an excellent representation of the empirical source data, it is evident that GOB level models are not necessarily required for the study of end-to-end performance. It is useful to observe that end-to-end network performance is primarily influenced by events such as video scene changes or bursts of LAN traffic, that generally occur over substantially longer time intervals than the GOB scan rate. Significant network congestion is not induced by minor fluctuations in the size distribution of GOB sized packets, which occur over short durations and are subsequent!}
lost due to smoothing in the network buffers. GOB statistics are therefore expected to have little impact on network congestion phenomena and need not be accurately modeled to achieve reliable simulation results.

4.5 Summary

A mixed traffic (video/LAN) FR network simulation was developed and used to explore the feasibility of reducing congestion by introducing network feedback as an input to video source rate controls. A BECN notification is generated by the network whenever the length of a network output queue exceeds the prescribed congestion threshold. Factorial analysis of the network design was performed to identify network parameters which significantly influence the performance of BECN congestion control. The congestion threshold, the BECN transit delay, the source damping constant and the minimum video source rate (floor) were each determined to affect network performance. No combined effects were observed.

A stochastic optimization technique (MFA) was applied to the network simulation to identify optimal design parameters. The following ranges of values were determined to yield near optimal end-to-end traffic characteristics:

\[
\begin{align*}
D & = 0.0 \text{ to } 0.1 \quad s \\
\theta_1 & = 30000 \text{ to } 50000 \quad \text{bits} \\
F & = 0.30 \text{ to } 0.50 \\
\zeta & = 150 \text{ to } 200 \quad ms
\end{align*}
\]

The effectiveness of BECN initiated rate control was demonstrated by comparing the performance of an uncontrolled network to the performance of a controlled network, using near optimal parameters. It is evident that BECN initiated source
rate control provides an effective mechanism for reducing the output of video sources in response to incipient network congestion.

The relative utility of variable quantization and variable frame rate source control was determined. Both schemes were found to control network congestion effectively but the quantization approach is able to regulate peak buffer occupancies more effectively than the variable frame rate control mechanism while maintaining a higher average throughput than the frame rate control method.

A comparison of the end-to-end traffic characteristics of empirical source data, a TES frame model and a TES GOB model was performed. No statistically significant differences were observed between the end-to-end characteristics of any two of the three traffic sources. This result demonstrates that TES models provide and excellent representation of empirical video bit streams. However, it is also evident that short duration bit rate fluctuations, which are accurately modeled at the GOB level, have no appreciable affect on network congestion and end-to-end traffic characteristics. It fact, the average length of network switch queues is sufficient that GOB level bit rate fluctuations are smoothed when multiple packets accumulate in a buffer, and effectively become invisible to the network. It is therefore evident that GOB level video source models are not necessarily required for the study of end-to-end network performance issues.
Chapter 5

Conclusions and Recommendations for Further Study

5.1 Conclusions

5.1.1 Video Source Models

We find that H.261 GOB level data is self contained and can be decoded without reference to preceding information. The approximate average and maximum GOB sizes for H.261 video in QCIF format, which is the most practical format for FR video applications, are 500 and 2000 octets respectively. FR packets containing GOB sized PDUs can migrate through many high speed LANs, WANs and FR networks without further partitioning, and the reconstructed image is inherently resilient to cell loss. It is therefore concluded that FR video PDUs should be assembled by parsing the H.261 bit stream along GOB boundaries.

Frame level models of video source data do not capture the variability of GOB size within each video frame and consistently underestimate the true "burstiness" of the empirical bit stream. The slow decay properties and periodic behaviour of typi-
cal GOB level autocorrelations can not be directly modeling using TES techniques. However, frame level TES models can be modulated with an empirically derived GOB ratio vector, which describes the average distribution of GOB size within a video frame. In this manner, the GOB size distribution and autocorrelation characteristics of empirical video sequences can be accurately reproduced.

The effect of variable quantization on the bit rate statistics of a video sequence can be truthfully replicated by applying a linear scaling factor to the output of a single GOB ratio model. Because the TESUtility utility will operate interactively with C-based simulations, the model parameters can be varied during execution to emulate non-stationary traffic behaviour. GOB ratio models are therefore well suited for traffic perturbation analysis and generalized simulation studies, which require variations over a broad spectrum of source characteristics.

End-to-end network statistics generated by TES frame and TES GOB (ratio) models are indistinguishable, in a statistical sense, from similar statistics collected from empirical data. We find that while TES models provide an excellent representation of empirical video bit streams, short duration bit rate fluctuations at the GOB level have no appreciable affect on network congestion and end-to-end traffic characteristics. We observe that network congestion is primarily influenced by relatively long duration events, such as video scene changes, and that GOB level bit rate fluctuations are effectively smoothed in the network switch buffers. High resolution (GOB level) video source models are therefore not necessarily required for the study of end-to-end network performance issues.
5.1.2 Congestion Control

Under typical loads and moderate frame rates, explicit network congestion notifications are received at video transmitter sites in sufficient time to elicit appropriate and useful flow control responses. We demonstrate that for video telephony and video teleconferencing applications, maximum delay criteria (350 ms) and acceptable loss rates ($L \leq 2\%$) can be achieved by implementing BECN initiated rate control at one of the two network nodes. It is reasonable to expect that much better performance can be achieved if BECN rate control is implemented at all network nodes and for all traffic sources. Moreover, we observe that the network simulation in this thesis represents a reasonable worst case scenario, since the network is dominated by a relatively small number of very bursty traffic sources. We conclude that this result, which confirms the utility of BECN initiated source rate control under very bursty traffic conditions, can be generalized and is broadly applicable to generic cell relay networks.

Design optimization and stochastic optimization techniques are useful tools for defining and solving the multi-dimensional response surface for congestion control. Network performance, using optimal congestion control parameters, is vastly superior to the performance of an uncontrolled network.

The data rate associated with individual sources must have sufficient dynamic range to allow the full benefit of BECN initiated rate control to be realized. A minimum value of between 30% and 60% of the average output was found to be adequate in our study, which simulated a reasonable "worst case" condition. We also find that network performance is far more sensitive to floor values that are set too high ($floor > 60\%$) than to floor values that are set too low. It is therefore concluded
that a floor value of 30% to 50% of the average source output is a useful benchmark for generic cell relay networks and traffic conditions.

We observe that a damping constant can be applied to the source rate control mechanism to prevent rate constraints from being prematurely rescinded, in response to one or two clear BECN bits. Intermittent congestion notifications, which occur when the buffer occupancy is near the congestion threshold, can be avoided by maintaining reduced source rate(s) until the buffer occupancy is well below the congestion threshold. The rate of buffer depletion is defined by the ratio of traffic arrival rate to service rate, which is relatively constant for any queue with an average utilization of 70% and a rate reduction floor of approximately 50%. Simulation results indicate a damping constant of approximately 150-200 msec provides near optimal performance, while damping constants as large as 400 msec yield very good cost function values. Accordingly, a damping constant of approximately 200 msec represents a useful benchmark value for generic network applications.

We find that, when variable quantization source control is employed, the peak buffer occupancy (60135) is less than twice the congestion threshold (36600). It is therefore possible to establish congestion thresholds which are tailored to a maximum acceptable buffer occupancy, or equivalently, to a maximum acceptable queueing delay. A similar, although less stringent, rule of thumb can be applied if variable frame rate control is implemented.

Variable quantization rate control is more effective than variable frame rate control in preventing and alleviating network congestion. Variable quantization rate control also simplifies the process of reconstructing the video sequence at the receiving end. Despite random transit delays, an implicit replay rate is defined by the video
frame rate, which is constant when variable quantization rate control is implemented. The receiver is therefore able to absorb the random transit delays in a receiver buffer and feed video PDUs to the H.261 decoder at the implicit frame rate. However, when variable frame rate control is in effect, the average video packet arrival rate is not constant and the appropriate replay rate is not known by the receiver a priori. When video PDUs are channeled to the H.261 decoder too quickly, the codec will attempt to display the frames at the correct rate as indicated by the frame number in the H.261 frame header. Limited frame buffering at the codec will, however, quickly require that frames be displayed at the wrong rate to prevent memory overflow. If video PDUs are channeled to the H.261 decoder too slowly, the codec will have no option but to display images too slowly. In this latter case, the length of the receive buffer will begin to grow without bound.

5.2 Recommendations for Further Study

5.2.1 Rate Control

In addition to variable quantization and variable frame rate, the H.261 motion detection algorithm offers a third potential mechanism for regulating the output bit rate. The H.261 codec performs motion detection independently, on every 16 × 16 pixel macroblock. The magnitude of the resulting motion vector is compared to a predefined motion threshold, which determines whether the MB is sufficiently different from the corresponding block in the previous frame to warrant encoding and transmission. Adjusting the motion threshold will, therefore, influence the number of MBs that are transmitted, along with the aggregate bit rate.
5.2.2 Discard Eligibility

The DE bit in the FR header can be set by the source to identify packets that should be jettisoned in preference to others in the event of network congestion. This thesis has not addressed the issue of how H.261 data may be organized and parsed into high and low priority FR packets. Despite its four level coding hierarchy, H.261 GOBs contain a mixture of intracoded and intercoded MBs, most of which contain essential (intracoded) information. The feasibility and utility of modifying the H.261 coding algorithm to segregate GOBs into intracoded (essential) GOBs and intercoded (non-essential) GOBs should be investigated. The DE bit can then be set on FR packets containing intercoded GOB sized PDUs.

An alternative approach to the DE bit issue may be to modify the H.261 algorithm to support two-level sub-band coding. The coder would make one encoding pass, using coarse quantization levels or a high motion detection threshold, to capture essential scene information at low resolution. A second encoding pass would then be made, using a smaller quantization step size or a lower motion threshold, to capture finer image detail. The DE bit could be set on FR packets carrying fine detail information acquired during the second pass. Although coding delay will increase, a layered coding structure would support more graceful image degradation during network congestion by allowing a more intelligent delineation between high and low priority traffic. Motion detection rate control and layer coding strategies can both be explored using existing, public domain, H.261 software codecs.
5.2.3 Video Adaptation Layer

It is evident that some additional information about the video signal must be included at the beginning of each FR PDU, for interpretation by a higher level protocol at the receiving end. A sequence number, for example, is required to detect cell loss/discard and to initiate loss recovery procedures. When variable frame rate control is in effect, frame rate information must be included to allow playback at the correct cadence. If GOB sized PDUs prove too large for efficient network operation, MB sized PDUs may be necessary. Packet loss resilience in MB sized PDUs can be enhanced by including absolute values for the MB number in the video adaptation layer [42, 19]. Also, variable length coded H.261 GOB and MB information does not necessarily comprise an integer number of octets, which is a constraint imposed on PDUs by the FR (and ATM) protocol. Byte alignment of H.261 GOB and MB binary information may be achieved by invoking existing H.261 bit stuffing provisions at the adaptation layer.

A video adaptation layer format has been proposed for H.261 applications on TCP/IP networks and represents a useful starting point for similar FR considerations. FR video adaptation layer requirements should be investigated in detail and a proposed implementation should be validated through simulation. Particular emphasis should be placed on resilience to cell loss and synchronization of video and audio information.

5.2.4 Improved Traffic Model and Congestion Control

The traffic model used in this thesis should be expanded to consider the following possibilities:

a Two way video communications required to support teleconferencing:
b Mixed LAN, video and packet voice communications.

c Fractal data traffic.

In this thesis, BECN congestion notification was only implemented at the 2nd network switch (NODE2), and not for all traffic. A comprehensive congestion notification model should be developed to include controls for all traffic types on all connections. Optimal control schemes for data traffic (such as leaky bucket) should be identified along with practical limitations for data packet size and burst duration.

5.2.5 Adaptive Buildout Delay

An adaptive buildout delay study has been completed for packet voice traffic in FR networks [14]. A similar study should be completed to determine if an adaptive buildout delay implementation is feasible and desirable for video traffic. A video replay capability should be added to the existing network simulation to assist in the subjective analysis of reconstructed video quality. Public domain codecs and video conferencing software are available and may be suitable for adaptation to FR applications.
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