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ABSTRACT

This work deals with the design of very high performance and highly efficient digital signal processing (DSP) systems.

In the first part, a theoretical study is presented of the synthesis of the most efficient pipelined processing system for executing a DSP algorithm. This is achieved by first determining the maximum parallel form of the algorithm and then allocating the various arithmetic and data transfer operations of the algorithm to the processing elements of the system in such a manner that all basic components are concurrently active. Parallel processing at each stage of the pipeline is used to achieve the best possible performance. The model is also used to demonstrate how the overall problem can be reformulated as an optimization problem, which minimizes a cost function of the system under certain constraints.

The final part of the thesis demonstrates the relationship between data transfers through shared ports and the performance of the processing elements of the system. From this relationship a balance can always be achieved so as to increase the multiplicity of the processing elements (and hence the performance) to the point where no I/O conflicts occur.
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CHAPTER 1. Introduction

1.1 Digital Signal Processing

Digital Signal Processing (DSP) is concerned with the representation of signals by sequences of numbers and the processing of these sequences. Such processing may be used to estimate characteristic parameters of a signal or to transform a signal into a more desirable form.

The field of DSP has grown enormously in the past two decades due to the availability of high performance digital computers which have boosted the development of increasingly complex and sophisticated DSP algorithms. Moreover, recent advances in VLSI technology promise economical implementations of very complex DSP systems.

DSP for the most part relies on the theory of discrete-time linear time-invariant systems, and it is mainly divided into digital filtering and spectrum analysis. It is certain, however, that almost all the theoretical considerations involved in the design of digital filters and spectrum analyzers would be of little value if a good understanding of those issues involved in practical implementations of such systems in software or hardware, were not also available.
1.2 The Subject of the Thesis

Until recently, DSP has mostly been carried out using general purpose digital computers. The processing, however, could not always be done in real time and most of the applications were limited to approximate or simulate an analog signal processing system. With the advent of very large scale integration (VLSI), special purpose components were developed that made possible the implementation of digital signal processors (digital filters, FFT processors, etc) with sampling rates in the megahertz range. Due to real time requirements and the great amount of computation required to carry out a DSP algorithm, optimized processor architectures are needed to overcome speed limitations imposed by individual components.

The field of digital signal processing appears to be lacking in a general processor optimization technique. Efforts have been made to optimize DSP algorithms (by minimizing multiplications for example, as in the FFT), since algorithms directly affect both the performance and the cost of a processor. However, even an optimized algorithm may be intrinsically hostile, in terms of the execution requirements to the computational capabilities of the processor. In this event, even systems with great processing capability would still yield poor performance, and become inefficient.
The present work presents a theoretical study and results which form the basis of a methodology for the design of efficient and very high performance digital signal processing systems.

There are two main problems that will be considered in this work. The first problem deals with the optimal partition and allocation of operations in a DSP algorithm to the processing elements of a processor, to obtain the most efficient processing system. A combination of parallel-pipelined processing will be used to ensure the highest possible performance.

A major implementation constraint of parallel or pipelined systems in the VLSI environment, is the number of pins available on a chip. In the second phase of the thesis, we shall attempt to formalize and provide answers to the problem of determining the maximum multiplicity of parallel operating processing elements that can be realized on a single VLSI chip, and share a single I/O port without conflict.

1.3 Organization of the Thesis

The work is mainly divided in three parts. The first part, (Chapter 2), deals with the structure of DSP algorithms. The first step in the design of a multiple element digital signal processor specialized for a
specific DSP algorithm, is to ensure that the computational algorithm is in the most efficient form for parallel or pipelined processing. These processing techniques yield high execution rates when used by a multiple-processing system. A method for determining the maximum parallel form of a DSP algorithm is presented in Section 2.2.

The second part, (Chapter 3), consists of the main study which provides the means for determining the structures of the most efficient (optimal) DSP systems.

The highly modular structure that characterizes the proposed architectures of Chapter 3, makes it technologically feasible to build the whole system on a high density printed circuit board or even on a single VLSI chip. In the third part of the thesis, (Chapter 4), some issues and results are presented, related to VLSI implementation of DSP systems.

Note that the literature review on publications related to this work, is done in the introduction of the sections 3.3 and 4.1. Also, the references are provided at the end of each chapter.
CHAPTER 2. DSP Algorithms and Computations

2.0 Introduction

The careful consideration of the algorithms to be executed is essential in the design of any high performance specialized DSP processor. The examination of a DSP algorithm can show what structure, flexibility, and functions are required in the architecture of the processor. The characteristics, as well as, the representation of DSP algorithms is the subject of Section 2.1.

Most DSP algorithms exhibit a substantial amount of parallelism which must effectively be exploited in order to achieve the highest possible performance. Section 2.2 deals with this problem, namely, evaluating the inherent parallelism in DSP computational structures.

2.1 Structure and Representation of DSP Algorithms

Digital signal processing algorithms are based in the mathematics of difference equations and they can always be written as a collection of algebraic expressions involving operands and operators. Usually,
the operators are composed of simple arithmetic operations, such as, multiplications and additions.

DSP algorithms are basically procedures for the transformation of one sample sequence (input data) into another (output data). Since the data sequences are almost always regular and deterministic, the processing can be divided into a fixed number of steps that can be executed in a predetermined sequence by a set of processing elements (PEs).

The representation of a DSP algorithm may take many forms. Algebraic representations, however, may fail to offer insight into the behavior of an algorithm. In the design of a DSP processor algorithm representations are needed that will offer information about memory accesses, I/O, as well as, the structure of arithmetic operations. The flow graph notation [1,3,4] provides enough information about the algorithm it represents, and, it can easily be transformed into the more flexible hardware representation used in this work.

The hardware representation of an algorithm (see Figure 2.1) is a form of a signal flow graph where each node represents an arithmetic operation, and each edge represents an item of data or a data transfer operation. Data transfer operations may also include storage (delay) functions, and/or, I/O.
Figure 2.1: Hardware representation of an FFT Butterfly Algorithm
The exact sequence of operations needed to realize an algorithm is not unique and some means for determining the most efficient form of the algorithm is required. This will be the main subject of the next section.

2.2 Exploiting Parallelism in DSP Algorithms

Most of signal processing requirements call for repetitive execution of certain algorithms within an available dwell period. Therefore, real-time DSP systems must be able to organize and process a great amount of incoming data in minimal time. Control mechanisms, as well as computing speed, are the major decisive factors on system's performance. Establishing precedence relationships of operations within an algorithm is important, because it is a key step in preparing the control program segment that will appear repeatedly in the structure of entire application. Most DSP algorithms exhibit a substantial amount of parallelism which must be effectively exploited in order to achieve the highest performance.

A general model based on computation structures, and algorithms to extract parallelism is described in [2]. A simplified approach applicable to data independent algorithms only (such as most DSP algorithms), based on the model in [2] is presented in this section. Note
that all the definitions and the expressions needed for
the modeling of a computation, have been taken from
reference [2]. The two theorems and the algorithms to be
presented are new. The results obtained fit our
conceptual representation of DSP algorithms, and are
simpler to apply and use.

The algorithms to be processed are completely
described by a computation structure. A computation
structure consists of two parts, control and data, each
represented by a directed graph called a precedence graph
and a data flow graph, respectively [2]. A data flow
graph consists of a set of nodes (containing storage
cells and operators) and a set of edges indicating the
input and output storage cells needed by the operators.
An operation can be defined as \( Fa([A], [B]) \rightarrow D \). This
means that the content of cell A and content of cell B
are operated upon by operator a and the result is stored
in cell D.

It is assumed that all operators are functional (have an
output cell(s)). An AND operator A is used to
synchronize parallel flow of control in which the flow
can proceed to the next operator(s) only when all
operations prior to the AND operator have been completed.
A precedence graph provides information about the
execution ordering of the various operations (operators),
thus indicating the desired flow of control. A data
expression DEi is defined to be a set that specifies the input and output data cells required for operator i.

\[ \text{DEa} = [\text{Ia}, 0a] \text{ where} \]

\text{Ia} is the set of input data cells
\text{0a} is the set of output data cells

Example: For the data flow and control flow graphs in Figure 2.2 is

\[ \text{DEa} = [(A, B), D] \]
\[ \text{DEb} = [(B, C), E] \]
\[ \text{DEC} = [(D, E), F] \]

From a computational point of view, the two control flow graphs (b) and (c) are equivalent. However, (b) uses maximum parallelism; therefore it can be executed faster than the strictly serial (c).

The following relations are defined for a pair of operators (a, b) in a computation

\( a/b \) a, b are independent, i.e.,

\[ O_a \cap (I_b U O_b) = \emptyset \]
\[ O_b \cap (I_a U O_a) = \emptyset \]
Figure 2.8: a) Data Flow Graphs; b), c) Corresponding Control Flow Graphs, and d) Precedence Table
In other words, the destination cell of the result of operation \( a \), is neither the source, nor the destination cell of operation \( b \), and conversely

\[
\begin{align*}
\text{a} & \text{\textgreater} \text{b} \quad \text{a must precede b for correct operation} \\
\text{a} & \text{\textless} \text{b} \quad \text{b must precede a for correct operation} \\
\text{a} & \text{\&} \text{b} \quad \text{a, b in parallel, i.e., it is neither a} \text{\textgreater} \text{b, nor a} \text{\textless} \text{b}
\end{align*}
\]

The following two theorems are used in the algorithms to be described later.

Theorem 1: The operations \( A_1, A_2, \ldots, A_n \) can be performed in parallel iff:

\[
A_1 \& A_2, A_1 \& A_3, \ldots, A_1 \& A_n
\]

\[
A_2 \& A_3, A_2 \& A_4, \ldots, A_2 \& A_n
\]

\[
\ldots
\]

\[
A_{n-1} \& A_n
\]

Proof: Obvious

Theorem 2: Let \( A = [A_1, A_2, \ldots, A_n] \) and \( B = [B_1; B_2, \ldots, B_m] \) be parallel sets (i.e., \( A_1 \& A_2 \& \ldots \& A_n \) and \( B_1 \& B_2 \& \ldots \& B_m \)) then \( A \text{\textgreater} B \), i.e., A must precede B for correct operation, iff:

\[
A_i \text{\textgreater} B_j \text{ or } A_i \text{\&} B_j \text{ for all } i, j
\]
Proof: Obvious

For any computation, we can represent the operator relations \( \geq \) or \( < \) (precedence), \( \wedge \) (parallel) with a precedence table \( P \), a square \( nxn \) matrix with a unique entry for each operator pair \( (a_i, a_j) \), where \( a_i, a_j \) are the row and column designation, and \( i \neq j \).

Algorithm for determining max parallelism:

STEP 1: Assign an operator name for each operation of the given algorithm and draw the required data-flow graph.

STEP 2: Prepare a precedence table \( P \), as described above and specify its entries as in the following page:
REPEAT FOR ALL i,j, i≠j

IF P(ai, aj) = ∅ (not yet specified)
    AND Oai ∩ (Iaj ∪ Oaj) = ∅
    AND Oaj ∩ (Iai ∪ Oai) = ∅
THEN specify P(ai, aj) = //
ELSE IF Oai ∩ Iaj ≠ ∅
    THEN P(ai, aj) = >
ELSE IF Oaj ∩ Iai ≠ ∅, THEN P(ai, aj) = <
END IF

IF P(ai, aj) = < (or >), AND
    P(aj, ak) = < (or >) THEN
    P(ai, ak) = < (or >)
END IF

REPEAT FOR ALL i,j, i≠j

IF P(ai, aj) = // THEN P(ai, aj) = ∧
END IF

(Method-i)

STEP 3a: For each row of P determine the maximum number of parallel relations by applying Theorem 1.

STEP 3b: Choose the row (or rows) with the largest number of parallel relations and determine the corresponding parallel set(s):
(Method-ii)

STEP 3: Choose the row (or rows) with entries the relations $>$ and/or $\land$ only. The corresponding operators consist of a parallel set (verify that, by applying Theorem 1). If there is not such a row, the operators of the remaining rows consist of a parallel set, as well.

STEP 4: Delete all rows and columns of $P$, corresponding to the operators contained in the parallel set found in (3) and go to (3). (Repeat until all operators have been grouped in parallel sets).

STEP 5: Determine the precedence of parallel sets by applying Theorem 2.

The above algorithms can be used to decompose a large DSP algorithm (consisting of several basis function operations) into as many as possible small parallel executable segments; thus the time required to execute the algorithm can be reduced to a minimum.

Example: Parallelism analysis of the FFT butterfly (for simplicity only arithmetic operations are used).

Let (see Figure 2.1)

$$M_1 = X_2 \cos \alpha$$

$$M_2 = Y_2 \sin \alpha$$
A1 = M1 + M2  
M3 = X2 sin a  
M4 = Y2 cos a  
A2 = M4 - M3  
A3 = X1 + (M1 + M2)  
A4 = X1 - (M1 + M2)  
A5 = Y1 + (M4 - M3)  
A6 = Y1 - (M4 - M3)  

The precedence table \( P \) is as follows:

<table>
<thead>
<tr>
<th></th>
<th>M1</th>
<th>M2</th>
<th>A1</th>
<th>M3</th>
<th>M4</th>
<th>A2</th>
<th>A3</th>
<th>A4</th>
<th>A5</th>
<th>A6</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>X</td>
<td>A</td>
<td>&gt;</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>&gt;</td>
<td>&gt;</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>M2</td>
<td>A</td>
<td>X</td>
<td>&gt;</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>&gt;</td>
<td>&gt;</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>A1</td>
<td>&lt;</td>
<td>&lt;</td>
<td>X</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>&gt;</td>
<td>&gt;</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>M3</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>X</td>
<td>A</td>
<td>&gt;</td>
<td>A</td>
<td>A</td>
<td>&gt;</td>
<td>&gt;</td>
</tr>
<tr>
<td>M4</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>X</td>
<td>&gt;</td>
<td>A</td>
<td>A</td>
<td>&gt;</td>
<td>&gt;</td>
</tr>
<tr>
<td>A2</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>&lt;</td>
<td>&lt;</td>
<td>X</td>
<td>A</td>
<td>A</td>
<td>&gt;</td>
<td>&gt;</td>
</tr>
<tr>
<td>A3</td>
<td>&lt;</td>
<td>&lt;</td>
<td>&lt;</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>X</td>
<td>A</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>A4</td>
<td>&lt;</td>
<td>&lt;</td>
<td>&lt;</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>X</td>
<td>A</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>A5</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>&lt;</td>
<td>&lt;</td>
<td>&lt;</td>
<td>A</td>
<td>A</td>
<td>X</td>
<td>A</td>
</tr>
<tr>
<td>A6</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>&lt;</td>
<td>&lt;</td>
<td>&lt;</td>
<td>A</td>
<td>A</td>
<td>A</td>
</tr>
</tbody>
</table>

Note that the relation A1 > M1 is equivalent to M1 < A1.

The first parallel sets found after (3) are (M1, M2, M3, M4) and (A3, A4, A5, A6).
After step (4) the table becomes:

<table>
<thead>
<tr>
<th>A1</th>
<th>A2</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>∨</td>
</tr>
<tr>
<td>∨</td>
<td>X</td>
</tr>
</tbody>
</table>

Therefore the remaining parallel set is (A1, A2). After executing (5), the precedence of the three sets found to be (M1, M2, M3, M4) (A1, A2) (A3, A4, A5, A6). The control expression is CE = (M1 ∨ M2 ∨ M3 ∨ M4) (A1 ∨ A2) (A3 ∨ A4 ∨ A5 ∨ A6). At this point, it must be noted that there is no intent to suggest that this is a practical way to analyze an algorithm as simple as the FFT butterfly, in which the parallel operations are rather obvious; it is only intended to show how the method works. This method becomes very useful when a long and complicated DSP algorithm has to be analyzed for parallelism.

2.3 Summary

The most important representation of DSP algorithms in the context of the present work, is a form suitable for translating them into programs that will reside in the signal processor memory. The hardware representation presented in this chapter not only highlights the architectural requirements for a signal processor,
but also enables someone to actually determine the execution sequence of operations for the resulting processor.

The main issue of this chapter was the method for organizing the operations in a DSP algorithm into the most efficient form for parallel computation. Models for matching algorithms to architectures based on efficiency optimization, and a systematic processor design approach, are presented in the following chapter.
2.4 References


CHAPTER 3. Systems' Architecture

3.0 Introduction

The computational requirements of DSP algorithms are often too severe to be met by any but the largest and most expensive general purpose computing systems, especially in real-time applications. As a result, many applications of DSP techniques can only be realized by the design of special purpose processors. In general, a special purpose processing system could be designed that would meet any given performance requirement by employing large quantities of dedicated hardware. Since signal processing is arithmetic intensive the efficient use of such complex arithmetic structures is of primary importance.

This chapter deals with the design of the processing units, (arithmetic units), of specialized DSP processors, namely, systems designed to implement a specific DSP algorithm.

The general architectural characteristics of a DSP processor are discussed in Section 3.1. Along with the analytical results of the study of the synthesis of efficient processing structures presented in Section 3.3, some simulation results are also presented in Section
3.2. To demonstrate the trade-offs associated with processing element multiplicity, efficiency, and the processing power of the computing system.

3.1 Architectural Considerations in Signal Processing Design

In most real-time signal processing applications there is a need for performance above that deliverable by simple hardware components. Pipelining and parallel processing techniques can increase the computation rate of a digital system [15]. The structure of most DSP algorithms, and the simple and regular data flows of DSP operations make possible the use of pipelining, as well as, parallel processing at each state of the pipeline, so that the best possible performance can be achieved.

There are many important issues in designing these massively parallel processor systems, such as, processor interconnection, synchronization and modularity. Interconnection is the most critical issue of the design, since communication is very expensive in terms of area, power, and time; therefore, localized interconnections must be utilized. For this reason, local and regular data movements are strongly preferred.

Synchronization is also a critical issue in the design. For large systems both global and self-timed
schemes must be utilized to ensure the highest possible clock rate [16].

VLSI implementation requirements suggest using repetitive modular structures, namely, a few different types of simple processing elements (modules).

In the remaining sections of this chapter we shall see how these highly concurrent structures can be exploited to achieve faster speeds and high efficiency in computing operations, ranging from the most elementary to quite complicated ones.

3.2 Simulation

3.2.1 Introduction

This section presents results obtained by a program which simulates the control operations of the arithmetic unit of various basis function signal processors. The simulation deals with the control sequence required for arithmetic operations only. For simplicity, data flow control will not be considered in the simulation.

DSP basis function algorithms are composed mostly of multiplications and additions. The simulation program was written to simulate processors executing this type of algorithm. The program accepts information about the structure of the DSP algorithm to be processed, the architecture of the particular processor, namely the
number of multipliers and adders, and prints out the operation allocation mapping, the execution time in cycles, the minimum number of required adders, as well as the cost/performance ratio of the particular processor.

The purpose of this simulation was to check the validity of the analytical results that will be presented in the next section, as well as, to explore the performance and the associated trade-offs, of various processors executing certain DSP algorithms.

3.2.2 Algorithm Encoding

This subsection describes an algorithm encoding technique developed specifically for the processor simulation program which is described in the next section.

In order to simulate the operation of a signal processor executing an algorithm, the structure of the algorithm must be known by the simulator. The technique described here encodes the structure of the algorithm in an easy to program code. The following assumptions have been made concerning the structure of the algorithms:
i) The algorithm consists of several levels of one or more parallel operations;

ii) The first (top) level consists strictly of multiplications, and the subsequent levels consist strictly of additions (there is no distinction between additions and subtractions). Note that this assumption is valid for some algorithms only.

An algorithm matrix has been introduced describing the precedence relations of the algorithm. Each element of this matrix indicates a number of parallel operations, performed on a particular level of the algorithm. There are as many columns as the levels of the algorithm, and as many rows as multiplications. The elements of the first column, arranged in descending order, indicate the number of performed multiplications, at a given time. All the other columns indicate the maximum number of operations that can be performed on each level, when the execution of operations indicated by the elements of the previous columns has been completed.

Examples

1) FFT Butterfly
The well known structure of this algorithm is shown in Figure 2.1. It is a 3-level algorithm with 4 multiplications; therefore the algorithm matrix is a 4x3 matrix with elements as follows:

\[
\begin{array}{ccc}
4 & 2 & 4 \\
3 & 1 & 2 \\
2 & 1 & 2 \\
1 & 0 & 0 \\
\end{array}
\]

According to this algorithm 4 multiplications are needed to perform 2 additions of the second level. After the 2 additions have been completed, another 4 additions (third level) must be performed. This precedence relation is indicated by the first row of the matrix (4-2-4). The second row indicates the precedence when 3 multiplications have been completed. In this case only one addition of the second level can be performed, which in turn triggers the execution of the two additions of the third level, and so forth. Note that without the last column, this matrix is identical to complex multiplication algorithm matrix.

2) Three-section Nonrecursive Filter
The structure of this algorithm is shown in Figure 3.1. The algorithm matrix is as follows:

\[
\begin{array}{cccc}
4 & 1 & 1 & 1 \\
3 & 1 & 1 & 0 \\
2 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
\end{array}
\]

3) Two-pole Filter

Figure 3.2(a) shows the algorithm structure of a two-pole filter. In this case the algorithm matrix is:

\[
\begin{array}{cccc}
2 & 1 & 1 \\
1 & 0 & 0 \\
\end{array}
\]

4) A Hypothetical Algorithm

For a better understanding of the method, the structure of a hypothetical algorithm, shown in Figure 3.2(b), has been chosen. The algorithm matrix for this case is as follows:

Figure 3.1: 3-section Nonrecursive Filter Algorithm
Figure 3.2  
(a) Two-pole Filter Algorithm; 
(b) A Hypothetical Algorithm
At this point, it is important to note that an erroneous algorithm matrix will result in a false output of the simulation program, or even an aborted execution. Therefore the user must be extremely cautious in the determination of the algorithm matrix.

3.2.3 Simulation

The program to be presented in this subsection simulates the control operations of the arithmetic unit of various basis function signal processors. The simulation deals with the control sequence required for arithmetic operations only. Data flow control will not be considered at the present.

Description

1) Inputs

a) Inputs concerning the algorithms
The program accepts information about the structure of the algorithm in the form of the algorithm matrix described in the previous section. The algorithm matrix along with its dimensions (number of levels and number of lines), and the required number of executions, is the only information needed about the algorithm.

b) Inputs concerning the processor

The number of available multipliers must be entered, and in case it is required, the number of adders as well; otherwise the program itself will compute the maximum number of required adders.

2) Outputs

The program will print out the mapping for the allocation of the arithmetic operations of each cycle, the number of cycles required for the execution, as well as the cost/performance ratio of the particular processor.

3) Arrays

The following 2-dimensional arrays are being used in the simulation program.
MUL: This array, at the end of the simulation, will contain the allocation mapping for the multiplications. Each row indicates the multiplications required for each execution of the algorithm, and each column indicates overlapped multiplications in each cycle.

AD: This is a similar array to MUL but it indicates additions.

ALG: This array contains the algorithm matrix described in the previous section.

AUX: This is an auxiliary array for internal use. It is used to store the intermediate results in each level of the algorithm. At the end of each execution all the rows of this array are summed up to produce a row of the AD matrix. The AUX matrix has as many rows as the levels of the algorithm to be processed.

More details for the structure of programs can be found in the documentation of the program in Appendix I. The dimensions of the various arrays can be easily modified. The dimensions of the program in Appendix I require a 57K main memory, and the program can be used for up to 65 executions of the same algorithm. A sample
A NEW ALGORITHM? YES -0, NO -1 . . . . 9.

HOW MANY LEVELS?

ENTER NO OF LINES

ENTER ALGORITHM'S MATRIX

7040204
7030102
7020102
7010000

ENTER NO OF EXECUTIONS

ENTER NO OF MULTIPLIERS

LIMIT ON AVAILABLE ADDERS? YES -0, NO -1 . . . . 9.

ALLOCATION PRINTOUT? YES -0, NO -1 . . . . 9.

0 1 3 2 0 0 0 0
0 0 1 3 2 0 0 0
0 0 0 0 2 4 0 0
0 0 0 0 0 1 3 2

ADDTNs
MLTFLs
3 1 0 0 0 0
0 2 2 0 0 0
0 0 1 3 0 0
0 0 0 0 3 1

4 EXECUTIONS IN 8 CYCLES, 160 EXECUTIONS/CYCLE
AT LEAST 5 ADDERS REQUIRED
COST/PERFORMANCE RATIO: 16.00

CONTINUE? NO -0, YES -1 . . . . 9

STOP

Figure 3.3: A Sample Run for a 4-Point FFT
run of the program, for a 4-point FFT, is given in Figure 3.3.

3.2.4 Usage

This subsection presents some issues on the design of DSP processor ALUs using as design aid the described simulation program.

The main aim in the design of a DSP processor is to achieve performance with as low a cost as possible. The proposed simulation program can be used to determine the performance and the efficiency of a signal processor's arithmetic unit, which is to execute one or more basis function algorithms. Also it is possible to determine the minimum control program segment that will appear repeatedly during the execution of a certain basis function algorithm.

Example: FFT-Processor

The efficiency (C/P ratio) of various ALUs, consisting of multiple multipliers and adders, and executing a 16-point FFT algorithm, is shown in Figure 3.4, which illustrates plots of the cost/performance ratio as a function of the number of adders and
Figure 3.4: The Cost/Performance Ratio as a Function of Multipliers and Adders
multipliers, for these FFT processors. The C/P ratio has been calculated by using the following formula:

\[ \frac{C_m N_m + C_a N_a}{(\# \text{ of executions})/(\# \text{ cycles})} \]

where \( C_m \) = cost of a multiplier, \( C_a \) = cost of an adder, \( N_m \) = number of multipliers, \( N_a \) = number of adders.

Hence we have assumed that \( C_m = C_a = 1 \). It is obvious from the graph that the minimum value of the C/P ratio occurs for a particular ratio of the basic processing elements, (in this case multipliers and adders), of the system.

3.2.5 Summary

This section presented a useful design tool that can be used in the early stages of the design of a DSP processor. The presented program simulates the sequence of the arithmetic operations required to perform any DSP algorithm, and it gives a clear view of the operations within the arithmetic unit of the processor. It is evident from the presented results that there
exists an optimum combination and allocation of the operations in an algorithm to the processing elements of the processor, such that, the efficiency of the system is maximized. An attempt to establish this optimality theoretically will be presented in the next section.

3.3 Synthesis of Efficient Architectures

3.3.1 Introduction

This section presents a theoretical study and results which form the basis of a methodology for the design of efficient specialized processing units, which may consist of a general purpose digital signal processor.

Several papers have appeared in the literature which deal with optimal scheduling strategies in multiprocessor systems [1], [2], [3]. Most of the research is oriented towards general distributed processing systems in a data processing environment. However, systems used for signal processing exhibit several unique features by comparison to other processing systems. In digital signal processing, data sequences are almost always regular and deterministic. The processing steps can be divided into a fixed number and can be executed in a predetermined sequence in a set of processing elements. Real-time requirements existing in most applications, demand concurrent data acquisition, processing and data output activities. There have been several papers in the
literature that deal with processor architectures for real-time signal processing. Most of them deal with the design of specific DSP processors, such as FFT processors [4, 12, 13, 14], Convolution [7], and other special purpose devices. More general approaches to the design of DSP processors have been presented in some publications [6, 8, 9, 10]. The architectural characteristics of DSP systems are discussed in detail in [9] and [10]. In [6] the problem of designing a distributed DSP processor is examined from the point of view of efficient use of system processing resources. Several assumptions in this paper have limited the applicability of the results to DSP algorithms consisting of high level operations only (i.e., algorithms consisting of several FFTs, filtering, etc.). In [8] several new parallel architectures are presented based on Cordic processors, for the solution of some common problems in signal processing and matrix algebra.

The present work presents a different approach based on highly efficient architectures characterized by a combination of pipelining-parallel processing, and an effort has been made to unify the theory and implementation to some degree.
3.3.2 Analysis

A. Processor Organization

The block diagram of a DSP system is depicted in Figure 3.5 (a). The processing unit does all the necessary operations of the algorithm, namely, arithmetic and data transfer operations (in signal processing the movement of data and coefficients is vitally linked to the arithmetic unit of the system). The control processor determines the precedence of the various operations in the system. The memory units store intermediate results, coefficients and the program segments of the control processor. Since signal processing is arithmetic intensive, the structure and the efficiency of the processing units is of primary importance, particularly in the case where many processing elements are utilized to meet high performance requirements. This work deals mostly with the design of very high performance processing units specialized for specific DSP algorithms. The structure of a processing unit is depicted in Figure 3.5(b). This structure has been chosen since it is ideal for pipeline-parallel processing and it appears to have a linear cost-performance relation as the number of stages increases [11].
Figure 3.5: (a) A General Structure of a DSP System
(b) Structure of the Processing Unit
B. Assumptions

The following assumptions are made concerning DSP algorithms, their processing by the processors, and the structure of the processing units.

(1) Without loss of generality, we assume that the algorithms consist of \( n \) levels of operation, each level consisting of several basic operations that can be executed in parallel. In the case of a low level algorithm (basis algorithm), such as the FFT butterfly, basic operations are considered to be arithmetic operations (such as multiplications and additions), as well as single byte data transfer operations. In the case of a high level algorithm such as an \( N \)-point FFT algorithm, basic operations are considered to be a higher level arithmetic operation (such as FFT-butterfly) and multiple byte transfer operations.

(2) A pipeline realization of such an algorithm consists of hardware stages, each stage consisting of several processing elements operating in parallel. In order to achieve as high performance as possible and keep the control complexity to a minimum, the number of pipeline states must be equal (with a few
exceptions only, depending on the algorithm) to the number of the algorithm levels [5].

(3) We identify two different types of algorithms. Type 1: The algorithm is such that no operation of the ith level can be performed before the completion of all operations of the (i-1)th level (see Figure 3.6). Type 2: The algorithm is such that some operations of the ith level can be performed before the completion of all operations of the (i-1)th level (see Figure 3.7). Since the set of Type 1 algorithms is a subset of Type 2 algorithms in the subsequent analysis, we shall deal mostly with the Type 2 case.

(4) The processing elements that consist of the segments (stages) of the pipeline are divided into two categories: i) Arithmetic operators, namely, processing elements that can perform one or more arithmetic operations (low or high level as defined in assumption 1) one at a time, and, ii) Data transfer operators (DT), namely, sets of hardware components, each set considered as a single processing element,
Figure 3.6: (a) Timing for One Execution of a Type 1, n-level Algorithm.
(b) Timing for Repeated Executions of the Same Algorithm.
Figure 3.7: (a) Timing for One Execution of a Type 2, n-level Algorithm
   (b) Timing for Repeated Executions of the Same Algorithm
which can move data into or out of the processing unit.

(5) The processing elements consisting of a segment of the pipeline can operate independently from each other. $t_i$ is defined to be the time required by the operators of the $i$th segment of the pipeline to perform all the operations of the corresponding level of the algorithm. It is assumed that no operator will be continuously idle during the time $t_i$.

(6) In the subsequent analysis we shall assume that all operators have the same execution rate of $r$ ops (basic operations per second), either arithmetic or data transfer operations, depending on the operator. Although this is not the general case, in practice it is always possible to achieve a required speed by properly selecting the various hardware components of the system, and synchronize them with a common clock. In Section E we shall discuss this problem further.

(7) We assume repeated execution of the algorithm by the processor (a typical case of DSP algorithm), on an input data set of $M$
different values arriving sequentially. It is assumed that in each particular segment (stage) of the pipeline, no operation on the next input data set can be performed before all operations on the last input set have been completed. This assumption simplifies both the theoretical analysis and the actual operation of the processor (otherwise a very complex control scheme would be required, for each pipeline segment, to keep track of an ever changing execution sequence) and we shall see it is good enough for an optimal allocation scheme.

C. Formulation

The definition of all the parameters and symbols used in the following analysis are given below:

\[ n \] = The number of levels in the algorithm and/or the number of stages in the pipeline.

\[ N_i \] = The number of parallel basic operations of the ith level of the algorithm.

\[ \sigma \] = The total number of basic operations in the algorithm.
\( p_i = \) The number of operators of the \( i \)th stage (segment) of the pipeline.

\( r = \) The execution rate of an operator (see 6th assump.) in ops.

\( t_i = \) See assumption 5.

\( M = \) The number of executions of the algorithm. Usually \( M \rightarrow \infty \)

\( t_e = \) Time required for \( M \) executions of the algorithm (execution time).

The timing for one execution of \( n \)-level algorithms is shown in Figures 3.6(a) and 3.7(a). Figures 3.6(b) and 3.7(b) show repeated executions of the same algorithms. The shaded areas show that no operation, on a particular level, is taking place at that time. This is due to bad synchronization, and/or utilization of greater computing power than that required, in some stages of the pipeline. The bigger those idle times in the execution, the more inefficient is the processing.

The time \( t_i \), defined in assumption 5, depends only on the number of operations of level \( i \) and the number of operators of the corresponding stage of the pipeline. In other words
\[ t_i = \left[ \frac{N_i}{r P_i} \right] \]

We define the efficiency \( E \) of the processing unit as follows:

\[ E = R / (\text{Total Computing Power in ops}) \]

where \( R \) is the actual execution rate in ops, namely,

\[ R = (\text{Total number of basic operations performed in } t_e) / t_e \]

The definition of the problem is as follows:

Given an \( n \)-level algorithm and a set of processing elements, find the optimum pipeline-parallel structure, by allocating the processing elements to levels of the algorithm in such a manner as to maximize the efficiency of the system.

The performance of the systems being considered here can be computed as follows:

**Type 1 Algorithms**

The execution time \( t_e \) of a Type 1, \( n \)-level algorithm can be derived by inspection of Figure 3.6(b), and it is:
\[
t_e = t_1 + t_2 + \ldots + M_t + t_{m+1} + \ldots + t_n
\]

or

\[
t_e = \sum_{j=1}^{n} t_j + M t_m \quad \text{(seconds)}
\]

where \( t_m = \max\{t_1, t_2, \ldots, t_n\} \)

**Type 2 Algorithms**

For each stage \( i \) \((i = 1, \ldots, n)\) of the pipeline we introduce the numbers \( x_i \) and \( z_i \), such that

\[
t_i' = x_i t_i
\]

and

\[
z_i t_i = t_i - t_{i+1}(1-x_{i+1}) \quad \text{(see Figure 3.8)}
\]

or

\[
\frac{t_i}{t_i' + 1} = \frac{1-x_{i+1}}{1-z_i}
\]
Figure 3.8 Definition of $x_i$, $z_i$, and $d_i$
In other words \( z_{i-1} t_{i-1} \) is the time between the start of execution of operations on level \( i-1 \) and the start of operations on level \( i \).

The time interval \( d_{i-1} \) (see Figure 3.8) is the minimum possible time that must elapse (after the start of operations on stage \( i-1 \)) in order to be possible for some of the processing elements on stage \( i \) to start operating, that is, the \((i-1)th\) stage will start producing some results to be passed on to the next stage \( i \) after, at least, \( d_{i-1} \) sec. If possible, it is desirable to have

\[
d_{i-1} = z_{i-1} t_{i-1}
\]

in order to minimize the execution time \( t_e \).

The numbers \( x_i \), \( z_i \) and \( d_i \) depend on the algorithms and the number of operators on each particular stage of the pipeline, and they can only be determined after the structure of the pipeline (namely the number of operators on each stage) has been determined. This will become clear in Section D.

For this case the execution time \( t_e \) is

\[
t_e = z_1 t_1 + z_2 t_2 + \ldots + z_{m-1} t_{m-1} + M t_m + x_{m+1} t_{m+1} + \ldots + x_n t_n
\]
or
\[ t_e = \sum_{i=1}^{m-1} z_i t_i + M t_m + \sum_{i=m+1}^{n} x_i t_i \quad \text{(sec)} \quad (2) \]

It is intuitively expected that, under continuous operation \((M \rightarrow \infty)\), the efficiency \(E\) of the systems considered here will always be less or equal to one. A mathematical proof of this is given in the Appendix A. This leads us to the following definition:

**Definition:** A processor is said to be matched to an algorithm when the efficiency \(E\) of the processor continuously executing \((M \rightarrow \infty)\) the algorithm is equal to one.

The following theorem provides the necessary and sufficient conditions for the processor-algorithm matching.

**Theorem 1:** The efficiency of a processor (with the structure considered here) continuously executing \((M \rightarrow \infty)\) an \(n\)-level algorithm is one iff

\[ \frac{N_1}{r p_1} = \frac{N_2}{r p_2} = \cdots = \frac{N_n}{r p_n} = \frac{\sigma}{r \sum_{i=1}^{n} p_i} = t \]

where \(t\) is an integer number.
Proof: Consider an n-level Type 2 algorithm. Under continuous operation the efficiency \( E \) of the system becomes (see Appendix A, Equation A.1).

\[
\lim_{M \to \infty} E = \frac{\sigma}{r \left[ \frac{N_m}{rp_m} \right] \sum_i p_i}
\]  

(1)

a) Assume that \( \lim E = 1 \), then (1) yields

\[
\left[ \frac{N_m}{rp_m} \right] = \frac{\sigma}{r \sum_i p_i}
\]  

(2)

assuming that \( t_m > t_i \) (\( t_m = \max \{t_1, t_2, \ldots, t_n\} \), \( \forall i \),

\[
\left[ \frac{N_m}{rp_m} \right] > \left[ \frac{N_i}{rp_i} \right] \geq \frac{N_i}{rp_i}
\]

which implies that

\[
\left[ \frac{N_m}{rp_m} \right] > \frac{\sum_i N_i}{r \sum_i p_i}
\]  

(3)

*Note: If \( \frac{A_1}{B_1} \), \( \forall i \) in \( \{1, 2, \ldots, n\} \) then

\[
x > \frac{A_1 + \ldots + A_n}{B_1 + \ldots + B_n}, \forall A_i, B_i > 0
\]
but equation (2) is contradictory to equation (3) which means that the hypothesis of \( t_m > t_i \) is not valid, therefore

\[
t_m = t_i = t \quad \quad \quad (C.1)
\]

and

\[
t_i = \left[ \frac{N_i}{rp_i} \right] = \frac{\sigma}{r \sum_{j=1}^{n} p_j} \quad \quad \quad (C.2)
\]

Now, assume that

\[
\left[ \frac{N_i}{rp_i} \right] > \frac{N_i}{rp_i}
\]

which means

\[
t > \frac{N_i}{rp_i}
\]
or (see last footnote)

\[
\begin{align*}
t & > \frac{\sum_{i=1}^{m} N_i}{\sum_{i=1}^{n} P_i}
\end{align*}
\]

which is contradictory to (C.2), therefore

\[
\begin{align*}
t &= \left\lfloor \frac{N_i}{r P_i} \right\rfloor = \frac{N_i}{r P_i} = \text{integer} \\
(C.3)
\end{align*}
\]

Equations (C.2) and (C.3) provide the necessary condition of this theorem.

b) For the proof of the sufficient condition of this theorem, see Appendix B.

Q.E.D.

In the analysis so far, there has been no distinction between processing elements. Processing elements assigned to a segment of the pipeline were assumed to be homogeneous and capable of executing any operation of the corresponding level of the algorithm. However, it is often desirable to use single function processing elements (e.g., multipliers, adders, etc.). The optimum distribution of single function processing
elements (that consist of a pipeline segment) among the operations of the level of the algorithm they have been assigned to, is provided by the following theorem.

**Theorem 2:** Let $P_i$ be the number of single function processing elements that can execute operations of the $i$th kind, only. If $F_i$ independent operations of the $i$th kind are required, and $i=1,2,...,k$, then the efficiency of a processor consisting of

$$\sum_{i=1}^{k} P_i$$

processing elements and executing the set of these operations will be one iff

$$\frac{F_1}{r p_1} = \frac{F_2}{r p_2} = \cdots = \frac{F_k}{r p_k} = t$$

where $t$ is the time required for the execution of the

$$\sum_{i=1}^{k} F_i$$

functions, and $r$ is the execution rate of a processing element in ops.

**Proof:** See Appendix C.
The execution time of a processor matched to a type 1 or 2 n-level algorithm can now be calculated as follows:

Type 1 algorithms:

Equation (1) yields

\[ t_e = (n-1)t + Mt \ (\text{sec}) \]  

(3)

where \( t \) is as in Theorem 1.

Type 2 algorithms:

Since

\[ t = t_i \ (i.e. \ t \ is \ equal \ to \ t_i \forall \ i) \]

we get

\[ x_{i+1} = z_i \]

then equation (2) becomes

\[ t_e = (\sum_{i=2}^{n} x_i + M)t \ (\text{sec}) \]  

(4)

and, again \( t \) is provided by Theorem 1.
D. Applications

FFT-Processor Design

All the results presented in the previous section will be applied now to the design of an FFT processor.

As it is well known the N-point FFT is an algorithm, in which the original N-point sequence is decomposed into shorter sequence DFTs, thereby reducing the number of computations [15]. For a radix-2 the fundamental two-point transformation is known as a butterfly. The butterfly for decimation in time (DIT) combines two complex input points A and B to give the two complex output points X and Y by the operation [15]

\[ X = A + W_N^k B \]
\[ Y = A - W_N^k B \]

where \( W_N^k \) are the complex coefficients.

Figure 3.9(a) shows the flow graph for the DIT butterfly and Figure 3.9(b) depicts the corresponding hardware algorithm (including arithmetic and data transfer (DT) operations) of the same operation.
Figure 3.9: (a) Decimation in Time Butterfly Flow Graph
(b) The Corresponding Hardware Algorithm
The butterfly algorithm for decimation in frequency (DIF) is given by

\[ X = A + B \]
\[ Y = (A - B)w_N^X \]

The flow graph for the DIF butterfly algorithm is shown in Figure 3.10(a). The corresponding hardware algorithm is shown in Figure 3.10(b).

An \(N\)-point FFT algorithm requires \(\log_2 N\) stages (algorithm levels) with \(N/2\) butterfly operations on each stage of the algorithm.

The design of a pipelined FFT processor mainly consists of two parts, namely, the design of a butterfly processor (butterfly module), and the design of the \(N\)-point FFT processor that consists of several butterfly modules.

**Butterfly Module Design**

Both butterfly operations are Type 2, 5-level algorithms (see Figures 3.9(b) and 3.10(b)).
Figure 3.10(a) Decimation in Frequency Butterfly Flow Graph
(b) The Corresponding Hardware Algorithm
a) **DIT Module**

In the DIT algorithm there are 4 basic operations per level. The 3rd level consists of non-homogeneous operators, namely, adders and DT operators; therefore we use the result of Theorem 2 to determine the proper allocation of the processing elements on this stage of the pipeline, along with the results of Theorem 1.

For simplicity let us assume that the execution rate of each PE is one basic operation per processor cycle, and a processor cycle is equal to the time required by a PE to execute a basic operation (i.e., addition, multiplication, or a data transfer). Then by using Theorem 1 we get the following condition:

\[
\frac{4}{P_1} = \frac{4}{P_2} = \frac{4}{P_3} = \frac{4}{P_4} = \frac{4}{P_5}
\]

which yields \( p_1 = p_2 = p_3 = p_4 = p_5 = 2 \), \( t=2 \) cycles

or \( p_1 = p_2 = p_3 = p_4 = p_5 = 4 \), \( t=1 \) cycle

plus the condition for the non-homogeneous 3rd level, as provided by Theorem 2, i.e.,

\[
\frac{2}{P_{DT}} = \frac{2}{P_A} = t
\]

where \( P_{DT} \) and \( P_A \) are the required number of DT operators and adders respectively.
Obviously, the \( t \) of condition (b) should be the same as the \( t \) of condition (a), thus

\[
t = 2 \text{ cycles, } P_{DT} = P_A = 1
\]

or

\[
t = 1 \text{ cycle, } P_{DT} = P_A = 2
\]

therefore, for the case of \( t = 2 \) cycles, the pipelined processor structure will be as follows:

- 1st stage: 2 DT operators
- 2nd stage: 2 multipliers
- 3rd stage: 1 DT operator and 1 adder
- 4th stage: 2 adders
- 5th stage: 2 DT operators

The performance of this butterfly module can be calculated now as follows:

Equation (4) of Section C yields for \( t = 2 \) cycles

\[
t_e = 2 \sum_{i=2}^{n} x_i + 2M \quad \text{(cycles)}
\]

and for this case (see Figure 3.9(b) and Figure 3.11(a))

\[x_2 = 1, x_3 = x_4 = x_5 = 1/2\]
Figure 3.11: Execution Timing for the Butterfly Processors

(a) DIT
(b) DIF
thus

$$t_e = 5 + 2M \text{ (cycles)}$$

and if $M \rightarrow \infty$ the execution rate becomes 2 butterflies/cycle.

b) DIF Module

In the DIF algorithm we have the following number of operations per level (see Figure 3.10(b))

$$N_1 = 4, \ N_2 = N_3 = 6, \ N_4 = N_5 = 2$$

Levels 2 and 3 are non-homogeneous consisting of 4 additions - 2 DT operations and 2 DT operations - 4 multiplications respectively.

Working as in the DIT module case, we get the following pipeline structure ($t = 2$ cycles).

1st stage : 2 DT operators
2nd stage : 2 adders, 1 DT operator
3rd stage : 2 multipliers, 1 DT operator
4th stage : 1 adder
5th stage : 1 DT operator

In this case (see Figure 3.10(b) and Figure 3.11(b))
\[ x_2 = x_3 = x_5 = 1/2 \text{ and } x_4 = 1 \]

Thus

\[ t_e = 5 + 2M \text{ (cycles)} \]

which is the same (as expected) as in the DIT module case.

**N-Point FFT Design**

There are several forms of FFT algorithms. In this example we will deal with the design of an N-point radix 2, in place FFT processor. In this algorithm, given that N is a power of 2, number N is decomposed into \( 2 \times N/2 \) and then further \( N/2 \) is decomposed into \( 2 \times N/4 \), etc. [15]. There are \( N/2 \) DIF butterflies on each one of \( \log_2 N \) levels of the algorithm. Figure 3.12 shows an 8-point, radix 2 in place FFT algorithm.

Let us denote \( t_k \) the time required to compute \( k \) butterflies. Then the timing diagram for the execution of an N-point- DIF, FFT, by a pipelined processor consisting of \( \log_2 N \) pipeline stages, will be as in Figure 3.13. The execution time for \( M \) executions of the N-point algorithm will then be
Figure 3.12: 8-point FFT Algorithm
Figure 3.13: Execution Timing for the N-point FFT Processor
\[ t_e = \sum_{i=2}^{\log_2 N} (N/2^i + 1)^M \]

Each stage of the pipeline may consist of one or up to \(N/2\) DIF butterfly modules. The simplest processor of this kind will consist of one butterfly module per stage. The performance of such a processor will be as follows:

\[ t_e = \sum_{i=2}^{\log_2 N} (5 + 2(N/2^i + 1)) + (5 + 2(N/2))^M \text{ (cycles)} \]

assuming that each butterfly module has the structure of the DIF module as determined in the last example. The execution rate of such a processor, when \(M = \infty\), will be

\[ 5 + N \text{ (cycles)} / N\text{-point FFT} \]

where, "one cycle" = max \(t_m, t_a, t_{DT}\) and \(t_m\) = multiplication time, \(t_a\) = addition time, \(t_{DT}\) = 1 byte data transfer time. Obviously the optimum case will be when \(t_m = t_a = t_{DT}\) (otherwise some computing power will be wasted).

The latency of the structures presented in this section (time between the input of the first data sample and the output of the first result) can be calculated by
setting $M=1$ in the equations for the execution time. In the case of the $N$-point FFT processor, the latency is approximately proportional to

$$\log_2 N$$

and inversely proportional to the number of butterfly modules used on each segment of the pipeline structure.

E. An Optimization Problem

In this section we shall demonstrate how to use the conditions of Theorems 1 and 2 to formulate an optimization problem for minimizing a cost function of a pipelined system.

In the 6th assumption of Section B, it was assumed that the execution rate of all PEs was the same and equal to $r$ ops. However, it is possible to have PEs with different execution rates. In such a case, a designer would be able to vary the number of PEs required on each stage of the pipeline according to their speed. It could be possible, for example, to use half the number of required multipliers by using multipliers with half multiplication time. However, without cost considerations there will be almost an infinite number of combinations between the number of PEs and their speed
that will satisfy the conditions of Theorems 1 and 2. Let us assume that there is a known relation between the cost of a set of processing elements (e.g., multipliers) and their execution rate, that is, for a particular multiplier \( i \) with execution rate \( r_i \), the cost will be

\[ c_i = f_m(r_i) \]

where \( f_m(x) \) is a known cost-speed function for multipliers. Let us assume that similar functions exist for adders, DT operators, etc. Then the total cost of a system consisting of \( x \) multipliers, \( y \) adders and \( z \) DT operators will be

\[
C = \left( \sum_{i=1}^{x} f_m(r_{mi}) + \sum_{i=1}^{y} f_a(r_{ai}) + \sum_{i=1}^{z} f_d(r_{di}) \right) k
\]

where \( r_{mi} \), \( r_{ai} \), \( r_{di} \) is the execution rate of multiplier \( i \), adder \( i \), or DT \( i \) respectively and \( k \) can be a function depending on the total number of PEs consisting of the system (complexity function).

Assuming different execution rates for each PE, the condition of Theorem 1 becomes

\[
\frac{N_1}{P_1} = \frac{N_2}{P_2} = \ldots = \frac{N_n}{P_n} = t
\]

\[
\sum_{j=1}^{r_{1j}} \sum_{j=1}^{r_{2j}} \sum_{j=1}^{r_{nj}}
\]
where $p_{1i}$ is the number of homogeneous PE consisting of the stage $i$. A similar relation can be obtained for Theorem 2. Now, the following optimization problem can be formulated:

$$\text{minimize } C$$

where

$$C = k \left( \sum_{i=1}^{x} \sum_{j=1}^{n} p_{1i} \right) \left[ \sum_{i=1}^{x} \sum_{j=1}^{n} f_{1}(r_{1ij}) \right]$$

subject to

$$\begin{align*}
N_{1} & \quad \ldots \quad N_{n} \\
\sum_{i=1}^{x} p_{1i} & = \sum_{j=1}^{n} r_{1ij} + \sum_{j=1}^{n} r_{02j} + \sum_{j=1}^{n} r_{xnj} \\
p_{1i} & = \text{integers, } \sum_{i=1}^{x} p_{1i} \geq 0, \quad r_{1ij} \geq 0
\end{align*}$$

If $p_{1i} = 0$, then $l \leq \sum_{i=1}^{x} p_{1i} \leq N_{y}$

(this means that for a particular level we cannot have more PEs than operations). Unknowns are $p_{1i}$ and $r_{1ij}$ for all $i,j$ and $t$ is a given specification that determines the performance of the system (see Theorems 1 and 2).
Below we summarize the definition of symbols used above:

\[ C = \text{total cost of the system} \]

\[ k(h) = \text{the complexity function of the system, where } h \text{ is the total number of all PEs in the system} \]

\[ n = \text{number of pipeline stages (or algorithm levels)} \]

\[ x = \text{number of different kinds of processing elements} \]

\[ f_1(r) = \text{cost-speed function for PEs of the } 1\text{th kind} \]

\[ r_{lj} = \text{execution rate of the } j\text{th PE of the } l\text{th kind or the } j\text{th stage of the pipeline} \]

\[ P_{li} = \text{number of processing elements of the } l\text{th kind on the } i\text{th stage of the pipeline} \]

For VLSI systems, the cost-speed and complexity functions could be determined by taking into account the silicon area occupied by the system, the technology, as well as the architecture of the system. However, more research has to be done on this subject.

3.3.3 Conclusions

A method of optimizing processors to execute specific DSP algorithms has been outlined in this section. The results provide pipelined processing structures that are highly modular (therefore well suited for VLSI implementation) and characterized by minimal
processing and data flow overhead. This is achieved by allocating the various operations of a DSP algorithm to processing elements consisting of the segments of the pipeline in such a way that all basic components are concurrently active throughout the operation. With the recent advent of VLSI, these complex but high performance structures can be built with reasonable size and cost.

Finally, the optimization problem outlined in Section 3.2 could provide the means for determining (or at least predicting) the optimum (for a particular algorithm) system, under cost and performance considerations, in the early stages of the design.

3.4 Summary

In this chapter, the basis has been established for both judging the appropriateness of a task assigned to a processor, and for actually synthesizing a processor for a particular task. Architectural efficiency formed the concept on which both the analysis and the synthesis algorithms have been build.

The main issue was presented in Section 3.3, where, the problem of optimally allocating DSP algorithms to pipelined architectures of processing elements, has been given a definitive solution.
Another aspect in the design of DSP systems will be examined in the following chapter which deals with the trade-offs associated with the processing power of multiprocessing VLSI systems and certain constraints imposed by pin limitations.
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CHAPTER 4. Performance Constraints in VLSI Implementation

4.0 Introduction

The processing structures proposed in Chapter 3 may be implemented in VLSI with reasonable size and cost. There are several problems associated with VLSI implementation of high performance digital systems. Most of them, however, are beyond the scope of this work.

A major implementation constraint of large systems in the VLSI environment, is the number of pins available on a chip. This problem cannot be overlooked even in the early stages of the design of any high performance system. Limitations on the number of pins available on chips may affect the performance; the efficiency, and, possibly, the architecture of the systems to be implemented. This chapter deals with this problem, and some definitive answers are given.

4.1 Processing Element Multiplicity and Pin Limitations

4.1.1 Introduction

One of the problems encountered in the design of pipelined or parallel-pipelined digital signal processing
(DSP) VLSI systems is the handling of the large number of data bus lines that interconnect the various processing elements of a system [5], [6]. Since data and results must be received or be sent in parallel, multiple bus lines and I/O ports are needed to avoid conflicts or bottlenecks. Generally, in the design of VLSI systems, it is required either to minimize the number of bus lines and I/O ports by properly interconnecting and synchronizing the various operations of the system, [2], [3], [4], or, when limitations are imposed on the number of the available bus lines or I/O ports, to maximize the performance by increasing the number of parallel processing elements to a maximum such that no conflicts or bottlenecks can occur.

In this chapter we investigate this problem, namely, we examine ways to increase the performance of DSP multiprocessor systems to a maximum under the constraint of a limited number of I/O ports (limiting the number of I/O ports is always a necessary action in the design of any VLSI system, since there is always a limitation on the number of pins that a single chip can bear).

In Section 4.1.2, we examine the performance of VLSI systems that use single input and single output ports. The problem is extended in Section 4.1.3, to VLSI chips
with a single I/O port that performs time multiplexed I/O operations.

4.1.2 Performance of VLSI Systems with Single-Input and Single-Output Ports

The block diagram of a VLSI chip consisting of multiple processing elements (PEs) is shown in Figure 4.1. Without loss of generality, we assume the following:

1. We consider VLSI systems consisting of several identical PEs operating continuously (a typical case of DSP components) in parallel.

2. Each PE has its own input and output registers.

3. All PEs share a single input and a single output port through which they can communicate with the external world.

4. The input or the output ports can serve one PE at a time.

5. Let $t_{tr}$ be the time required by a data transfer device (DT) to fetch the required data, $t_p$ be the time required by a PE to process the
Figure A.1: Block Diagram of a Single-Input Single-Output Port VLSI System, Consisting of Identical PEs.
incoming data, and \( t_d \) the time the data must stay in the I/O port before it is transferred to the input registers of a PE or of an external device. Thus the time \( t_d \) is limiting the maximum input and output rate to \( 1/t_d \) data transfers per second. It is assumed that \( t_d \) is much smaller than both \( t_{tr} \) and \( t_p \).

The following two cases can occur.

a) \( t_{tr} = t_p \)

Figure 4.2 shows the timing for this case. The vertical axis indicates the particular PE or DT that is examined. For example the data transfer operator DT1 supplies the first data set to PE1 and, since \( t_{tr} < t_p \), at a time equal to \( 2t_{tr} \) it supplies with data a second processing element PE2, while the first PE1 is still processing the previous data. The dashed lines indicate the execution timing of another DT operator (i.e., DT operator No. 2) and another set of processing elements which is supplied with data by the operator DT2. As long as the time between two successive I/O operations is greater or equal to \( t_d \), many of these data transfer operators and processing element sets can coexist. In the next section we shall investigate this
Figure 4.2: Timing Diagram for the Case of $t_{tr} < t_p$
problem. For the moment we assume that there is no I/O port conflict.

As can be seen in Figure 4.2, since the rate of the incoming data is greater than the processing rate of a PE, a set of more than one PE is required to achieve the maximum execution rate of \(1/t_{tr}\) ops (operations per second).

Let \(t_e\) be the execution time of \(N\) basic operations performed by a system consisting of \(m_p\) processing elements and supplied by \(m_d\) data transfer operators. Assuming that a basic operation is performed in \(t_p\) sec by a single PE, then

\[ t_e = t_{tr}N + t_p + t \text{ (sec)} \]

where \(t\) is a constant comparable to \(t_p\). Now let \(U\) be the utilization of the set of the \(m_p\) PEs, then

\[ U = \left( \frac{m_p t_p m_d}{t_e} \right)^N \]

since under continuous operation \(N \to \infty\), thus

\[ U = \frac{t_p m_d}{t_{tr} m_p} \]

for \(U = 1\)

*Note: \(U\) is defined as \(U = (\text{min time required to execute } N\text{ operations by } m_p\text{ operators without port constraints})/(\text{actual execution time})\), or, \((\text{number of input data})x(t_p)/m_p = U\).*
\[ m_p = \left[ \frac{t_p}{t_{tr}} \right] m_d \]  

(2.1)

Note that for the moment we assume that \( m_d \) is such that there is no port contention. Certainly there is an upper bound on \( m_d \) beyond which there will be conflicts. This bound will be calculated later on (Section 4.1.3.4).

Now, let \( R \) be the execution rate of the system under continuous operation, then

\[ R = \left( \frac{Nm_d}{t_e} \right) = \frac{m_d}{t_{tr}} \text{ ops} \quad N \to \infty \]

or

\[ m_d = Rt_{tr} \]  

(2.2)

Equations (2.1) and (2.2) provide the required number of PEs and DTs to achieve the required execution rate \( R \).

*Note: \[ m_p \leq \left[ \frac{t_p}{t_{tr}} \right] m_d \]
b) \( t_{tr} \geq t_p \)

The timing for this case is shown in Figure 4.3. By following the same procedure as in case (a), we can calculate the following:

\[
U = \left( \frac{N \frac{t_{tr}}{m_d}}{t_{e/m_p}} \right) = \frac{m_p t_{tr}}{m_d t} \quad N \rightarrow t_p m_d
\]

for 100% utilization (U=1) the required number of DT operators is

\[
m_d = \left[ \frac{\frac{t_{tr}}{t_p}}{m_p} \right] m_p
\]

the execution rate in this case is

\[
R = \left( \frac{m_p N}{t_e} \right) = \frac{m_p}{t} \quad \text{ops}
\]

*Note: \( m_d \left[ \frac{t_{tr}}{t_p} \right] m_p \)
Figure 4.3: Timing Diagram for the Case of $t_{tr} > t_p$
or

\[ m_p = R \]  \hspace{1cm} (2.4)

In this case equations (2.3) and (2.4) provide the required number of DTs and PEs to achieve a given execution rate \( R \).

4.1.3 VLSI Systems with a Time Multiplexed I/O Port

4.1.3.1 Introduction

Time multiplexing of I/O ports is a common approach in the design of a VLSI system. The main reason for this is the technological limitations imposed on the pin capacity of a VLSI chip. In DSP systems, where the word length is essential to the computational accuracy of the system, this problem becomes particularly important. For example, the typical word length of 32 bits requires 64 pins just for data if different ports are used for input and output operations. The number of data pins can be reduced to a half by using the same port both for input and output data; however, this could result in a significant performance degradation, particularly in the case of the pipelined multiprocessing structures considered in this work, where, many sets of data must move in and/or out of the chip in parallel. So far,
with the exception of some experimental results [1], there has been no theoretical work in the literature dealing with this problem.

In this section, we shall examine the problem of minimizing the multiplicity of processing elements that can operate in parallel in a VLSI system, where time-multiplexed I/O ports are being utilized.

4.1.3.2 Simple Models.

Consider a VLSI system consisting of several identical processing elements. The following assumptions are made concerning the operation of the system.

1. There exists one I/O port that can be used either as input or as output port. Only one I/O operation at a time is possible. The PEs share the I/O port to input, or, output data into, or, out of the system (chip).

2. Let $t_d$ be the I/O port delay. It is the minimum time required between two successive I/O operations. Let $t_x$ be the delay between two successive operations of the same PE; $t_x$ can be the restart time of a PE or a delay introduced for synchronization purposes. It must be $t_x \geq t_d$. Finally, $t_p$ is the

*Note: $t_x = t_{re} + t_d$, where $t_{re}$ is the actual restart time ($t_{re} \geq 0$)
processing time as defined in Section 4.1.2. It is assumed that $t_p = t_x$.

The following theorem provides the upper bound on the number of the PEs that can operate concurrently and use the same I/O port without conflict.

**Theorem 1**: The maximum number $m$ of the PEs that can operate in parallel and share a single I/O port for data movements without conflict, is

$$m = m_1 + m_2 + m_3$$

where

$$m_1 = \left\lfloor \frac{t_x}{t_d} \right\rfloor$$

$$m_2 = nm_1$$

where

$$n = \left\lfloor \frac{t_p - m_1 t_d}{f} \right\rfloor$$

$$f = t_x + m_1 t_d$$

and

$$m_3 = k_3 u(k_3), \quad k_3 = \left\lfloor \frac{t_p - f(n + 1) - t_d}{t_d} \right\rfloor$$
where \( u(k_3) \) is the step function of \( k_3 \).

**Proof:** Due to the time interval \( t_x \), \( m_1 \) processing elements can operate in parallel (with a delay of \( t_d \) sec between two PEs), without I/O port conflict (see Figure 4.4). Thus

\[
m_1 = \left[ \frac{t_x}{t_d} \right]
\]

The \( m_1 \) PEs will be occupying the I/O port in the time interval between \( t_p \), and,

\[
t_p + (t_x + (m_1 - 1)t_d)
\]

Thus, an additional processing element to \( m_1 \) elements can start operating at a time equal to

\[
t_p + f - t_p
\]

where

\[
f = (t_x + (m_1 - 1)t_d) + t_d
\]

or

\[
f = t_x + m_1 t_d
\]
Figure 4.4: Timing Diagram Used for the Proof of Theorem 1
Now, if \( n \) is the maximum number of \( f \)-time intervals in \( t_p \),

\[
m_2 = n m_1
\]

additional processing elements can be used without I/O conflict (i.e., conflict with the outputs of the last set of \( m_1 \) elements), if

\[
t_p - n f \geq (m_1 - 1) t_d + t_d
\]

or

\[
n = \left\lceil \frac{t_p - m_1 t_d}{f} \right\rceil
\]

and

\[
m_2 = n m_1
\]

In case the ratio \( (t_p - m_1 t_d)/f \) is not an integer number, then there could be space for \( m_3 \leq m_2 - 1 \) additional PEs; thus, if the remaining time between the input of the last element of the last set of \( m_1 \) elements and \( t_p \) is

\[
t_p - f(n+1) - t_d
\]

\( m_3 \) will be

\[
m_3 = k_3 u(k_3), \quad k_3 = \left\lceil \frac{t_p - f(n + 1) - t_d}{t_d} \right\rceil
\]
where

\[ u(k_3) = 0 \text{ when } k_3 < 0 \]

and \[ u(k_3) = 1 \text{ when } k_3 \geq 0 \]

Q.E.D.

The utilization \( U \) and the execution rate \( R \) of such a system (i.e., a system consisting of \( m \) PESs) under continuous operation can be calculated as follows:

Let \( t_e \) be the execution time for \( N \) operations and \( t_{em} \) be the execution time for \( Nm \) operations, then

\[ t_{em} = Nt_p + (N-1)t_x + t \text{ (sec)} \]

and

\[ t_e = \frac{t_{em}}{m} \text{ (sec)} \]

where \( t \) is a constant comparable to \( t_p \), then

\[ U = \left( \frac{\frac{t_p}{m}}{t_e} \right) \quad N \to \infty \]
or
\[ u = \frac{1}{1 + \frac{t_x}{t_p}} \tag{3.1} \]

from equation (2.4) we get the execution rate which in this case becomes
\[ R = \frac{m}{t_p + t_x} \tag{3.2} \]

since (Theorem 1)
\[ m \leq \frac{t_x}{t_d} + \frac{t_p - t_x}{2t_d} \]
equation (3.2) becomes
\[ R \leq \frac{1}{2t_d} \tag{3.3} \]

Thus, \(1/2t_d\) is the upper bound of the execution rate of such a system.

4.1.3.3 General Models

In this subsection we shall develop a general model for the determination of the maximum number of PEs that can operate concurrently in a VLSI system that has a single time-multiplexed I/O port.
The same assumptions of Section 4.1.3.2 are applied in this case but with the following changes.

Let $t_{op}$ be the operation time of a PE, then

$$t_{op} = t_i + t_p + t_o$$

where

$t_i$ = time required by a PE to load a set of data into the chip (I/O port will be busy during $t_i$)

$t_p$ = time required by a PE to process the data. The I/O port will not be used by this particular PE during $t_p$

$t_o$ = time required by a PE to output the result(s) (I/O port will be busy during $t_o$, as well)

and $t_x$ is a time as defined in Section 4.1.3.2 (time required to restart the operation of a PE on a new input data set). For the moment we assume that $t_i > t_o$ and $t_x < t_p$. The maximum number of PEs that can be concurrently active in such a system is provided by the following theorem.

**Theorem 2:** The maximum number of PEs (with the above characteristics) that can be concurrently active and share the same I/O port without conflict is:
\[ m = m_1 + m_2 + m_3 \]

where

\[ m_1 = \left\lfloor \frac{t_x}{t_i} \right\rfloor + 1 \]

\[ m_2 = n m_1 \]

\[ m_3 = k u(k), \quad k = \left\lfloor \frac{t_i + t_p - (n + 1)f}{t_i} \right\rfloor \]

where

\[ n = \left\lfloor \frac{t_i + t_p - m t_i}{t_o + t_x + m t_i} \right\rfloor \]

\[ f = t_o + t_x + m t_i \]

and \( t_i, t_o \neq 0 \)

Proof:

The proof is similar to the proof of Theorem 1. In this case

\[ m_1 = \left\lfloor \frac{t_x}{t_i} \right\rfloor + 1 \]
in the time interval $t_i + t_p$, $t_i + t_p + f$ (see Figure 4.5) the I/O port is occupied by the I/O operations of the $m_1$ processing elements, where

$$f = t_0 + t_x + m_1 t_i$$

Let $n$ be the max number of $f$-time intervals that can fit in $t_{op}$, then $m_2 = m_1 n$ additional PEs can be used without conflict if

$$t_{op} - n f \geq t_0 + m_1 t_i$$

or

$$n(t_0 + t_x + m_1 t_i) = t_i + t_p - m_1 t_i$$

then

$$n = \left[ \frac{t_i + t_p - m_1 t_i}{t_0 + t_x + m_1 t_i} \right]$$

and $m_2 = n m_1$

Similarly to the proof of Theorem 1

$$m_3 = k u(x), \quad k = \left[ \frac{t_{op} - ((n + 1)f + t_0)}{t_i} \right]$$

Q.E.D.
Figure 4.5: Timing Diagram Used for the Proof of Theorem 2
Now, in the case \( t_0 > t_1 \), these results can be extended as in the following corollary.

**Corollary 1:** If \( t_0 > t_1 \) then

\[
m = m_1 + m_2 + m_3 + m_4
\]

where

\[
m_1 = \left\lfloor \frac{t_x}{t_0} \right\rfloor + 1
\]

\[
m_2 = n m_1
\]

\[
m_3 = k_3 u(k_3), \quad k_3 = \left\lfloor \frac{t_{op} - (n + 1)f - t_0}{t_0} \right\rfloor
\]

\[
f = \left\lfloor \frac{t_x}{t_0} \right\rfloor + t_1 + t_0 + t_x
\]

\[
m_4 = u(k)
\]

where

\[
k_3 = \left\lfloor \frac{t_{op} - (n + 1)f - t_0 - m_3 t_0}{t_i} \right\rfloor
\]
Proof:

The proof is similar to the proofs of Theorems 1 and 2. In this case the I/O port is occupied by the first \( m_1 \) PEs in the time interval \( t_1 + t_p, t_1 + t_p + f \) where

\[
f = \frac{t_x}{t_o} + t_1 + t_o + t_x
\]

and the condition for the additional \( m_2 = nm_1 \) PEs is

\[
t_{op} - nf - t_0 + \frac{t_x}{t_o} + t_1
\]

thus

\[
n = \left[ \frac{t_p}{t_o} \right] - \frac{t_x}{t_o}
\]

and

\[
m_2 = nm_1
\]

as in Theorems 1 and 2,

\[
m_3 = k_3 u(k_3)
\]

and since \( t_i < t_o \), there could be space for one additional PE, \( m_4 = u(k) \).

Q.E.D.
The reader can easily prove now the following two cases of practical interest (these cases refer back to section 4.1.2; the proofs are given in Appendix)

Case 1: \( t_i = 0 \)

In this case

\[
m = 1 + \left\lfloor \frac{t_p + t_x}{t_o} \right\rfloor
\]

Case 2: \( t_o = 0 \)

In this case

\[
m = 1 + \left\lfloor \frac{t_p + t_x}{t_i} \right\rfloor
\]

Note that \( t_{tr} \) of Section 4.1.2 is equivalent to \( t_p + t_x \) and \( t_d \) equivalent to \( t_o \) or \( t_i \), of the present section.

In both cases it is assumed that all \( m \) operators operate continuously. In Case 1, \( t_o \) is the time an external device (operator) uses the input port of the chip to load data that have been produced (or fetched) by this operator in time \( t_p \), and \( m \) is the maximum number of such operators that can share the input port. Similarly
in Case 2, \( t_1 \) is the time that the output port of a processing device (chip) is occupied by an external operator which reads the output data that have been produced by the chip. The external device then will process these data in \( t_p \) time.

Some applications of all these results will be presented in the next subsection.

4.1.3.4 Applications

Before we proceed we shall examine the case where \( t_x = 0 \), which is true for most of the applications. At this point we should note that there is a difference between the time \( t_x \) used in subsection 4.1.3.2 and the time \( t_x \) of subsection 4.1.3.3 which is rather equivalent to \( t_{re} \) as defined in a footnote in subsection 4.1.3.2. Hence, we will deal only with the subsection 4.1.3.3 model which is the general case.

For \( t_x = 0 \), Theorem 2 yields

\[ m = 1 + \left[ \frac{t_p}{t_o + t_1} \right] \]  
(3.1)

because

\[ m_1 = 1 \]

\[ f = t_o + t_1, \quad n = \left[ \frac{t_p}{t_o + t_1} \right], \quad m_2 = nm_1 \]

and

\[ m_3 = 0 \text{ (see Appendix for the proof)} \]
The execution rate in this case (under continuous operation) is

$$R = \frac{m}{t_{pr}} \text{ (ops)}$$

or

$$R = \frac{1}{\left(1 + \frac{t_p}{t_o + t_i}\right)} \text{ (ops)} \quad (3.2)$$

where

$$t_{pr} = t_i + t_p + t_o$$

from equation (3.2) we get the upper bound of $R$ (see Appendix), i.e.,

$$R \leq \frac{1}{t_o + t_i} \text{ (ops)} \quad (3.3)$$

which occurs when $t_p/(t_o + t_i)$ is an integer number other than zero.

EXAMPLE - MAC chips

We now apply these results to the case of the well known TRW Multiplier-Accumulator chips (TDC1008J,
TDC1009J, TDC1010J). The timing diagram for these three devices is shown in Figure 4.6, [7]. The input register set-up time $t_s$ is equivalent to $t_i$, the multiply-accumulate time $t_{ma}$ plus the output delay time $t_d$ is equivalent to $t_p$, and $t_{do}$ is the time the data occupy the output pins (in this case it depends on how fast an external device can read the data from the pins, and it is not a specification of the chip), and therefore equivalent to $t_o$. Let us assume that $t_{do}$ is equal to $t_s$. Table 1 shows the value of $m$ for each device, as it is provided by Theorem 2.

<table>
<thead>
<tr>
<th>DEVICE</th>
<th>WRD LENGTH (Bits)</th>
<th>$t_s$ns</th>
<th>$t_{ma}$ns</th>
<th>$t_d$ns</th>
<th>$t_i$ns</th>
<th>$t_p$ns</th>
<th>$t_o$ns</th>
<th>$m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>TDC1008J</td>
<td>8</td>
<td>12</td>
<td>70</td>
<td>32</td>
<td>12</td>
<td>102</td>
<td>12</td>
<td>5</td>
</tr>
<tr>
<td>TDC1009J</td>
<td>12</td>
<td>12</td>
<td>95</td>
<td>32</td>
<td>12</td>
<td>127</td>
<td>12</td>
<td>6</td>
</tr>
<tr>
<td>TDC1010J</td>
<td>16</td>
<td>12</td>
<td>115</td>
<td>32</td>
<td>12</td>
<td>147</td>
<td>12</td>
<td>7</td>
</tr>
</tbody>
</table>

**GENERAL SYSTEM STRUCTURE**

The general structure of a system consisting of several processing element chips (PEC) and data transfer operator chips (DTC) is shown in Figure 4.7. It is assumed that all PEC and DTC chips have the processing
Figure 4.6: Timing Diagram for the MAC-Chips(7)
Figure 4.7: Structure of a System Consisting of Several PEC and DTC Operators
element multiplicity \( (m) \) as it is provided by the theory in subsections 4.1.3.2 and 4.1.3.3. Assuming that all chips operate at the maximum execution rate, then, each PEC is synchronized with the two DTC when

\[
R_{DTI} = R_{PEC} = R_{ODT}
\]

or

\[
\frac{1}{t_{ODT}} = \frac{1}{t_0 + t_1} = \frac{1}{t_{IDT}}
\]

The I/O buffers in front of each PEC should have a few words capacity, and they must be used for synchronization reasons. Note that the times \( t_{ODT} \) and \( t_{IDT} \) are equivalent to \( t_d \) of section 4.1.2.

TWO PORT VLSI SYSTEMS

The results of subsections 4.1.3.2 and 4.1.3.3 can now be used to calculate the upper bounds on \( m_p \) and \( m_d \) of the two port systems examined in Section 4.1.2.

(a) \( t_{tr} < t_p \)

The incoming data rate (from a single source) is \( 1/t_{tr} \), and (see Figure 4.8(b))
Figure 4.6 Timing Diagrams

(a) $t_{tr} > t_p$

(b) $t_{tr} < t_p$
\[ t_{tr} = t_{dt} + t_d \]

where \( t_{dt} \) if the true data transfer time and \( t_d \) as defined in assumption 5 of Section 4.1.2.

The multiplicity \( m_p \) of the processing elements consisting of the system, which are required to assure continuous processing of the data supplied by \( m_d \) DT operators, must be

\[ m_p = \left[ \frac{t_p}{t_{tr}} \right] m_d \]

By setting \( m = m_d, \ t_x = 0, \ t_p = t_{dt} \) (\( t_{dt} \) of a DT operator is equivalent to the processing time of a PE), and \( t_o = t_d \) (\( t_d \) is the time required by a DT operator to output the results, therefore it is equivalent to \( t_o \)), the result of Case 1 (Section 4.1.3.3) becomes

\[ m_d = 1 + \left[ \frac{t_{dt}}{t_d} \right] \]  \( (3.4) \)

Equation (3.4) provides the maximum number of the DT operators that can use the input port of the processing system without conflicts, the

\[ m_p = \left[ \frac{t_p}{t_{tr}} \right] (1 + \left[ \frac{t_{dt}}{t_d} \right]) \]  \( (3.5) \)
or (see Appendix)

\[ m_p \leq \frac{(t_p + t_{tr} - 1)}{t_d} \]  \hspace{1cm} (3.6)

Using equation (3.6), the lower bound on the utilization \( U \), of the processing elements, can be obtained (see Appendix)

\[ U = \frac{t_p}{(t_p + t_{tr} - 1)} \]  \hspace{1cm} (3.7)

(b) \( t_{tr} \geq t_p \)

In this case, the execution rate is \( 1/t_p \), and

\[ t_p = t_{pr} + t_d \]  \hspace{1cm} (see Figure 4.8(a))

where \( t_{pr} \) is the time required by a PE to process the incoming (with rate \( 1/t_{tr} \)) data.

The multiplicity \( m_d \) of the DT operators required to assure continuous operation of \( m_p \) PEs (in this case the data transfer is the bottleneck in the system) is

\[ m_d = \left\lceil \frac{t_{tr}}{t_p} \right\rceil m_p \]

From Section 4.1.3.3, Case 2 (in this case \( t_i = t_d \)), we get

\[ m_p = 1 + \left\lceil \frac{t_{pr}}{t_d} \right\rceil \]  \hspace{1cm} (3.8)
thus

\[ m_d = \left[ \frac{t_{tr}}{t_p} \right] \left( 1 + \left[ \frac{t_{pr}}{t_r} \right] \right) \]  \hspace{1cm} (3.9)

or (see Appendix)

\[ m_d \leq \frac{t_{tr} + t_p - 1}{t_d} \]  \hspace{1cm} (3.10)

The lower bound \( U \) on the utilization of the \( m_d \) data transfer operators is (see Appendix)

\[ U = \frac{t_{tr}}{t_{tr} + t_p - 1} \]  \hspace{1cm} (3.11)

4.2 Summary and Conclusions

The problem of maximizing the performance of single-chip DSP VLSI systems (or other similar VLSI systems), by using as many concurrently operating processing elements as possible, has been investigated in this chapter.

Limits imposed on the number of concurrently operating processing elements that can be put onto a single chip are due to the limited number of I/O pins that a chip package can bear. Although bottlenecks caused by the limited number of I/O ports can result in a significant performance degradation, it has been shown
that it is still possible to integrate into a single chip a relatively large number of parallel operating processing elements which can share a single I/O port without conflicts. Thus, execution rates beyond the speeds imposed by technological limitations could be achieved. A similar analysis can also be applied to the case of the limited number of control lines of a multiprocessor element chip.

The question of whether it is possible to implement a VLSI chip that will use the predicted processing element multiplicity is still open. However, the presented results provide upper bounds and a methodology which, as the VLSI technology progresses, could prove to be very useful in the design of any high performance system.
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CHAPTER 5. Conclusions

The principal focus of this work has been the matching of algorithms and architectures to achieve highly efficient and very high performance Digital Signal Processing systems specialized to execute specific algorithms. This problem requires an understanding of both the structure of the algorithm and an appreciation of the architectural and implementation constraints. It has been shown that there is an optimum partition and allocation of an algorithm, such that the performance and the efficiency of the resulting processor is maximized.

It has also been shown that a number of independent processing elements, when synchronized properly, can share the same I/O port without conflicts, and still achieve a high degree of utilization.

The novelties of the present work also include:

- Consideration of data transfers in the modelling. This problem is usually ignored or treated after the fact.
Linear increase of performance. Theoretically, any given performance requirement can be met (at the maximum efficiency), by employing the appropriate number of processing elements, as is shown in Chapter 3.

Consideration of pinout limitations. The results of this study (Chapter 4), provide the upper bound on performance and on the number of processing elements that can be realized in a system constrained by an I/O port bottleneck.

In summary, the structures of the proposed DSP systems are characterized by the following:

(a) Highly efficient structure. The partitioning of algorithm operations and the allocation to processing elements is such that all the basic components of the system will be concurrently active throughout the operation. Therefore, processing and data flow overhead is minimal.

(b) Modular structure suitable for VLSI implementation. With the recent advent of VLSI, many processing elements can be realized on a single chip. Design emphasis has shifted from minimizing complexity to partitioning processor functions on circuits and managing communications between partitions. The design philosophy
throughout in this work has been consistent with this concept.

The results of the present work can be the starting point for further research, which may include one of the following topics:

(a) Systolic Array Architectures: The results of Chapters 3 and 4 could be extended to the design of the recently introduced systolic architectures. For example, it should be possible to develop a similar methodology to determine the optimum structure of a systolic array required for a particular application.

(b) VLSI Multiprocessing Systems: An analysis similar to that of Chapter 4 can be applied to the case of the limited number of control lines in a multiprocessing VLSI system.

(c) Develop a method to determine (or approximate) the relation between performance and cost of certain processing elements: As we have already mentioned in Section E of Chapter 3, these results are needed to complete the processor optimization problem.

Finally, the results of this work provide the theoretical basis for finding the optimal partition and allocation of DSP algorithms to processing elements, and
for partitioning the PEs onto either chips or boards to minimize the effects of I/O port bottlenecks. These results can be used by the new technology, namely, GaAs, WSI (Wafer Scale Integration), and CAD (silicon compilers), to produce very efficient and very high performance DSP systems.
Chapter 3

A) \( \lim_{M \to \infty} E \ll 1 \)

**Proof:** The efficiency \( E \) has been defined in Section 3.3.2,C as

\[
E = \frac{R}{(\text{Total Computing Power})}
\]

or

\[
E = \frac{m}{r} \sum_{i=1}^{m} p_i
\]

where

\[
R = \sigma \frac{M}{t_e} \text{ (ops)}
\]

thus

\[
E = \frac{M \sigma}{r t_e \sum_{i=1}^{m} p_i}
\]

or by using equation (3)

\[
E = \frac{M \sigma}{r \sum_{i=1}^{m-1} \left( \frac{N_i}{r p_i} \right) + M \left( \frac{N_m}{r p_m} \right) + \sum_{i=m+1}^{n} x_i \left( \frac{N_i}{r p_i} \right) \sum_{i=1}^{n} p_i}
\]

when \( M \to \infty \), \( E \) becomes

\[
\lim_{M \to \infty} E = \frac{\sigma}{r \sum_{i=1}^{m} \left( \frac{N_m}{r p_i} \right) \sum_{i=1}^{n} p_i}
\]

(A.1)
but since
\[
\begin{bmatrix}
\frac{N_m}{r p_m} \\
\frac{t_m}{r p_m}
\end{bmatrix} = t_m > t_j = \begin{bmatrix}
\frac{N_j}{r p_j}
\end{bmatrix}, \forall j \neq m
\]
equation (A.1) becomes
\[
\lim_{M \to j} E < \frac{\sigma}{\sum_{i} p_i} \frac{p_j}{N_j}
\]
or
\[
\lim_{M \to j} E < \frac{\sigma}{\sum_{i=1}^{m} p_i} \frac{\sum_{j=1}^{n} p_j}{\sum_{j=1}^{m} N_j} = 1
\]
Q.E.D.

*Note that if \( x < \frac{\sum_{j} A_j}{\sum_{j} B_j} \) then \( x < \frac{\sum_{j} A_j}{\sum_{j} B_j} \), \( B_j \geq 0 \)
B) Proof of the sufficient condition of Theorem 1. We will show that if \( t \) is an integer number and

\[
t = \frac{N_i}{rP_i} \quad \text{then}\quad \lim_{M \to \infty} E = 1
\]

Since \( t \) is integer and

\[
\frac{N_i}{rP_i} = \frac{\sigma}{r\sigma_i}
\]

equation (A.1) becomes

\[
\lim_{M \to \infty} E = 1 \quad Q.E.D.
\]

C) Proof of Theorem 2

The execution time \( t \) must be

\[
t = \max\left( \frac{F_1}{rP_1}, \ldots, \frac{F_k}{rP_k} \right)
\]

let \( t = \frac{F_m}{rP_m} \)

then the efficiency of the system will be

\[
E = \frac{\sum_{i=1}^{k} F_i / t}{r \sum_{i=1}^{k} P_i}
\]
Now assume that \( E = 1 \) then

\[
\begin{bmatrix}
F_m \\
rP_m
\end{bmatrix} = \frac{k}{rE P_1} \sum_{i=1}^{k} F_i
\]

the rest of the proof now is similar to that of Theorem 1.
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1-  1.000 C ** DSP CONTROL SIMULATION PROGRAM **
2-  2.000 C THIS PROGRAM IS WRITTEN IN FORTRAN 77 VERSION B04
3-  3.000 C *** NOTES ***
4-  4.000 C 1) THE PROGRAM REQUIRES 57K MAIN MEMORY
5-  5.000 C AND IT CAN BE USED FOR UP TO 65 EXECUTIONS OF
6-  6.000 C THE SAME ALGORITHM.
7-  7.000 C 2) THE PROGRAM ASSUMES ALGORITHM MATRIX WITH TWO
8-  8.000 C DIGIT ELEMENTS, THUS FOR EXAMPLE A 5 MUST BE EM-
9-  9.000 C TERED AS 05.
10- 10.000 C 3) THE ALLOCATION PRINTOUT MUST BE USED FOR LI-
11- 11.000 C MITED NO OF EXECUTIONS (UP TO 100 CYCLES).
12- 12.000 C
13- 13.000 C
14- 14.000 C INTEGER MUL(65,350),X,S,T,P
15- 15.000 C INTEGER AD(65,350),ALG(20,10),AUX(10,400)
16- 16.000 DO 6 I=1,65
17- 17.000 DO 69 J=1,350
18- 18.000 69 MUL(I,J)=0
19- 19.000 6 CONTINUE
20- 20.000 1000 OUTPUT,'A NEW ALGORITHM? YES=0, NO=1,...,9.'
21- 21.000 READ(105,*) ,NEW
22- 22.000 IF(NEW.NE.0) GO TO 1001
23- 23.000 OUTPUT,’HOW MANY LEVELS?’
24- 24.000 READ(105,*) ,NL
25- 25.000 OUTPUT,’ENTER NO OF LINES’
26- 26.000 READ(105,*) ,LI
27- 27.000 OUTPUT,’ENTER ALGORITHM’S MATRIX’
28- 28.000 DO 23 I=1,LI
29- 29.000 23 READ(105,24)(ALG(I,J),J=1,NL)
30- 30.000 24 FORMAT(10012)
31- 31.000 X=ALG(1,1)
32- 32.000 1001 OUTPUT,’ENTER NO OF EXECUTIONS’
33- 33.000 READ(105,*) ,P
34- 34.000 OUTPUT,’ENTER NO OF MULTIPLIERS’
35- 35.000 READ(105,*) ,N
36- 36.000 OUTPUT,’LIMIT ON AVAILABLE ADDERS? YES=0, NO=1,...,9.’
37- 37.000 READ(105,*) ,JMP
38- 38.000 IF(JMP.NE.0) GO TO 696
39- 39.000 OUTPUT,’ENTER NO OF ADDERS’
40- 40.000 READ(105,*) ,NAD
41- 41.000 C START 1ST LEVEL OPERATIONS (MULTIPLICATIONS)
42- 42.000 696 I=1
43- 43.000 1 IF (I.GT.P) GO TO 11
44- 44.000 k=X
45- 45.000 J=0
46- 46.000 2 IF (K.EQ.0) GO TO 12
47- 47.000 J=J+1
48- 48.000 3 IF (I.NE.1) THEN
49- 49.000 S=0
50- 50.000 DO 122 IX=1,I-1
51- 51.000 122 S=MUL(I-IX,J)+S
52- 52.000 IF (S.LT.N) THEN
53- 53.000 NI=N-S
54- 54.000 ELSE
55- 55.000 NI=0
56- 56.000 END IF
57- 57.000 ELSE
58- 58.000 NI=N
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53- 53.000 NI=N-S
54- 54.000 ELSE
55- 55.000 NI=0
56- 56.000 END IF
57- 57.000 ELSE
58- 58.000 NI=N
59 -  59.000  END IF
60 -  60.000  IF(K.LE.NI) THEN
61 -  61.000  MUL(I,J)=K
62 -  62.000  ELSE
63 -  63.000  MUL(I,J)=NI
64 -  64.000  END IF
65 -  65.000  IS=0
66 -  66.000  DO 31 IJ=1,J
67 -  67.000  31  IS=MUL(I,J)+IS
68 -  68.000  K=X-IS
69 -  69.000  GO TO 2
70 -  70.000  12  DO 3 L=J+1,350
71 -  71.000  3  MUL(I,L)=0
72 -  72.000  I=I+1
73 -  73.000  GO TO 1
74 -  74.000  T=J
75 -  75.000  C 1ST LEVEL OPERATIONS COMPLETED
76 -  76.000  C CLEAR ALL ARRAYS
77 -  77.000  DO 21 I=1,65
78 -  78.000  21  DO 210 J=1,350
79 -  79.000  AR(I,J)=0
80 -  80.000  210  CONTINUE
81 -  81.000  21  CONTINUE
82 -  82.000  C START OPERATIONS OF NEXT LEVEL
83 -  83.000  I=1
84 -  84.000  LV=1
85 -  85.000  REPEAT 313, WHILE(I.LE.P)
86 -  86.000  C CLEAR AUXILIARY MATRIX
87 -  87.000  DO 22 M=1,10
88 -  88.000  DO 220 J=1,400
89 -  89.000  220  AUX(M,J)=0
90 -  90.000  22  CONTINUE
91 -  91.000  J=2
92 -  92.000  125  M1=0
93 -  93.000  DO 25 K=1,J-1
94 -  94.000  25  M1=M1+MUL(I,K)
95 -  95.000  IF(M1.EQ.0) THEN
96 -  96.000  J=J+1
97 -  97.000  GO TO 125
98 -  98.000  END IF
99 -  99.000  L=J
100 - 100.000  REPEAT 28, WHILE(M1.NE.ALG(L,LV))
101 - 101.000  28  L=L-1
102 - 102.000  AR(I,J)=ALG(L,LV+1)
103 - 103.000  MS3=0
104 - 104.000  DO 29 JX=1,J-1
105 - 105.000  29  MS3=MS3+AD(I,JX)
106 - 106.000  AD(I,J)=AD(I,J)-MS3
107 - 107.000  IF(M1.EQ.ALG(1,LV)) GO TO 251
108 - 108.000  J=J+1
109 - 109.000  GO TO 125
110 - 110.000  C OPERATIONS OF CURRENT LEVEL COMPLETED, NEXT LEVEL
111 - 111.000  251  NLV=1
112 - 112.000  DO 30 NK=1,400
113 - 113.000  30  AUX(NL, NK)=AD(I, NK)
114 - 114.000  IF(JMP.NE.0) GO TO 566
115 - 115.000  CALL LIMADD(AD, AUX, ALG, I, NLV, LV, NAQ, NJJ)
116 - 116.000  J=NJJ
117 - 117.000  566  REPEAT 321, WHILE(LV.LT.NL-1)
118 - 118.000  J=2
119  119.000  133  
120  120.000  MS4=0
121  121.000  DO 33  IF=1, J-1
122  122.000  33  MS4=MS4+AUX(NLV,JP)
123  123.000  L=LI
124  124.000  35  L=L-1
125  125.000  MS6=0
126  126.000  IF(J-1.LE.T) THEN
127  127.000  LIH=J-1
128  128.000  ELSE
129  129.000  LIH=LI
130  130.000  END IF
131  131.000  DO 36  IF=1, LIH
132  132.000  36  MS6=MS6+NLV(I,JF)
133  133.000  36  ISE=0
134  134.000  DO 35  IF(MS6.GE.ALG(L,1)) THEN
135  135.000  136  IF(ALG(L,LV+1).EQ.0) THEN
136  136.000  136  IF(L.GT.1).AND.(ISE.ME.1) THEN
137  137.000  136  IF(ALG(L-1,LV).GE.ALG(L,LV)) THEN
138  138.000  L=L-1
139  139.000  GO TO 136
140  140.000  END IF
141  141.000  ELSE
142  142.000  ISE=0
143  143.000  AUX(NLV+1, J)=0
144  144.000  END IF
145  145.000  ELSE
146  146.000  ISE=0
147  147.000  AUX(NLV+1, J)=ALG(L,1)
148  148.000  END IF
149  149.000  MS7=0
150  150.000  DO 37  JJ=1, J-1
151  151.000  37  MS7=MS7+ Aux(NLV+1, JJ)
152  152.000  AUX(NLV+1, J)=AUX(NLV+1, J)-MS7
153  153.000  ELSE
154  154.000  IF(L.LT.LI) THEN
155  155.000  L=L+1
156  156.000  ISE=1
157  157.000  GO TO 136
158  158.000  ELSE
159  159.000  IF(L.EQ.LI) THEN
160  160.000  AUX(NLV+1, J)=ALG(L, LV+1)
161  161.000  GO TO 370
162  162.000  ELSE
163  163.000  OUTPUT('ERROR...I', I, L, MS6, ALG(L, 1), J
164  164.000  GO TO 99
165  165.000  END IF
166  166.000  END IF
167  167.000  END IF
168  168.000  IF(MS4.EQ.ALG(1, LV)) GO TO 331
169  169.000  370  I=1
170  170.000  GO TO 133
171  171.000  331  NLV=NLV+1
172  172.000  IF(JHP.NE.0)GO TO 321
173  173.000  CALL LIMADD(AD,AUX,ALG,1, NLV, LV, NAD, MJJ)
174  174.000  JAN
175  175.000  321  CONTINUE
176  176.000  39  KF=1, J
177  177.000  MS8=0
178  178.000  DO 38  IE=1, NL-1
179 - 179.000  38 MSB=MSB+AUX(IB,KI)
180 - 180.000  39 AD(I,KI)=MSB
181 - 181.000  999 IF(AD(I,J),BT,ALG(I,NL)) THEN
182 - 182.000  AD(I,J)=AD(I,J)+ALG(I,NL)
183 - 183.000  AD(I,J)=ALG(I,NL)
184 - 184.000  J=J+1
185 - 185.000  GO TO 999
186 - 186.000  END IF
187 - 187.000  JT=J
188 - 188.000  LV=1
189 - 189.000  C OPERATIONS OF CURRENT POINT COMPLETED; NEXT POINT.
190 - 190.000  313 I=I+1
191 - 191.000  OUTPUT,*ALLOCATION PRINTOUT? YES=0, NO=1,...,9.*
192 - 192.000  READ(105,*) JUN
193 - 193.000  IF(JUN.NE.0) GO TO 393
194 - 194.000  DO 40 I=1,P
195 - 195.000  40 WRITE(6,401)(AD(I,J),J=1,JT)
196 - 196.000  401 FORMAT(2X,100I2)
197 - 197.000  WRITE(6,908)
198 - 198.000  908 FORMAT(1X,*ADDTNs",/1X,*HLTPLs")
199 - 199.000  99 DO 19 I=1,P
200 - 200.000  19 WRITE(6,101)(MUL(I,J),J=1,T)
201 - 201.000  101 FORMAT(2X,100I2)
202 - 202.000  393 POINTS=P
203 - 203.000  RT=POINTS/JT
204 - 204.000  WRITE(6,102),POINTS,JT,RT
205 - 205.000  102 FORMAT(1X,'AT LEAST',X,I2,1X,'EXECUTIONS IN',2X,I3,2X,'CYCLES',2X,F4.2,
206 - 206.000  2X,'EXECUTIONS/CYCLE')
207 - 207.000  IF(JNP,ED,0) GO TO 666
208 - 208.000  CALL AMAX(AIP,JT,MAX)
209 - 209.000  666 WRITE(6,103),MAX
210 - 210.000  103 FORMAT(2X,*ADDERS REQUIRED")
211 - 211.000  MAX=MAX
212 - 212.000  866 CF=(N+MAX)/RT
213 - 213.000  WRITE(6,104),CP
214 - 214.000  104 FORMAT(2X,*COST/PERFORMANCE RATIO :",1X,F5.2,/
215 - 215.000  250 OUTPUT,"CONTINUE ? NO=0, YES=1,...,9."
216 - 216.000  READ(105,*) R
217 - 217.000  IF(R.NE.0) GO TO 1000
218 - 218.000  END
219 - 219.000  C THIS SUBPROGRAM COMPUTES THE MAX NO OF REQUIRED ADDERS
220 - 220.000  C SUBROUTINE AMAX(AIP,JT,MAX)
221 - 221.000  INTEGER AROUND(65,350)
222 - 222.000  W=JT
223 - 223.000  K=K
224 - 224.000  MAX=0
225 - 225.000  DO 2 J=2,W
226 - 226.000  2 MAX=MAX + AIP(I,J)
227 - 227.000  MAX=MAX + AIP(I,J)
228 - 228.000  DO 1 I=1,K
229 - 229.000  1 MAXI=MAXI + AIP(I,J)
230 - 230.000  1 MAXI=MAXI + AIP(I,J)
231 - 231.000  IF(MAXI.GT.MAX) MAXI=MAXI
232 - 232.000  2 CONTINUE
233 - 233.000  RETURN
234 - 234.000  END
235 - 235.000  C THIS SUBPROGRAM MODIFIES THE ALLOCATION OF THE
236 - 236.000  C ADDITIONS, IN ORDER TO MEET THE REQUIREMENT
C OF LIMITED NO OF AVAILABLE ADDERS.

SUBROUTINE LIMADD(AD, AUX, ALG, II, INLV, LV, NAD, NJJ)

INTEGER AD(65,350), AUX(10,400), ALG(20,10)

NA=NAD

INLV=LV

KN=ALG(I,L+1)

J=1

I=II

K=KN

REPEAT 10, WHILE(K.NE.0)

J=J+1

S1=0

DO 1 IX=1,I-1

1

S1=AD(IX,J)+S1

7

S2=0

IF(INLV.EQ.1) GO TO 77

DO 2 IZ=1,INLV-1

2

S2=AUX(IZ,J)+S2

77

S=S1+S2

IF(S.LT.NA) THEN

IF(AUX(INLV,J).GT.NA-S) THEN

AUX(INLV,J+1)=AUX(INLV,J)+AUX(INLV,J+1)-NA+S

AUX(INLV,J)=NA-S

END IF

END IF

K=K-AUX(INLV,J)

ELSE

AUX(INLV,J+1)=AUX(INLV,J)+AUX(INLV,J)

AUX(INLV,J)=0

END IF

CONTINUE

10

NJJ=J

RETURN

END
Chapter 4

Proof of Case 1 \((t_1=0)\)

Let \(t_0\) be the time an operator uses the input port of a chip to load data produced (fetched) in time \(t_p\), then in the time interval (see Figure 4.9)

\[
\frac{tp + t_0}{t_0}, \quad \frac{tp + t_0 + t}{t_0}
\]

where

\[
t = t_x + tp
\]

there will be space for \(n\) input operations such that

\[
t = nt_0
\]

or

\[
n = \frac{t_x + tp}{t_0}
\]

thus, the number \(m\) of operators that can use the port without conflict is

\[
m = l + \frac{t_x + tp}{t_0}
\]

with a maximum arrival rate of \(1/t_0\) arrivals per second. The maximum execution rate occurs when

\[
t_x + tp = kt_0
\]
Figure 4.9: Timing Diagram for the Case of $t_1 = 0$ (Case 1)
where $k$ is a positive integer.

**Proof of Case 2 ($t_0=0$)**

Let $t_i$ be the time an operator uses the output port of a chip to input data that is to be processed by the operator in time $t_p$. Obviously, the maximum number of such operators that can use the port without conflict is

$$m = \left\lfloor \frac{(t_i + t_p + t_x)}{t_i} \right\rfloor$$

or

$$m = 1 + \left\lfloor \frac{t_p + t_x}{t_i} \right\rfloor$$

In this case the maximum rate of $1/t_i$ inputs per second occurs when

$$t_p + t_x = kt_i$$

where $k$ is a positive integer.
Proof of $m_3 = 0$:

First we prove the following Corollary 2 of Theorem 2.

**Corollary 2:** $m_3 < m_1$

**Proof:**

$$m_3 = \left[ \frac{t_{pr} - (n+1)f-t_o}{t_i} \right] u(k), \quad k = \left[ \frac{t_{pr} - (n+1)f-t_o}{t_i} \right]$$

it is

$$\left[ \frac{t_{pr} - (n+1)f-t_o}{t_i} \right] < \frac{t_{pr} - (n+1)f-t_o}{t_i} < \frac{t_{pr} - n'f-t_o}{t_i}$$

where $n = \lfloor n' \rfloor < n+1, (\lfloor n' \rfloor \leq n' < \lfloor n' \rfloor + 1)$

thus

$$m_3 < \frac{t_{pr} - n'f-t_o}{t_i} = m_1$$

or $m_3 < m_1$

Q.E.D.

Now in the case where $t_x = 0$, $m_1 = 1$ and since $m_3 < m_1$ it should be $m_3 = 0$. 
For this case the upper bound of $R$ is calculated as follows:

$$R = \frac{1 + \frac{t_p}{t_o + t_i}}{t_o + t_i + t_p}$$

since

$$\frac{t_p}{t_o + t_i} < \frac{t_p}{t_o + t_i}$$

then

$$R < 1 + \frac{t_p}{t_o + t_i} = \frac{1}{t_o + t_i}$$

thus

$$R \leq \frac{1}{t_o + t_i} \text{ (ops)}$$

which occurs when $t_p = k(t_o + t_i)$ where $k$ is a positive integer.

A strange situation that could happen here is that it could be required to increase the execution time of the PEs (i.e., delay the execution) in order to achieve the maximum execution rate.
Derivation of Equations (3.6) and (3.7)

By using the following relation

\[ [a/b] \leq a/b + 1 - 1/b, \quad \forall a, b \geq 0 \]

equation (3.5) becomes

\[
m_p \leq \left( \frac{t_p}{t_{tr} + 1 - 1/t_{tr}} \right) \left( 1 + \frac{t_{dt}}{t_d} \right) \]

\[
m_p \leq \left( \frac{t_p}{t_{tr} + 1 - 1/t_{tr}} \right) \left( \frac{t_{tr}}{t_d} \right) \]

\[
m_p \leq \left( \frac{t_p + t_{tr} - 1}{t_d} \right) \quad (1) \]

The utilization of the \( m_p \) PEs is

\[ U = \frac{t_p}{t_{tr} m_p} \]

or by using equation (3.4)

\[ U = \left( \frac{t_p}{t_{tr} m_p} \right) \left( 1 + \left[ \frac{t_{td}}{t_d} \right] \right) \quad (2) \]

The lower bound of \( U \) is easily obtained by using equations (3.5) and (2).

Derivation of equations (3.10) and (3.11) follows a similar as above procedure.
END
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FIN