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Abstract

As circuit speed increases, delay and crosstalk due to interconnections become the dominant limiting factors for higher speed and higher performance systems. Thus, efficient and reliable numerical methods to evaluate interconnection delay and crosstalk become the essential tools for higher speed VLSI system design.

Numerical inversion of Laplace transform is an efficient approach for time analysis of linear lossy coupled transmission line networks. This method is more accurate and more efficient than FFT-based methods and is absolutely stable.

This thesis proposes two new methods based on Pade approximation. The first method is a high degree numerical inversion of Laplace transform which uses derivatives of output waveforms with respect to the Laplace operator s. The second method is a stepping algorithm which uses a resetting technique to improve the accuracy of the solutions for circuits with relatively long transients. While still maintaining the absolutely stable property of the conventional numerical inversion of Laplace transform, the new methods have proven to be more accurate and more efficient.
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CHAPTER 1

Introduction

1.1 Problem Description

The present trend towards increased density of packaging in digital circuits and the implementation of high speed devices has led to increasing demands for the characterization of interconnections. Multiconductors embedded in dielectric media have found numerous applications in microwave and digital networks. As frequency or pulse speed increases, the electromagnetic coupling between conductors which are most frequently embedded on print-circuit boards becomes more significant. Signal delays and rise times are increasingly limited by interconnection lengths rather than by device speed and represent a potential obstacle to the ultimate scaling on VLSI technology.

Design of interconnections is especially important after recent advances in integrated circuit technologies and packaging techniques, as they can increase the number of connections on a single board into the tens of thousands. Improperly designed interconnects can result in an increase of signal delay because of losses, inadvertent switching and noise as a result of crosstalk, false switching and ringing due to reflections.
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This phenomenon can be observed at both chip and system levels, and the interconnected blocks could be analog, digital or mixed. With subnanosecond rise times, the electrical length of interconnects can become a significant fraction of a wavelength. Consequently, the conventional lumped-impedance interconnect model is not adequate in this situation. Instead, a distributed transmission line model should be used.

First, we are going to consider the lossy coupled transmission line to be uniform along its length. At the ends, the line is terminated by arbitrary linear networks. Secondly, we are going to assume that the line behavior can completely be described in terms of circuit-theory parameters, i.e., in terms of matrices of inductances, capacitances, resistances and conductances per unit length. These parameters are often taken to be constant. We are not, therefore, going to discuss their evaluation, i.e., these parameters are assumed to be known.

With these assumptions, the lossy coupled transmission lines can be described by a system of partial differential equations in the time domain or by a system of ordinary differential equations in the frequency domain.

Using numerical inversion of the Laplace transform (NILT) with Pade approximation, one can solve distributed or lumped and distributed mixed networks in frequency domain [8][9]. Then the time domain responses can be obtained by taking the Laplace inversion of the solutions. The method is accurate for small time intervals [8][9] and is absolutely stable [21].

The disadvantage of NILT is that the results can be inaccurate when time approaches a certain value. The improvement of accuracy can theoretically be achieved by using more poles of Pade approximation. However, increasing of the number of the poles used is limited by computer roundoff errors which affect both calculation of the poles and
applications of the poles. To present, however, the maximum available number of poles has been 22. Further, using more poles implies taking more time consuming steps such as LU decomposition and backward-forward substitution.

1.2 Thesis Objectives and Contributions

This thesis proposes two new methods to improve the accuracy of the numerical inversion of Laplace transform. They are (1) a high degree of numerical inversion of Laplace transform which uses derivatives of output waveforms with respect to the Laplace operator s and (2) a stepping algorithm for numerical inversion of Laplace transform which uses a resetting technique.

The contributions offered by this thesis are enumerated below:

1. A derivation of a general formula for a high degree numerical inversion of Laplace transform (section 3.2).

2. Two formulae for the numerical inversion of Laplace transforms of degree 1 and degree 2 are derived (section 3.2).

3. A formula of the truncation error of the high degree numerical inversion of Laplace transform is derived, which proves that the high degree numerical inversion of Laplace transform is more accurate than the conventional inversion of Laplace transform (section 3.3).

4. A proof that a high degree numerical inversion of Laplace transform is absolutely stable (section 3.4).

5. Demonstrations that the high degree numerical inversion of Laplace
transform is more efficient than the conventional inversion of Laplace transform (section 4.5).

6. The stamps of the numerical inversion of Laplace transforms of degree 1 and degree 2 for solving distributed networks are derived (section 4.2).

7. A general formula of the stepping algorithm for the numerical inversion of Laplace transform for solving distributed networks is given (section 5.1).

8. An explicit formula for solving the term contributed by the initial conditions of the transmission line, which is required by the general formula, is derived (section 5.3).

1.3 Outline of The Thesis

In chapter 2, a brief review of previous major methods for solving distributed networks is given. Theoretical derivation, truncation error and stability studies of the high degree numerical inversion of Laplace transform are discussed in Chapter 3. Applications of this method for distributed networks are presented in chapter 4. In chapter 5, the derivation and applications of the stepping algorithm for the numerical inversion of Laplace transform are discussed. Finally, a summary and conclusions are given in chapter 6.
CHAPTER 2

Methods for Time-Domain Analysis of Linear Distributed Networks

2.1 Introduction

A number of methods for time analysis of linear distributed networks can be found in recent literature [3] [8][9][22][23]. In this chapter, a short description of the equations of coupled transmission lines are given in section 2.2, followed by a brief review of the fast Fourier transform and the generalized asymptotic waveform evaluation in section 2.3 and section 2.4, respectively. Finally, since the numerical inversion of Laplace transform is the basis of the proposed methods, a description of this method is given in detail in section 2.5.

2.2 The Equations of the Multiconductor Transmission Line

In chapter 1, we assumed that a lossy multiconductor transmission line with an arbitrary cross section is uniform along its length. The cross section with \( m \) signal conductors and a reference can be represented by following \( m \times m \) matrices of line
parameters: the resistance per unit $R$, the conductance per unit $G$, the inductance per unit $L$ and the capacitance per unit $C$.

Let $x$ represent the length along the transmission line, with $x=0$ corresponding to the near end and $x=D$ corresponding to the far end, as show in Fig. 2.1 and Fig. 2.2.

![Diagram of a transmission line with labels for $I_{1\text{near}}, V_{1\text{near}}$, $I_{1\text{far}}, V_{1\text{far}}$, $I_{2\text{near}}, V_{2\text{near}}$, $I_{2\text{far}}, V_{2\text{far}}$, $I_{m_k\text{near}}, V_{m_k\text{near}}$, and $I_{m_k\text{far}}, V_{m_k\text{far}}$.]

Fig. 2.1 The representation of a multiconductor transmission line

In time domain, the transmission line can be described by a system of partial differential equations given by

$$\frac{\partial v(x,t)}{\partial x} = -(Ri(x,t) + L \frac{\partial i(x,t)}{\partial t}) \quad (2.2-1)$$
\[ \frac{dl(x, t)}{dx} = - (C v(x, t) + \frac{dv(x, t)}{dt}) \] (2.2-2)

where \( v(x, t) \in \mathbb{R}^{m_k} \) and \( i(x, t) \in \mathbb{R}^{m_k} \) are the time domain voltage and current vectors of the transmission line at location \( x \), respectively; \( m_k \) is the dimension of the \( k \)th transmission line.

In frequency domain, the transmission line can be represented by a system of ordinary differential equations with consideration of its initial conditions given by

\[ \frac{dV(x, s)}{dx} = -(R + sL) l(x, s) + Li(x, t) = -Zl(x, s) + li(x, t) \] (2.2-3)

\[ \frac{dl(x, s)}{dx} = -(G + sC) V(x, s) + Cv(x, t) = -YV(x, s) + Cv(x, t) \] (2.2-4)

where \( V(x, s) \) and \( l(x, s) \) are the frequency domain counterparts of \( v(x, t) \) and \( i(x, t) \),

\[ Z = R + sL \] (2.2-5)

\[ Y = G + sC \] (2.2-6)

Note that the voltages and currents on the transmission line are the function of location \( x \) as shown in Fig. 2.2.
2.3 Fast Fourier Transform (FFT)

The fast Fourier transform (FFT) can be used to compute the time domain responses of the networks containing lossy multiconductor transmission lines [3]. Using the Fourier transform, the time domain waveforms are initially transformed. Then the analysis of the system is performed in the frequency domain at a set of discrete frequencies. Finally, the inverse FFT is used to obtain the time domain waveforms.
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This approach has a major difficulty when the analysis has to span a time interval of several line transient times. For example, the response of a lossless line with short-circuited ports is of an infinite duration. Consequently, it is impossible in this case to compute the response using FFT. Even for moderately lossy lines, the duration of the response exceeds many transit times of the transmission line networks. This makes the use of the inverse FFT technique inefficient, as a large number of points must be added to the analysis to avoid aliasing problems [9].

2.4 Generalized Asymptotic Waveform Evaluation (GAWE)

In 1990 Pillage and Rohrer introduced the Asymptotic Waveform Evaluation (AWE) technique to time response analysis[16] for lumped component networks. This is an s-domain simulator which models the nth order circuit by a lower order q-model approximated with 2q-1 moments. The q dominant poles and residues are found efficiently by recursive D.C. analysis of the circuit. However, their method is only limited to lumped component circuits. Tang and Nahkla extended AWE into both lumped and distributed circuits [23], labelling it the Generalized Asymptotic Waveform Evaluation (GAWE) technique. They created s-domain stamps of transmission lines and added them into the Modified Nodal Admittance (MNA) equations of lumped components, which resulted in more efficient computation of distributed networks. The following is a brief summary of the GAWE method.

Consider a linear network which contains linear lumped components and linear distributed component subnetworks. The generalized MNA equations of the network with an impulse input excitation can be written as [23]:
\[ W \frac{dZ(t)}{dt} + HZ(t) + \sum_{k=1}^{N_s} D_k i_k(t) - b\delta(t) = 0 \]  

(2.4-1)

where

\[ Z(t) \in R^N \] is the vector of node voltage waveforms appended by independent voltage source current waveforms and linear inductor current waveforms,

\[ W \in R^{N \times N} \text{ and } H \in R^{N \times N} \] are constant matrices with entries determined by the lumped linear components,

\[ b \in R^N \] is a constant vector related with the independent voltage and current sources,

\[ D_k = [d_{m,j}], \quad d_{m,j} \in \{0, 1\}, \quad m \in \{1, 2, \ldots, N\}, \text{ and} \]

\[ j \in \{1, 2, \ldots, n_k\} \] with a maximum of one nonzero in each row or column is a selector matrix that maps \( i_k(t) \in R^n \), the vector of currents entering the linear subnetworks k, into the node space \( R^N \) of the network,

\( N_s \) is the number of linear subnetworks,

\( \delta(t) \) is the unit impulse function.

The relation between terminal voltages and terminal currents of the kth distributed subnetwork is given by

\[ A_k V_k(s) + B_k I_k(s) = 0 \]  

(2.4-2)

where \( V_k \) and \( I_k \) represents the s-domain terminal voltages and currents of the subnetwork k, respectively. For linear distributed subnetwork k, \( A_k \) and \( B_k \) can be described in terms of the line parameters. The details can be found in [23][24].
Taking the Laplace transform of (2.4-1) will result in:

\[
\begin{bmatrix}
 sW + H & D_1 & \cdots & D_{N_t} \\
 A_1D_1' & B_1 & \cdots & 0 \\
 \cdots & \cdots & \cdots & \cdots \\
 A_{N_t}D'_{N_t} & 0 & \cdots & B_{N_t}
\end{bmatrix}
\begin{bmatrix}
 Z(s) \\
 I_1(s) \\
 \vdots \\
 I_{N_t}(s)
\end{bmatrix}
= 
\begin{bmatrix}
 b \\
 0 \\
 \vdots \\
 0
\end{bmatrix}
\]  

(2.4-3)

or

\[ Y(s)X(s) = E \]  

(2.4-4)

where

\[
Y(s) = 
\begin{bmatrix}
 sW + H & D_1 & \cdots & D_{N_t} \\
 A_1D_1' & B_1 & \cdots & 0 \\
 \cdots & \cdots & \cdots & \cdots \\
 A_{N_t}D'_{N_t} & 0 & \cdots & B_{N_t}
\end{bmatrix}
\]  

(2.4-5)

\[ X(s) = [Z(s) \quad I_1 \quad \cdots \quad I_{N_t}]^t \]  

(2.4-6)

\[ E = \begin{bmatrix} b & 0 & \cdots & 0 \end{bmatrix}^t \]  

(2.4-7)

Superscript t denotes transpose. The non-singularity of \( Y \) is a necessary requirement.

From (2.4-4) an explicit expression of \( X(s) \) can be written as follows.

\[ X(s) = Y^{-1}E \]  

(2.4-8)

\( X(s) \) can be approximated by its Macclaurin's series in the form
\[ X(s) = \sum_{n=0}^{\infty} M_n s^n \]  

(2.4-9)

where

\[
M_n = \left. \frac{\partial^n Y}{\partial s^n} \right|_{s=0} \frac{1}{n!} E
\]  

(2.4-10)

The moments \([M_n]_i (n=0, 1, ..., 2q-1)\) of an output \(i\) are then matched to a lower order s-domain Pade approximation function given by

\[
[X(s)]_i = \sum_{j=1}^{q} \frac{k_j}{s-p_j} = \frac{R_1(s)}{R_2(s)}
\]  

(2.4-11)

which gives the time domain solution

\[
[x(t)]_i = \sum_{j=1}^{q} k_j e^{p_j t}
\]  

(2.4-12)

It is noted that in \((2.4-11)\) \(R_2\) is a q-order polynomial function and \(R_1\) is specifically a \((q-1)\)-order polynomial function, respectively. \(p_j\) are poles and \(k_j\) are residues of \([X(s)]_i\), respectively.

Solutions of \(p_j\) are given by [16]

\[
a_0 + a_1 p^{-1} + a_2 p^{-2} + \cdots + p^{-q} = 0
\]  

(2.4-13)

where coefficients \(a_i\) are found by solving [16]
\[
\begin{bmatrix}
m_0 & m_1 & \ldots & m_{q-1} \\
m_1 & m_2 & \ldots & m_q \\
\vdots & \vdots & \ddots & \vdots \\
m_{q-1} & m_q & \ldots & m_{2q-2} \\
\end{bmatrix}
\begin{bmatrix}
-a_0 \\
-a_1 \\
\vdots \\
-a_{q-1} \\
\end{bmatrix}
= 
\begin{bmatrix}
m_q \\
m_{q+1} \\
\vdots \\
m_{2q-1} \\
\end{bmatrix}
\] (2.4-14)

The corresponding residues are then obtained by solving [15][24]

\[
\begin{bmatrix}
p_1^{-1} & p_2^{-1} & \ldots & p_q^{-1} \\
p_2^{-2} & p_2^{-2} & \ldots & p_q^{-2} \\
\vdots & \vdots & \ddots & \vdots \\
p_q^{-q} & p_q^{-q} & \ldots & p_q^{-q} \\
\end{bmatrix}
\begin{bmatrix}
k_1 \\
k_2 \\
\vdots \\
k_q \\
\end{bmatrix}
= 
\begin{bmatrix}
m_0 \\
m_1 \\
\vdots \\
m_{q-1} \\
\end{bmatrix}
\] (2.4-15)

**Comments on GAWE.**

Since GAWE models a n-order circuit by a lower q-order model, it saves CPU time significantly. Therefore, GAWE is one of the most efficient computing methods for distributed networks. Compared with the numerical inversion of the Laplace transform method, which will be discussed after this section, GAWE is less accurate. Improvement of accuracy can be achieved by increasing the order of approximation. In [24] it is shown that, in general, a relatively low order GAWE approximation is adequate.

### 2.5 Numerical Inversion of Laplace Transform

Various numerical methods for numerical inversion of Laplace transform are available in literature. In 1975 Singhal and Vlach introduced the numerical inversion of Laplace transform (NILT) using Pade approximation into time response analysis for linear lumped networks[20][21]. The method does not requires the determination of the poles
and residues of the network functions. It is applicable to stiff systems and to systems with multiple poles and is equivalent to a high order, absolutely stable integration method. The results of NILT are more accurate and more efficient than previous FFT-based methods since it has no aliasing problem and requires only a one point computation for any time interval \( t \). It is particularly useful in the analysis of mismatched coupled systems where reflections result in very long response time\([8][9]\).

(a) Description of NILT Method

For a linear network with linear distributed subnetworks, the system MNA equations are given by

\[
\left( A + sB + \sum_{k=1}^{N_T} P_k H_k P_k^T \right) F(s) = J(s)
\]

(2.5-1)

where \( A \in \mathbb{R}^{n \times n} \) and \( B \in \mathbb{R}^{n \times n} \) are matrices contributed by lumped components,

\( n \) is the dimension of the system,

\( H_k \in \mathbb{C}^{2m_k \times 2m_k} \) is a matrix of the \( k \)th transmission line stamp, the details of \( H_k \) will be given in section (b),

\( P_k = [ (p_{k})_{ij} ] \in \mathbb{R}^{n \times 2m_k}, (p_{k})_{ij} \in \{0, 1\} \), \( P_k \) is a selector matrix that maps the vector of currents entering the \( k \)th transmission line into the node space \( \mathbb{R}^n \) of the linear distributed network,

\( m_k \) is the dimension of the \( k \)th transmission line,

\( N_T \) is the number of coupled transmission lines,

\( s \) is the Laplace operator,
\( F(s) \in C^n \) is a vector related with the waveforms of nodal voltages, independent voltage source currents and impedance currents, 

\( J(s) \in C^n \) is a vector of current sources appended by independent voltage source waveforms.

The solution of (2.5-1) can be obtained by using LU decomposition. After solving (2.5-1) in the s-domain, numerical inversion of Laplace transform (NILT) is used to obtain time domain response, which is discussed below.

The NILT method is based on the Laplace transform inversion formula

\[
f(t) = \frac{1}{2\pi j} \int_{c-j\infty}^{c+j\infty} F(s) e^{st} ds \quad (2.5-2)
\]

where \( s \) is the Laplace operator and \( f(t) \) is the time domain response with respect to \( F(s) \). Exact inversion is possible only if the poles of \( F(s) \) are known. Since Vlach and Singhal wished to avoid the root-finding procedure, they used the substitution

\[
z = st \quad (2.5-3)
\]

then (2.5-2) can be changed into

\[
f(t) = \frac{1}{2\pi j t} \int_{c'-j\infty}^{c'+j\infty} F\left(\frac{z}{t}\right) e^z dz \quad (2.5-4)
\]

Instead of calculating its exact solution, (2.5-4) can be approximated by

\[
\hat{f}(t) = \frac{1}{2\pi j t} \int_{c'-j\infty}^{c'+j\infty} F\left(\frac{z}{t}\right) \xi_{N,M}(z) dz \quad (2.5-5)
\]
where

$$
\xi_{N,M}(z) = \frac{P_N(z)}{Q_M(z)} = \frac{\sum_{i=0}^{N} (M+N-i)! \binom{N}{i} z^i}{\sum_{i=0}^{M} (-1)^i (M+N-i)! \binom{M}{i} z^i} = \sum_{i=1}^{M} \frac{k_i}{z-z_i}
$$

(2.5-6)

is the Padé approximation of $e^z$. $P_N(z)$ and $Q_M(z)$ are polynomials of order $N$ and $M$, respectively. $k_i$ are residues and $z_i$ are poles of $\xi_{N,M}(z)$, respectively. In order that the paths along the infinite arc do not contribute to the integral of (2.5-5), $N$ must be less than $M$. The integral (2.5-5) can be evaluated by residue calculus in the form

$$
\hat{f}(t) = -\frac{1}{t} \sum_{i=1}^{M} k_i F(z_i) = -\frac{1}{t} \sum_{i=1}^{M'} \text{Re} \left[ \tilde{k}_i F \left( \frac{z}{t} \right) \right]
$$

(2.5-7)

where

$$
M' = \frac{M}{2}, \tilde{k}_i = 2k_i \text{ when } M \text{ is even},
$$

$$
M' = \frac{(M+1)}{2} \text{ when } M \text{ is odd and in this case } \tilde{k}_i = k_i \text{ for the residue corresponding to the real pole},
$$

$\text{Re}[]$ denotes real part of complex number. A collection of tables for the poles $z_i$ and the residues $k_i$ can be found in [21] [28] for different values of $N$ and $M$.

The inversion method is equivalent to the integration of differential equations, with the order of integration equal to $M+N$ [18][21]. To distinguish this method from that of the next chapter, we will call it a numerical inversion of Laplace transform of degree 0 or simply NILTO (0 means 0 degree of derivatives). It was proved [21] that the truncation
error of NILTO, which is caused by Pade approximation, is

$$\Psi_0 (N, M) = \frac{d_{N+M+1} (1-D_{N,M})}{(N+M+1)!} t^{N+M+1}$$  \hspace{1cm} (2.5-8)$$

where the definition of \( d_{N+M+1} \) and \( D_{N,M} \) will be given in chapter 3. Note that since \( \Psi_0 (N, M) \) is the function of \( t^{N+M+1} \), error goes up with time.

It is also noted that since \( k_i \) and \( z \) were already calculated, the main cost of NILTO is one LU decomposition plus a backward-forward substitution for each pair of conjugate poles of the Pade approximation function of (2.5-6).

(b) Griffith and Nakhla's Stamps of Transmission Lines for NILTO

It is known that the relationship between voltages and currents of the \( k \)th transmission line in time domain can be written as partial differential equations as follows:

$$\frac{\partial v_k (x, t)}{\partial x} = -(R_k i_k (x, t) + L_k \frac{\partial i_k (x, t)}{\partial t})$$  \hspace{1cm} (2.5-9)$$

$$\frac{\partial i_k (x, t)}{\partial x} = -(G_k v_k (x, t) + C_k \frac{\partial v_k (x, t)}{\partial t})$$  \hspace{1cm} (2.5-10)$$

where \( R_k \), \( G_k \), \( L_k \) and \( C_k \) are line parameter matrices of the \( k \)th transmission line, \( R_k \) is the resistance matrix, \( G_k \) is the conductance matrix, \( L_k \) is the inductance matrix and \( C_k \) is the capacitance matrix. \( v_k (x, t) \) and \( i_k (x, t) \) are voltage and current vector of the \( k \)th transmission line in time domain at location \( x \), respectively.

Applying the Laplace transform to (2.5-9) and (2.5-10) with assuming zero initial conditions will result in
\[ \frac{dV_k(x, s)}{dx} = -(R_k + sL_k)I_k(x, s) = -Z_kI_k(x, s) \] (2.5-11)

\[ \frac{dl_k(x, s)}{dx} = -(G_k + sC_k)V_k(x, s) = -Y_kV_k(x, s) \] (2.5-12)

where \( V_k(x, s) \) and \( I_k(x, s) \) are the s-domain counterparts of \( v_k(x, t) \) and \( i_k(x, t) \), respectively.

\[ Z_k = R_k + sL_k \] (2.5-13)

\[ Y_k = G_k + sC_k \] (2.5-14)

Differentiating both (2.5-11) and (2.5-12) in terms of \( x \) gives

\[ \frac{d^2V_k(x, s)}{dx^2} = Z_kY_kV_k(x, s) \] (2.5-15)

\[ \frac{d^2l_k(x, s)}{dx^2} = Y_kZ_kI_k(x, s) \] (2.5-16)

Assume that

\[ V_k(x, s) = S_{kvi}e^{\gamma_kx} \] (2.5-17)

is a solution of (2.5-15), where \( \gamma_k \) and \( S_{kvi} \) are the eigenvalue and eigenvector pair of \( Z_kY_k \). Applying (2.5-17) in (2.5-15) gives

\[ \gamma_k^2S_{kvi}e^{\gamma_kx} = Z_kY_kS_{kvi}e^{\gamma_kx} \] (2.5-18)

which is equivalent to
\[(\gamma_{ki}^2 U - Z_k Y_k) S_{kvi} = 0 \quad (2.5-19)\]

where \(i=1, 2, \ldots, m_k\), and \(m_k\) is the dimension of the \(k\)th coupled transmission line and \(U\) is the identity matrix.

Since both \(\gamma_{ki}\) and \(-\gamma_{ki}\) are eigenvalues of \(Z_k Y_k\), the general solution of (2.5-15) is given by

\[V_k(x, s) = S_{kv}E_k^T(x) K_{k1} + S_{kv}E_k^{-1}(x) K_{k2} \quad (2.5-20)\]

where

\[S_{kv} = \begin{bmatrix} S_{kv1} & S_{kv2} & \cdots & S_{kv m_k} \end{bmatrix} \quad (2.5-21)\]

\[E_k(x) = \begin{bmatrix} e^{-\gamma_{ki}x} & 0 & \cdots & 0 \\ 0 & e^{-\gamma_{k2}x} & \cdots & 0 \\ \cdots & \cdots & \cdots & \cdots \\ 0 & 0 & \cdots & e^{-\gamma_{km_k}x} \end{bmatrix} \quad (2.5-22)\]

\(K_{k1}\) and \(K_{k2}\) are constant vectors defined by terminal values of \(V_k(x, s)\).

Differentiating (2.5-20) gives

\[\frac{dV_k(x, s)}{dx} = -S_{kv} \Gamma_k E_k(x) K_{k1} + S_{kv} \Gamma_k E_k^{-1}(x) K_{k2} \quad (2.5-23)\]

where
\[
\Gamma_k = \begin{bmatrix}
\gamma_{k1} & 0 & \cdots \\
0 & \gamma_{k2} & \cdots \\
\cdots & \cdots & \cdots \\
0 & 0 & \cdots & \gamma_{km_k}
\end{bmatrix}
\]

(2.5-24)

Combining (2.5-23) with (2.5-11) together gives

\[
-S_{kv} \Gamma_k E_k(x) K_{k1} + S_{kv} \Gamma_k E_k^{-1}(x) K_{k2} = -Z_k I_k(x, s)
\]

(2.5-25)

The solution of \( I_k(x, s) \) can be obtained from (2.5-25) as follows

\[
I_k(x, s) = Z_k^{-1} S_{kv} \Gamma_k E_k(x) K_{k1} - Z_k^{-1} S_{kv} \Gamma_k E_k^{-1}(x) K_{k2}
= S_{ki} E_k(x) K_{k1} - S_{ki} E_k^{-1}(x) K_{k2}
\]

(2.5-26)

where

\[
S_{ki} = Z_k^{-1} S_{kv} \Gamma_k
\]

(2.5-27)

Let \( x = 0 \) and \( D_k \) (\( D_k \) is the length of the \( k \)th coupled transmission line) in (2.5-20), then

\[
V_k(0, s) = S_{kv} K_{k1} + S_{kv} K_{k2}
V_k(D_k, s) = S_{kv} E_k(D_k) K_{k1} + S_{kv} E_k^{-1}(D_k) K_{k2}
\]

(2.5-28)

which gives the constant vectors \( K_{k1} \) and \( K_{k2} \) as below:

\[
\begin{bmatrix}
K_{k1} \\
K_{k2}
\end{bmatrix} = \begin{bmatrix}
S_{kv} & S_{kv} \\
S_{kv} E_k(D_k) & S_{kv} E_k^{-1}(D_k)
\end{bmatrix}^{-1} \begin{bmatrix}
V_k(0, s) \\
V_k(D_k, s)
\end{bmatrix}
\]

(2.5-29)

Similarly,
\[ I_k(0, s) = S_{k_i} K_{k_1} - S_{k_i} K_{k_2} \]
\[ I_k(D_k, s) = S_{k_i} E_k(D_k) K_{k_1} - S_{k_i} E_k^{-1}(D_k) K_{k_2} \] (2.5-30)

Applying (2.5-29) into (2.5-30) gives a matrix form as follows

\[
\begin{bmatrix}
I_k(0, s) \\
I_k(D_k, s)
\end{bmatrix} =
\begin{bmatrix}
S_{k_i} & -S_{k_i} \\
S_{k_i} E_k(D_k) & -S_{k_i} E_k^{-1}(D_k)
\end{bmatrix}
\begin{bmatrix}
K_{k_1} \\
K_{k_2}
\end{bmatrix}
\]
\[
= \begin{bmatrix}
S_{k_i} & -S_{k_i} \\
S_{k_i} E_k^{-1}(D_k) & -S_{k_i} E_k(D_k)
\end{bmatrix}
\begin{bmatrix}
S_{k_v} & S_{k_v} \\
S_{k_v} & S_{k_v}
\end{bmatrix}^{-1}
\begin{bmatrix}
V_k(0, s) \\
V_k(D_k, s)
\end{bmatrix}
\] (2.5-31)

In order to match the MNA equation form, the reference direction of \( I_k(D_k) \) is changed in (2.5-31), then (2.5-31) can be written as:

\[
\begin{bmatrix}
I_k(0, s) \\
I_k(D_k, s)
\end{bmatrix} =
\begin{bmatrix}
S_{k_i} & -S_{k_i} \\
-S_{k_i} E_k(D_k) & S_{k_i} E_k^{-1}(D_k)
\end{bmatrix}
\begin{bmatrix}
S_{k_v} & S_{k_v} \\
S_{k_v} & S_{k_v}
\end{bmatrix}^{-1}
\begin{bmatrix}
V_k(0, s) \\
V_k(D_k, s)
\end{bmatrix}
\]
\[
= \begin{bmatrix}
S_{k_i} & 0 \\
0 & S_{k_i}
\end{bmatrix}
\begin{bmatrix}
U & -U \\
-E_k(D_k) & E_k^{-1}(D_k)
\end{bmatrix}
\begin{bmatrix}
U & 0 \\
S_{k_v} E_k(D_k) & S_{k_v} E_k^{-1}(D_k)
\end{bmatrix}^{-1}
\begin{bmatrix}
V_k(0, s) \\
V_k(D_k, s)
\end{bmatrix}
\]
\[
= \begin{bmatrix}
S_{k_i} E_k(D_k) & S_{k_i} E_k'(D_k) \\
S_{k_i} E_k'(D_k) & S_{k_i} E_k(D_k)
\end{bmatrix}
\begin{bmatrix}
S_{k_v}^{-1} & 0 \\
0 & S_{k_v}^{-1}
\end{bmatrix}
\begin{bmatrix}
V_k(0, s) \\
V_k(D_k, s)
\end{bmatrix}
\] (2.5-32)

where

\[ E_{k_1}(D_k) = \text{diag}\left(\frac{\exp(\gamma_{k_1} D_k) + \exp(-\gamma_{k_1} D_k)}{\exp(\gamma_{k_1} D_k) - \exp(-\gamma_{k_1} D_k)}\right) = \text{diag}\left(\frac{1 + \exp(-2\gamma_{k_1} D_k)}{1 - \exp(-2\gamma_{k_1} D_k)}\right) \] (2.5-33)
\[ E_{k2}(D_k) = \text{diag} \left( \frac{2}{\exp(-\gamma_{kl}D_k) - \exp(\gamma_{kl}D_k)} \right) = \text{diag} \left( \frac{2\exp(-\gamma_{kl}D_k)}{\exp(-2\gamma_{kl}D_k) - 1} \right) (2.5-34) \]

and

\[ H_k(D_k) = \begin{bmatrix} S_{kl}E_{k1}(D_k)S_{kv}^{-1} & S_{kl}E_{k2}(D_k)S_{kv}^{-1} \\ S_{kl}E_{k2}(D_k)S_{kv}^{-1} & S_{kl}E_{k1}(D_k)S_{kv}^{-1} \end{bmatrix} (2.5-35) \]

Here \( H_k(D_k) \) is the \( k \)th transmission stamp required in equation (2.5-1).

**Comments on NILTO**

Compared to FFT, NILTO is more accurate and more efficient. Particularly for the continuous input waveform, NILTO has no aliasing problem. NILTO is also faster than FFT because it can compute the response at any specific time \( t_c \), whereas FFT has to calculate all of the responses from \( t=t_0 \) to \( t = t_c \) for a set of points. A disadvantage of NILTO, on the other hand, is that the computing results will be inaccurate when delay time increases.

**2.4 Comparison**

Comparisons are made of the three methods mentioned in this chapter for time analysis of distributed networks based on their accuracy and efficiencies, as shown in Table 2.1. Among them, GAWE is the most efficient and NILTO is the most accurate.
<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
<th>Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>FFT</td>
<td>L</td>
<td>L</td>
</tr>
<tr>
<td>GAWE</td>
<td>M</td>
<td>H</td>
</tr>
<tr>
<td>NILTO</td>
<td>H</td>
<td>M</td>
</tr>
</tbody>
</table>

Table 2.1 Comparison of the three methods
Chapter 3

High Degree Numerical Inversion of Laplace Transform

3.1 Introduction

As described in the previous chapter, the numerical inversion of Laplace transform (NILTO) method is efficient in solving time responses of linear networks, especially for lossy multiconductor transmission line networks since conventional circuit simulators cannot be used in these circumstances. The results have shown that the NILTO method is accurate for a certain time interval and is absolutely stable [21].

This chapter presents a high degree numerical inversion of Laplace transform method by using derivatives of output waveforms with respect to the Laplace operator s. The new methods are more accurate and more efficient than NILTO for a given M and N. In addition, they are absolutely stable. The theoretical basis for the new methods is given in section 3.2 and their truncation error is proved in section 3.3. The stability of the new methods is discussed in section 3.4. Comparisons of results obtained by Hspice, NILTO
and the new methods for linear lumped networks are shown in section 3.5. Their efficiency
and applications for distributed networks will be discussed in the next chapter.

3.2 Derivation Of The New Method

To distinguish the new method from the method mentioned in section 2.5, the
numerical inversion of Laplace transform of degree \( n \) will be denoted by NILTn \( (n > 0) \).
Corresponding to (2.5-5), the equation for NILTn with Pade approximation is given by

\[
\hat{f}_n(t) = \frac{n+1}{2\pi j t} \int \left( \frac{(n+1)z}{t} \right)^{(c+jm)} \xi_{N,M}^{n+1}(z) \, dz \\
= \frac{P}{2\pi j t} \int \left( \frac{Pz}{t} \right)^{(c+jm)} \xi_{N,M}^{P}(z) \, dz
\]

(3.2-1)

where \( n \) is the highest degree of derivative used and \( p = n + 1 \). Note that (3.2-1) will be
exactly the same as (2.5-5) for \( n=0 \). The following is its derivation.

Proof of (3.2-1)

Let \( n (n=1, 2, \ldots) \) be the highest degree of derivative used and \( p=n+1 \). Replacing
\( t \) by \( pt \) in (2.5-2) results in

\[
f_n(pt) = \frac{1}{2\pi j} \int \left( \frac{c+jm}{s} \right) F(s) e^{sp} \, ds
\]

(3.2-2)

Subscript \( n \) denotes the \( n \) degree derivative to be used for obtaining the time response.

Using the same substitution as used in 2.5(a), let
\[ z = s \tau \] (3.2-3)

Applying (3.2-3) into (3.2-2) gives

\[
\hat{I}_n(p, \tau) = \frac{1}{2\pi j \tau} \int_{(c-j\infty)}^{(c+j\infty)} F \left( \frac{z}{\tau} \right) e^{pz} dz
\] (3.2-4)

Substitute \( e^{pz} \) by pth-order power of Pade approximation \( \xi_{N,M}^p(z) \), which can be obtained using (2.5-6)

\[
\xi_{N,M}^p(z) = \left( \sum_{i=1}^{M} \frac{k_i}{z - z_i} \right)^p
\] (3.2-5)

from (3.2-4) and (3.2-5)

\[
\hat{I}_n(p, \tau) = \frac{1}{2\pi j \tau} \int_{(c-j\infty)}^{(c+j\infty)} F \left( \frac{z}{\tau} \right) \xi_{N,M}^p(z) dz
\] (3.2-6)

Substituting \( \tau = \frac{t}{p} \) into (3.2-6) gives a general form of the numerical inversion of Laplace transform of degree \( n \) (NILTn).

\[ \square \]

Solving (3.2-1) is equivalent to solving for the residues of \( F \left( \frac{pZ}{t} \right) \xi_{N,M}^p(z) \).

The solutions of (3.2-1) with \( n=1 \) and \( n=2 \) are given below.

**Numerical Inversion of Laplace Transform of Degree 1 (NILT1)**

Using the first derivative of \( F(s) \) (\( n=1 \)) with respect to \( s \), the numerical inversion of Laplace transform of degree 1 (NILT1) is given by
\[ \hat{f}_i(t) = \frac{2}{t} \sum_{i=1}^{M} \text{Re} \left[ -\frac{\hat{2}}{k_i} F'(\frac{2z_i}{t}) + 2\hat{k}_i A_i F\left(\frac{2z_i}{t}\right) \right] \]  \hspace{1cm} (3.2-7)

where

\[ A_i = \sum_{j=1}^{M} \frac{k_j}{z_i - z_j} \quad \text{for} \quad j \neq i \]  \hspace{1cm} (3.2-8)

The symbols used in (3.2-7) are exactly the same as those in section 2.5.

The following is the derivation of (3.2-7).

**Proof of (3.2-7)**

Letting \( p = n+1 = 2 \) in (3.2-1) gives

\[ \hat{f}_i(t) = \frac{1}{\pi i t} \int_{(c-j\infty)} (z-j\infty) F\left(\frac{2z}{t}\right) \xi_{N,M}^2(z) \, dz \]  \hspace{1cm} (3.2-9)

where

\[ \xi_{N,M}^2(z) = \left( \sum_{i=1}^{M} \frac{k_i}{z-z_i} \right)^2 = \sum_{i=1}^{M} \sum_{j=1}^{M} \frac{k_i k_j}{(z-z_i)(z-z_j)} \]

\[ = \sum_{i=1}^{M} \frac{k_i^2}{(z-z_i)^2} + \sum_{i=1}^{M} \sum_{j \neq i}^{M} \frac{k_i k_j}{(z-z_i)(z-z_j)} \]  \hspace{1cm} (3.2-10)

Substituting (3.2-10) into (3.2-9) results in
\[
\hat{f}_1(t) = \frac{1}{\pi j t} \left( \varepsilon^{(c+j \omega)} \int (c-j \omega) \left( \sum_{i=1}^{M} \frac{k_i^2}{(z-z_i)^2} F \left( \frac{2z}{t} \right) + \sum_{i=1}^{M} \sum_{j \neq i} k_i k_j \frac{k_i^2}{(z-z_i)(z-z_j)} F \left( \frac{2z}{t} \right) \right) dz \right)
\]

\[
= -\frac{2}{t} \left( \sum \text{residues of} \left( \sum_{i=1}^{M} \frac{k_i^2}{(z-z_i)^2} F \left( \frac{2z}{t} \right) \right) \right) \quad (3.2-11)
\]

\[
-\frac{2}{t} \left( \sum \text{residues of} \left( \sum_{i=1}^{M} \sum_{j \neq i} \frac{k_i k_j}{(z-z_i)(z-z_j)} F \left( \frac{2z}{t} \right) \right) \right)
\]

The negative sign in (3.2-11) implies that the integral takes a clockwise route. The solutions of residues in (3.2-11) are given below.

\[
\sum \text{residue of} \left( \sum_{i=1}^{M} \frac{k_i^2}{(z-z_i)^2} F \left( \frac{2z}{t} \right) \right) = \frac{2}{t} \sum_{i=1}^{M} k_i^2 F' \left( \frac{2z_i}{t} \right) \quad (3.2-12)
\]

\[
\sum \text{residues of} \left( \sum_{i=1}^{M} \sum_{j \neq i} \frac{k_i k_j}{(z-z_i)(z-z_j)} F \left( \frac{z_i}{t} \right) \right) = 2 \sum_{i=1}^{M} \sum_{j \neq i} \frac{k_i k_j}{(z_i-z_j)} F \left( \frac{2z_i}{t} \right) \quad (3.2-13)
\]

Therefore an explicit expression of (3.2-11) can be written as

\[
\hat{f}_1(t) = -\frac{2}{t} \left( \frac{2}{t} \sum_{i=1}^{M} k_i^2 F' \left( \frac{2z_i}{t} \right) + 2 \sum_{i=1}^{M} \sum_{j \neq i} \frac{k_i k_j}{(z_i-z_j)} F \left( \frac{2z_i}{t} \right) \right) \quad (3.2-14)
\]

Assuming M is even, the poles of the Pade approximation function always appear in conjugate pairs, which implies that the imaginary part of (3.2-14) will be zero. Let \( M' = \frac{M}{2} \) and \( \tilde{k}_i = 2k_i \) in (3.2-14). Thus the final solution of (3.2-1) for n=1 can be written as
\[ \hat{f}_1(t) = -\frac{2}{t} \left( \frac{1}{M} \sum_{i=1}^{M} Re \left[ k_i F' \left( \frac{2z_i}{t} \right) \right] + 2 \sum_{i=1}^{M} \sum_{j=1}^{M} Re \left[ \frac{k_k k_j}{(z_i - z_j)} F \left( \frac{2z_i}{t} \right) \right] \right) \]

\[ = -\frac{2}{t} \sum_{i=1}^{M} Re \left[ \frac{-2}{t} k_i F' \left( \frac{2z_i}{t} \right) + 2 \tilde{k}_i \sum_{j=1}^{M} \frac{k_j}{(z_i - z_j)} F \left( \frac{2z_i}{t} \right) \right] \]  

(3.2-15)

When \( M \) is odd, \( M' = \frac{(M + 1)}{2} \) and \( \tilde{k}_i = k_i \) for the residue corresponding to the real pole.

□

**Numerical Inversion of Laplace Transform of Degree 2 (NILT2)**

Using up to the second degree of the derivative of \( F(s) \) (n=2), the numerical inversion of Laplace transform of degree 2 (NILT2) is given by

\[ \hat{f}_2(t) = -\frac{9}{t} \sum_{i=1}^{M} Re \left[ \frac{3k_i^3}{8t^2} F'' \left( \frac{3z_i}{t} \right) + \frac{3k_i^2}{2t} A_i F' \left( \frac{3z_i}{t} \right) + D_i F \left( \frac{3z_i}{t} \right) \right] \]  

(3.2-16)

where

\[ D_i = C_i k_i - \frac{-2}{2} k_i B_i \]  

(3.2-17)

\[ B_i = \sum_{j=1}^{M} \frac{k_j}{(z_i - z_j)^2} \]  

(3.2-18)
\[ C_i = \sum_{i=1}^{M} \sum_{\substack{\nu=1 \\nu \neq i \\nu \neq j}}^{M} \frac{k_i k_\nu}{(z_i - z_j)(z_i - z_\nu)} \]  

(3.2-19)

The proof of (3.2-16) is the same as that of (3.2-7) except for choosing \( n = 2 \) (\( p = 3 \)), which is given below.

**Proof of (3.2-16)**

Replacing \( n = 2 \) into (3.2-1) gives

\[
\hat{f}_2(t) = \frac{3}{2\pi i t} \int_{(c-j\infty)} \hat{F}(\frac{3z}{t}) \xi_{N,M}^3(z) \, dz
\]

(3.2-20)

where

\[
\xi_{N,M}^3(z) = \left( \sum_{i=1}^{M} \frac{k_i}{z - z_i} \right)^3
\]

(3.2-21)

Substituting (3.2-21) into (3.2-20) results in
\[ f_2(t) = \frac{3}{2\pi j t} \int_{(c-j\omega)}^{(c+j\omega)} \sum_{i=1}^{M} \frac{k_i^3}{(z-z_i)^3} F\left(\frac{3z}{t}\right) \, dz \]
\[ + \frac{3}{2\pi j t} \int_{(c-j\omega)}^{(c+j\omega)} \sum_{i=1}^{M} \sum_{j \neq i}^{M} \frac{k_i^2 k_j}{(z-z_i)^2(z-z_j)} F\left(\frac{3z}{t}\right) \, dz \]
\[ + \frac{3}{2\pi j t} \int_{(c-j\omega)}^{(c+j\omega)} \sum_{i=1}^{M} \sum_{j \neq i}^{M} \sum_{v \neq i, j}^{M} \frac{k_i k_j k_v}{(z-z_i)(z-z_j)(z-z_v)} F\left(\frac{3z}{t}\right) \, dz \]
\[ = \frac{-3}{t} \sum \text{residues of} \left( \sum_{i=1}^{M} \frac{k_i^3}{(z-z_i)^3} F\left(\frac{3z}{t}\right) \right) \]
\[ - \frac{3}{t} \sum \text{residues of} \left( \sum_{i=1}^{M} \sum_{j \neq i}^{M} \frac{k_i^2 k_j}{(z-z_i)^2(z-z_j)} F\left(\frac{3z}{t}\right) \right) \]
\[ - \frac{3}{t} \sum \text{residues of} \left( \sum_{i=1}^{M} \sum_{j \neq i}^{M} \sum_{v \neq i, j}^{M} \frac{k_i k_j k_v}{(z-z_i)(z-z_j)(z-z_v)} F\left(\frac{3z}{t}\right) \right) \]

The residues in (3.2-22) are given by the following.

\[ \sum \text{residues of} \left( \sum_{i=1}^{M} \frac{k_i^3}{(z-z_i)^3} F\left(\frac{3z}{t}\right) \right) = \frac{1}{2} \sum_{i=1}^{M} \frac{9k_i^3}{t^2} F''\left(\frac{3z}{t}\right) \]
\[
\sum \text{residues of } \left( \sum_{i=1}^{M} \sum_{j=1}^{M} \frac{k_i^2 k_j}{(z-z_i)^2 (z-z_j)^2} F \left( \frac{3z}{t} \right) \right)_{j \neq i} \\
= 3 \sum_{i=1}^{M} \sum_{j=1}^{M} k_i^2 k_j \left( \frac{3F' \left( \frac{3z_i}{t} \right)}{t (z_i-z_j)^2} - \frac{F \left( \frac{3z_i}{t} \right)}{(z_i-z_j)^2} \right) \\
+ 3 \sum_{i=1}^{M} \sum_{j=1}^{M} \frac{k_i k_j^2}{(z_i-z_j)^2} F \left( \frac{3z_i}{t} \right) 
\]

(3.2-24)

\[
\sum \text{residues of } \left( \sum_{i=1}^{M} \sum_{j=1}^{M} \frac{k_i k_j k_v}{(z-z_i)(z-z_j)(z-z_v)} F \left( \frac{3z}{t} \right) \right)_{j \neq i, v \neq i, j \neq v} \\
= 3 \sum_{i=1}^{M} \sum_{j=1}^{M} \sum_{v=1}^{M} \frac{k_i k_j k_v}{(z_i-z_j)(z_i-z_v)} F \left( \frac{3z_i}{t} \right) 
\]

(3.2-25)

Substituting (3.2-23)-(3.2-25) into (3.2-22) gives an explicit expression of (3.2-20)

\[
\tilde{t}_2 \left( \frac{\bar{t}_2 (t)}{2 \bar{t}_2} \right) = -\frac{27}{2\bar{t}_2^3} \sum_{i=1}^{M} k_i^3 F'' \left( \frac{3z_i}{t} \right) - \frac{9}{\bar{t}_2} \sum_{i=1}^{M} \sum_{j=1}^{M} k_i^2 k_j \left( \frac{3F' \left( \frac{3z_i}{t} \right)}{t (z_i-z_j)^2} - \frac{F \left( \frac{3z_i}{t} \right)}{(z_i-z_j)^2} \right) \\
- \frac{9}{\bar{t}_2} \sum_{i=1}^{M} \sum_{j=1}^{M} \sum_{v=1}^{M} \frac{k_i k_j k_v}{(z_i-z_j)(z_i-z_v)} F \left( \frac{3z_i}{t} \right) 
\]

(3.2-26)

Substituting the relations \( M' = \frac{M}{2} \) and \( \bar{k}_i = 2k_i \) into (3.2-26), the final solution of (3.2-1) for \( n=2 \) (assuming \( M \) is even) can be written as
\[ \hat{f}_2(t) = -\frac{27}{2t^3} \sum_{i=1}^{\hat{M}} \text{Re} \left[ \frac{-3}{4} F'' \left( \frac{3z_i}{t} \right) \right] - \frac{9}{t} \sum_{i=1}^{\hat{M}} \sum_{j=1}^{\hat{M}} \sum_{\nu=1}^{\hat{M}} \sum_{j \neq i, j \neq \nu} \text{Re} \left[ \frac{-2}{k_i k_j} \frac{3F' \left( \frac{3z_i}{t} \right)}{(z_i-z_j)^t} - \frac{F \left( \frac{3z_i}{t} \right)}{(z_i-z_j)^2} \right] \]

\[ = -\frac{9}{t} \sum_{i=1}^{\hat{M}} \text{Re} \left[ \frac{-3}{8t^2} F'' \left( \frac{3z_i}{t} \right) + \frac{9}{8t^2} \frac{k_i}{2} \sum_{j=1}^{\hat{M}} \frac{3F' \left( \frac{3z_i}{t} \right)}{(z_i-z_j)^t} - \frac{F \left( \frac{3z_i}{t} \right)}{(z_i-z_j)^2} \right] \]

\[ = -\frac{9}{t} \sum_{i=1}^{\hat{M}} \text{Re} \left[ \frac{k_i}{2} \sum_{j=1}^{\hat{M}} \sum_{\nu=1}^{\hat{M}} \frac{k_j k_\nu}{(z_i-z_j)^t} \frac{F \left( \frac{3z_i}{t} \right)}{(z_i-z_j)^2} \right] \]

When \( M \) is odd, \( \hat{M} = \frac{(M+1)}{2} \) and \( \tilde{k}_i = k_i \) for the residue corresponding to the real pole.

\[ \square \]

Following the above derivations, we can have solutions of (3.2-1) with \( n=3, n=4, \ldots \).

### 3.3 The Truncation Error of NILTn

Let \( \Psi_n(N,M) \) be the truncation error of the numerical inversion of Laplace transform of degree \( n \) \((n > 0)\). Compared to the truncation error of NILT0, the relative truncation error of NILTn with respect to NILT0 is given by

\[ \frac{\Psi_n(N,M)}{\Psi_0(N,M)} = \frac{1}{(n+1)^{N+M}} \quad (3.3-1) \]

To prove (3.3-1), we need the following preparations.
Lemma 1:

\[
(\xi_{N,M}^p(z))^{(k)} \bigg|_{z=0} = p^k, \ 0 \leq k \leq N+M
\]  
(3.3-2)

Proof of Lemma 1:

It is noted [21] that the Pade approximation of \( \xi^z \) has the first \( M+N+1 \) terms of its Maclaurin's series expansion equal to the first \( M+N+1 \) terms of Maclaurin's series expansion of

\[
\xi^z = \sum_{i=0}^{\infty} \frac{z^i}{i!}
\]  
(3.3-3)

which implies that

\[
(\xi_{N,M}^p(z))^{(i)} \bigg|_{z=0} = 1, \ 0 \leq i \leq N+M
\]  
(3.3-4)

The induction technique is used to prove (3.3-2) as follows:

(i) It is straightforward to show (3.3-2) is satisfied by \( k=1 \), i.e.

\[
(\xi_{N,M}^p(z))^{(1)} \bigg|_{z=0} = (p \xi_{N,M}^{p-1}(z) (\xi_{N,M}^p(z))^{(i)}) \bigg|_{z=0} = p = p^1
\]  
(3.3-5)

(ii) Assuming (3.3-2) is valid for \( k=m-1 \) \( (0 < m \leq N+M) \), i.e.

\[
(\xi_{N,M}^p(z))^{(m-1)} \bigg|_{z=0} = p^{m-1}
\]  
(3.3-6)

(iii) When \( k=m \)
\[
\left( \xi_{N,M}^P(z) \right)^{\text{\(m\)}} \bigg|_{z=0} = \left( \left( \xi_{N,M}^{P} (z) \right)^{(1)} \right)^{\text{\(m-1\)}} \bigg|_{z=0} \\
= \left(\xi_{N,M}^{P-1} (z) \left( \xi_{N,M} (z) \right)^{(1)} \right)^{\text{\(m-1\)}} \bigg|_{z=0}
\]
(3.3-7)

Using Leibniz's formula

\[
(hg)^{(k)} = \sum_{i=0}^{k} \binom{k}{i} h^{(i)} g^{(k-i)}
\]
(3.3-8)

(3.3-7) can be written in the form

\[
\left( \xi_{N,M}^{P} (z) \right)^{\text{\(m\)}} \bigg|_{z=0} \\
= p \sum_{i=0}^{m-1} \binom{m-1}{i} \left( \xi_{N,M}^{P-1} (z) \right)^{(i)} \left( \left( \xi_{N,M} (z) \right)^{(1)} \right)^{\text{\(m-1-i\)}} \bigg|_{z=0} \\
= p \sum_{i=0}^{m-1} \binom{m-1}{i} \left( \xi_{N,M}^{P-1} (z) \right)^{(i)} \left( \xi_{N,M} (z) \right)^{(m-i)} \bigg|_{z=0}
\]
(3.3-9)

Note that in (3.3-9), \(0 \leq i \leq m - 1 < N + M\). According to (3.3-6),

\[
\left( \xi_{N,M}^{P-1} (z) \right)^{(i)} \bigg|_{z=0} = (p-1)^{i}
\]
(3.3-10)

It is also noted that according to (3.3-4),

\[
\left( \xi_{N,M} (z) \right)^{(m-i)} \bigg|_{z=0} = 1
\]
(3.3-11)

since \(m - i \leq M + N\).

Using the binomial equation
\[(a + b)^k = \sum_{i=0}^{k} \binom{k}{i} a^i b^{k-i}\]  

(3.3-12)

in (3.3-9) combined with (3.3-10) and (3.3-11) gives

\[\left.\left(\xi_{N,M}^p(z)\right)^{(m)}\right|_{z=0} = p \sum_{i=0}^{m-1} \binom{m-1}{i} (p-1)^i \cdot 1\]

\[= p (p - 1 + 1)^{m-1} = p (p - 1 + 1)^{m-1} = p^m\]  

\[\Box\]

**Lemma 2:**

\[\left(\xi_{N,M}^p(z)\right)^{N+M+1} = p^{N+M+1} \left(1 - \frac{1 - D_{N,M}}{p^{N+M}}\right)\]  

(3.3-14)

where

\[D_{N,M} = \left.\left(\xi_{N,M}^p(z)\right)^{(N+M+1)}\right|_{z=0}\]  

(3.3-15)

**Proof of Lemma 2:**

Write \(\left.\left(\xi_{N,M}^p(z)\right)^{(N+M+1)}\right|_{z=0}\) in the form
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\[
\left. \left( \frac{\xi_N^p(z)}{z} \right)^{(N+M+1)} \right|_{z=0} = \left( \left. \left( \frac{\xi_N^p(z)}{z} \right)^{(1)} \right|_{z=0} \right)^{(N+M)} \\
= \left( p^{N+M} (\xi_N^p(z))^{(1)} \right)^{(N+M)} \left|_{z=0} \right.
\]

\[
= p \sum_{i=0}^{N+M} \binom{N+M}{i} (\xi_N^p(z))^{(i)} (\xi_N(z))^{(N+M+1-i)} \left|_{z=0} \right. 
\]

(3.3-16)

Note that all terms of (3.3-16) have derivatives of \( \xi_N^p(z) \) of degrees less than or equal to \( N+M \) and have derivatives of \( \xi_N(z) \) of degrees less than or equal to \( N+M \), except for \( i=0 \). Using (3.3-4) and Lemma 1, \( \left. \left( \frac{\xi_N^p(z)}{z} \right)^{(N+M+1)} \right|_{z=0} \) can be written as

\[
\left. \left( \frac{\xi_N^p(z)}{z} \right)^{(N+M+1)} \right|_{z=0} = p \sum_{i=0}^{N+M} \binom{N+M}{i} (\xi_N^p(z))^{(i)} (\xi_N(z))^{(N+M+1-i)} \left|_{z=0} \right. 
\]

\[
= p \left( D_{N,M} + \sum_{i=1}^{N+M} \binom{N+M}{i} (p-1)^i \cdot 1 \right) 
\]

\[
= p (D_{N,M} + (p-1)^{N+M} - 1) 
\]

\[
= p^{N+M+1} \left( 1 - \frac{1 - D_{N,M}}{p^{N+M}} \right) 
\]

(3.3-17)

\[\square\]

Using Lemma 1 and Lemma 2, the Maclaurin’s series expansion of \( \xi_N^p(z) \) represented by its first \( N+M+2 \) terms is given by

\[
\xi_N^p(z) = \sum_{i=0}^{N+M} \frac{p^i}{i!} z^i + \frac{p^{N+M+1}}{(N+M+1)!} \left( 1 - \frac{1 - D_{N,M}}{p^{N+M}} \right) z^{N+M+1} + \ldots 
\]

(3.3-18)
\textbf{Proof of (3.3-1)}

The definition of the truncation error of NILTn is

$$
\Psi_n(N, M) = f(t) - \hat{f}_n(t)
$$

(3.3-19)

Let \( d_i \) be the \( i \)th derivative of \( f(t) \) at \( t=0 \), i.e.

$$
d_i = f^{(i)}(t) \bigg|_{t=0}
$$

(3.3-20)

Therefore the Maclaurin's series expansion of \( f(t) \) represented by its first \( N+M+2 \) terms is

$$
f(t) = d_0 + d_1t + \frac{d_2}{2!}t^2 + \ldots + \frac{d_{N+M}}{(N+M)!}t^{N+M} + \frac{d_{N+M+1}}{(N+M+1)!}t^{N+M+1} + \ldots
$$

(3.3-21)

Taking the Laplace transform of (3.3-21), its \( s \)-domain expression is given by

$$
F(s) = \sum_{i=0}^{N+M} \frac{d_i}{s^{i+1}} + \frac{d_{N+M+1}}{s^{N+M+2}} + \ldots
$$

(3.3-22)

Applying (3.3-22) and (3.3-18) into (3.2-1) with

\( s = \frac{(n+1)z}{t} = \frac{pz}{t} \) gives
\[ \hat{f}_n(t) = \frac{p}{2\pi j t} \int \frac{(c+j\omega)}{(c-j\omega)} \left( \sum_{i=0}^{N+M} d_i \left( \frac{p^Z}{t} \right)^{i+1} + \frac{d_{N+M+1}}{(N+M+2)^{i+1}} \right) \right. 
\left. \cdot \left( \sum_{i=0}^{N+M} \frac{p^i}{i!} \left( \frac{p}{n+M+1} \right)^i \left( 1 - \frac{1-D_{N,M}}{p^{N+M}} \right)^i \right) dz \right) (3.3-23) 
\]

\[ = \frac{p}{2\pi j t} \int \left( \sum_{i=0}^{N+M} d_i \left( \frac{p^Z}{t} \right)^{i+1} + \frac{d_{N+M+1}}{pz (N+M+1)!} \left( \frac{1-D_{N,M}}{p^{N+M}} \right)^{i+1} \right) dz \]

\[ = \frac{1}{2\pi j} \int \left( \sum_{i=0}^{N+M} d_i \left( \frac{p^Z}{t} \right)^{i+1} + \frac{d_{N+M+1}}{z(N+M+1)!} \left( 1 - \frac{1-D_{N,M}}{p^{N+M}} \right)^{i+1} \right) dz \]

Solving (3.3-23) is equivalent to solving for the residues of

\[ \left( \sum_{i=0}^{N+M} \frac{d_i}{z} \left( \frac{1-D_{N,M}}{p^{N+M}} \right)^i \right) dz. \]

Note that all residues will be zero except for those \(z^{-1}\) terms. Thus (3.3-23) can be written as

\[ \hat{f}_n(t) = \sum_{i=0}^{N+M} \frac{d_i}{i!} \left( \frac{1-D_{N,M}}{p^{N+M}} \right)^i t^{N+M+1} + \ldots \] (3.3-24)

Applying (3.3-24) and (3.3-21) into (3.3-20), an explicit solution of \(\Psi_n(N,M)\) can be written as
\[ \Psi_n(N, M) = f(t) - \hat{f}_n(t) \]
\[ = \left( \sum_{i=0}^{N+M} \frac{d_i}{i!} t^i + \frac{d_{N+M+1}}{(N+M+1)!} t^{N+M+1} + \ldots \right) \]
\[ - \left( \sum_{i=0}^{N+M} \frac{d_{N+M+1}^i}{i!} + \frac{1 - 1 - D_{N,M}}{p^{N+M}} \right) t^{N+M+1} + \ldots \]
\[ = \frac{1 - D_{N,M}}{p^{N+M}} \frac{d_{N+M+1}}{(N+M+1)!} t^{N+M+1} = \frac{\Psi_0(N, M)}{p^{N+M}} \]

\( \square \)

To show the improvement of accuracy obtained by the new inversion formula of (3.2-1) compared with (2.5-4), the relative truncation error of (3.3-1) is calculated in Table 3.1 for some typical values of \( M \) and \( N \) with \( n = 1 \) and \( n = 2 \), respectively.

<table>
<thead>
<tr>
<th>M/N</th>
<th>( n = 0 )</th>
<th>( n = 1 )</th>
<th>( n = 2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>4/2</td>
<td>1.0</td>
<td>( 1.6 \times 10^{-3} )</td>
<td>( 1.4 \times 10^{-4} )</td>
</tr>
<tr>
<td>6/4</td>
<td>1.0</td>
<td>( 9.8 \times 10^{-4} )</td>
<td>( 1.7 \times 10^{-5} )</td>
</tr>
<tr>
<td>8/6</td>
<td>1.0</td>
<td>( 6.1 \times 10^{-5} )</td>
<td>( 2.1 \times 10^{-7} )</td>
</tr>
<tr>
<td>10/8</td>
<td>1.0</td>
<td>( 3.8 \times 10^{-6} )</td>
<td>( 2.6 \times 10^{-9} )</td>
</tr>
</tbody>
</table>

**Table 3.1**: Comparison between truncation error coefficients of \( n = 0 \), \( n = 1 \) and \( n = 2 \)

Table 3.1 shows that the new methods improve the accuracy significantly compared with
3.4 Stability of NILTn

In [21] NILT0 was proved to be absolutely stable. In this section it will be proved that NILTn has the same property for any n.

The stability property will be studied on an mth order linear system, written in the state variable form

$$y' = Ay$$ (3.4-1)

where $A \in \mathbb{C}^{m \times m}$ is a constant matrix, for the sake of simplicity, we assume to have simple eigenvalues $\lambda_i$, $i=1, 2, \ldots, m$. Taking the Laplace transform of (3.4-1)

$$(s \mathbf{U} - A) \mathbf{Y} = \mathbf{y}_0$$ (3.4-2)

where $\mathbf{y}_0$ is the vector of initial conditions and $\mathbf{U}$ is the identity matrix. Since the poles are simple, there exists a non-singular matrix $T \in \mathbb{C}^{m \times m}$ and

$$A = T^{-1} \Lambda T$$ (3.4-3)

where

$$\Lambda = \text{diag} \{ \lambda_1, \lambda_2, \ldots, \lambda_m \}$$ (3.4-4)

Applying (3.4-3) into (3.4-2) gives

$$Y = T (s \mathbf{U} - \Lambda)^{-1} T^{-1} \mathbf{y}_0$$ (3.4-5)

Let
\[ F(s) = (sU - \Lambda)^{-1} \] (3.4-6)

Hence,

\[ F^{(1)}(s) = (-1) (sU - \Lambda)^{-2} \] (3.4-7)

\[ \ldots \ldots \]

\[ F^{(i)}(s) = (-1)^i i! (sU - \Lambda)^{-(i+1)} \] (3.4-8)

where \( i \) is an integer and \( i \geq 0 \)

Replacing \( s \) by \( \frac{pz}{t} \) in (3.4-6)-(3.4-8) gives

\[ F\left(\frac{pz}{t}\right) = \left(\frac{pz}{t}U - \Lambda\right)^{-1} \] (3.4-9)

\[ F^{(1)}\left(\frac{pz}{t}\right) = (-1)^1 \left(\frac{pz}{t}U - \Lambda\right)^{-2} \] (3.4-10)

\[ \ldots \ldots \]

\[ F^{(i)}\left(\frac{pz}{t}\right) = (-1)^i i! \left(\frac{pz}{t}U - \Lambda\right)^{-(i+1)} \] (3.4-11)

Since

\[ \frac{pz}{h} U - \Lambda = \text{diag} \left\{ \frac{pz - \lambda_j h}{h} \right\} = \frac{p}{h} \text{diag} \left\{ z - \frac{\lambda_j h}{p} \right\} \] (3.4-12)
\[
\left( \frac{p^2}{h} \mathbf{U} - \Lambda \right)^{-1} = \frac{h}{p} \text{diag} \left\{ \frac{1}{\lambda_j h} \right\} \quad (3.4-13)
\]

\[
\left( \frac{p^2}{h} \mathbf{U} - \Lambda \right)^{-2} = \left( \frac{h}{p} \right)^2 \text{diag} \left\{ \frac{1}{\left( \lambda_j h \right)^2} \right\} \quad (3.4-14)
\]

\[
\ldots \ldots
\]

\[
\left( \frac{p^2}{h} \mathbf{U} - \Lambda \right)^{-i} = \left( \frac{h}{p} \right)^i \text{diag} \left\{ \frac{1}{\left( \lambda_j h \right)^i} \right\}, \quad j = 1, 2, \ldots, m \quad (3.4-15)
\]

Combining (3.4-13)-(3.4-15) with (3.4-9)-(3.4-11), gives

\[
F \left( \frac{p^2}{i} \right) = \frac{h}{p} \text{diag} \left\{ \frac{1}{\lambda_j h} \right\} \quad (3.4-16)
\]

\[
F^{(1)} \left( \frac{p^2}{i} \right) = -\left( \frac{h}{p} \right)^2 \text{diag} \left\{ \frac{1}{\left( \lambda_j h \right)^2} \right\} \quad (3.4-17)
\]

\[
\ldots \ldots
\]
\[ F^{(i)} \left( \frac{pZ}{t} \right) = (-1)^i i! \left( \frac{h}{p} \right) \text{diag} \left\{ \frac{1}{\lambda h^{i+1}} \left( z - \frac{h}{p} \right) \right\} \]  

(3.4-18)

Taking an inversion of (3.4-5) gives

\[ y_1 = T \left( L^{-1} (sU - \Lambda)^{-1} \right) T^{-1} y_0 \]  

(3.4-19)

where \( L^{-1} \) denotes the inversion of the Laplace transform.

To solve (3.4-19) an inversion form of \( F \left( \frac{pZ}{t} \right) \) with using \( n=P-1 \) degree of derivatives is used as follows

\[ \hat{f}(t) = -\frac{p}{t} \left\{ \frac{(pZ)^0}{0!} \sum_{i=1}^{M} A_{1i} F^{(0)} \left( \frac{pZ_i}{t} \right) + \frac{(pZ)^1}{1!} \sum_{i=1}^{M} A_{2i} F^{(1)} \left( \frac{pZ_i}{t} \right) \right\} - \ldots - \frac{p}{t} \left\{ \frac{(pZ)^{P-1}}{(p-1)!} \sum_{i=1}^{M} A_{pi} F^{(P-1)} \left( \frac{pZ_i}{t} \right) \right\} \]  

(3.4-20)

The derivation of (3.4-20) will be given at the end of this section.

Applying the inversion form (3.4-20) into (3.4-19) with \( t=h \)
\[ y_1 = T \left( L^{-1} (sU - \Lambda) \right) T y_0 \]
\[ = T \left\{ -\frac{p}{h} \left( \sum_{i=1}^{M} \frac{A_{1i}}{\lambda_i h} \left( \frac{p z_i}{h} \right) \right) + \frac{(p-1)!}{h} \sum_{i=1}^{M} A_{2i} F^{(1)} \left( \frac{p z_i}{h} \right) \right\} T^{-1} y_0 + \ldots \]  
(3.4-21)

\[ + T \left\{ -\frac{p}{h} \left( \sum_{i=1}^{M} \frac{A_{pi}}{(p-1)!} \left( \frac{p z_i}{h} \right) \right) \right\} T^{-1} y_0 \]

Substituting (3.4-16) - (3.4-18) into (3.4-21) gives

\[
y = 
\begin{bmatrix}
\sum_{i=1}^{M} \frac{A_{1i}}{\frac{\lambda_i h}{p} - z_i} + \ldots + \sum_{i=1}^{M} \frac{A_{pi}}{\frac{\lambda_i h}{p} - z_i} \\
\ldots \\
\sum_{i=1}^{M} \frac{A_{1i}}{\frac{\lambda_i h}{p} - z_i} + \ldots + \sum_{i=1}^{M} \frac{A_{pi}}{\frac{\lambda_i h}{p} - z_i}
\end{bmatrix}
T^{-1} y_0 \]  
(3.4-22)

\[ = T W T^{-1} y_0 \]

where

\[
W = 
\begin{bmatrix}
\sum_{i=1}^{M} \frac{A_{1i}}{\frac{\lambda_i h}{p} - z_i} + \ldots + \sum_{i=1}^{M} \frac{A_{pi}}{\frac{\lambda_i h}{p} - z_i} \\
\ldots \\
\sum_{i=1}^{M} \frac{A_{1i}}{\frac{\lambda_i h}{p} - z_i} + \ldots + \sum_{i=1}^{M} \frac{A_{pi}}{\frac{\lambda_i h}{p} - z_i}
\end{bmatrix}
\]  
(3.4-23)
It can be seen that taking $k$ steps we obtain

$$y_k = TW^kT^{-1}y_0$$  \hspace{1cm} (3.4-24)

In order to keep the integration stable as $k \to \infty$ the entries of $W^k$ must remain bounded which is equivalent to requiring for any eigenvalue $\lambda$

$$\left\| \sum_{i=1}^{M} \frac{A_{1i}}{\lambda h - z_i} + \ldots + \sum_{i=1}^{M} \frac{A_{pi}}{(\frac{\lambda h}{p} - z_i)^p} \right\| \leq 1$$  \hspace{1cm} (3.4-25)

The equation (3.3-25) is the exactly same as (37) in [21] except for $z = \frac{\lambda h}{p}$.

**Derivation of (3.4-20)**

Expand the Pade approximation of $e^{p \lambda}$ to be the following form

$$\xi_{N,M}^p(z) = \left( \sum_{i=1}^{M} \frac{k_i}{z-z_i} \right)^p = \sum_{i=1}^{M} \frac{A_{1i}}{z-z_i} + \sum_{i=1}^{M} \frac{A_{2i}}{(z-z_i)^2} + \ldots + \sum_{i=1}^{M} \frac{A_{pi}}{(z-z_i)^p}$$  \hspace{1cm} (3.4-26)

where $A_{ki}$ are coefficients of $(z-z_i)^{-k}$.

Then the approximation of $f(t)$ is given by
\[ \hat{f}(t) = \frac{P}{2\pi j t} \int_{(c'-j\infty)}^{(c'+j\infty)} F \left( \frac{P z}{t} \right) \xi_{N,M}^p(z) \, dz \]

\[ = \frac{P}{2\pi j t} \int_{(c'-j\infty)}^{(c'+j\infty)} F \left( \frac{P z}{t} \right) \left( \sum_{i=1}^{M} \frac{A_{1i}}{z-z_i} + \sum_{i=1}^{M} \frac{A_{2i}}{(z-z_i)^2} + \ldots + \sum_{i=1}^{M} \frac{A_{pi}}{(z-z_i)^p} \right) \, dz \]  

(3.4-27)

For stable networks all poles of F(s) are at the left side of the imaginary axis. Choosing the direction of the integral of (3.4-27) to be clockwise we can have all poles of F(s) at the outside of the integral loop. This implies that a negative sign will be chosen to solve the residues of \( F \left( \frac{P z}{t} \right) \xi_{N,M}^p(z) \) given by

\[ -2\pi j \left( \frac{P}{0!} \sum_{i=1}^{M} A_{1i} F^{(0)} \left( \frac{P z_i}{t} \right) + \frac{P}{1!} \sum_{i=1}^{M} A_{2i} F^{(1)} \left( \frac{P z_i}{t} \right) \right) \]

\[ - \ldots \ldots \quad -2\pi j \left( \frac{P}{(p-1)!} \sum_{i=1}^{M} A_{pi} F^{(p-1)} \left( \frac{P z_i}{t} \right) \right) \]  

(3.4-28)

Combining (3.4-27) with (3.4-28), \( \hat{f}(t) \) can be written as:

\[ \hat{f}(t) = -\frac{P}{t} \left( \frac{P}{0!} \sum_{i=1}^{M} A_{1i} F^{(0)} \left( \frac{P z_i}{t} \right) + \frac{P}{1!} \sum_{i=1}^{M} A_{2i} F^{(1)} \left( \frac{P z_i}{t} \right) \right) \]

\[- \ldots \ldots \quad -\frac{P}{t} \left( \frac{P}{(p-1)!} \sum_{i=1}^{M} A_{pi} F^{(p-1)} \left( \frac{P z_i}{t} \right) \right) \]  

(3.4-29)

\[ \square \]
Compared to (3.4-25), it can be concluded that the stability region given by the Pade approximation of (3.4-26) is

$$\| E_{N,M}^p (z) \| \leq 1$$  \hspace{1cm} (3.4-30)

The stability regions of Pade approximations for NILTn with \( N=M-2 \) are shown in Fig. 3.1. The curves are symmetric about the real axis.

Fig. 3.1 The stability region of NILTn.
3.5 Examples

Example 3.1.

This is a test example to show the accuracy of the high degree NILT compared to NILT0. Consider the function \( F(s) = \frac{1}{(s^2 + 1)} \) which has the time domain representation \( f(t) = \sin t \). Fig. 3.2 shows time responses of NILT0, NILT1 and NILT2 with M=10 and N=8, respectively. The results show that high degree NILT improve accuracy significantly.

![Graph showing comparison of accuracy of NILT0, NILT1, and NILT2 for example 3.1](image)
Example 3.2

Consider the circuit shown in Fig. 3.3. Comparison of the results obtained by using Hspice, NILT0, NILT1 and NILT2 is shown in Fig. 3.4. In this example, all NILT methods are used with M=4 and N=2. The scale of the vertical axis in Fig. 3.4 is 1 volt/unit.

Fig. 3.3 RC tree circuit with widely varying time constant.
**Example 3.3**

Consider the circuit shown in Fig. 3.5. Time responses obtained by Hspice, NILT0, NILT1 and NILT2 are shown in Fig. 3.6 - Fig. 3.8 for M/N=4/2, M/N=6/4 and M/N=8/6, respectively. The results show that the response by NILT2 with 8 poles is very close to that of Hspice. Scales of vertical axes in Fig. 3.6-Fig. 3.8 are 1 volt/unit.
Fig. 3.5 The circuit for example 3.3
Fig. 3.6 Responses of the circuit shown in Fig. 3.5 (M/N=4/2)

Fig. 3.7 Responses of the circuit shown in Fig. 3.5 (M/N=6/4)
Fig. 3.8 Responses of the circuit shown in Fig. 3.5 (M/N=8/6)
Chapter 4

Applications of the High Degree Numerical Inversion of Laplace Transform for Transient Analysis of Distributed Networks

4.1 Introduction

The numerical inversion of Laplace transform (NILTn) is an efficient tool for simulating time responses of linear lumped, distributed and mixed networks. It is a very important method for solving lossy multiconductor transmission line networks since conventional simulators, such as SPICE, can not be used. In chapter 3 the numerical inversion of Laplace transforms of high degrees (NILTn, n > 0) were introduced. The results of their applications in linear lumped networks have shown that the NILTn are more accurate than the NILT0 method and are also absolutely stable. In this chapter the applications of the NILTn for the solution of distributed multiconductor transmission lines are presented. The modified nodal admittance matrix stamps of the coupled transmission lines are derived in section 4.2. Implementation issues are discussed in section 4.3.
Several examples are presented in section 4.4. Comments on NILTn and its efficiency will be discussed in section 4.5.

4.2 Stamps of Coupled Transmission Lines for NILT1 and NILT2

Stamps for NILT1

Consider the s-domain MNA equation of a linear network with distributed subnetworks (2.5-1) shown as below

\[
\left( A + sB + \sum_{k=1}^{N_r} P_{k} H_{k} P_{k}^{l} \right) F (s) = J (s)
\]

Differentiating (2.5-1) gives

\[
\left( A + sB + \sum_{k=1}^{N_r} P_{k} H_{k} P_{k}^{l} \right) F' (s) = J' (s) - \left( B + \sum_{k=1}^{N_r} P_{k} H_{k} P_{k}^{l} \right) F (s)
\] (4.2-1)

To solve (4.2-1) we have to solve the first derivative of \( H_k \). Use (2.5-35) shown as follows

\[
H_k (D_k) = \begin{bmatrix}
S_{k1} E_{k1} (D_k) S_k^{-1} \\
S_{k2} E_{k2} (D_k) S_k^{-1}
\end{bmatrix}
\begin{bmatrix}
S_{k1} E_{k2} (D_k) S_k^{-1} \\
S_{k2} E_{k1} (D_k) S_k^{-1}
\end{bmatrix}
\]

Taking the first derivative of (2.5-35) with respect to \( s \) gives

\[
H'_k (D_k) = \begin{bmatrix}
h'_{k11} & h'_{k12} \\
h'_{k21} & h'_{k22}
\end{bmatrix}
\] (4.2-2)

where

\[
h'_{k11} = h'_{k22} = \frac{\partial S_{k1}}{\partial s} E_{k1} (D_k) S_k^{-1} + S_{k1} \frac{\partial E_{k1} (D_k)}{\partial s} S_k^{-1} + S_{k1} E_{k1} (D_k) \frac{\partial S_k^{-1}}{\partial s}
\] (4.2-3)
\[ h'_{k12} = h'_{k21} = \frac{\partial S_{ki}}{\partial s} E_{k2} (D_k) S_{kv}^{-1} + S_{ki} \frac{\partial E_{k2} (D_k)}{\partial s} S_{kv}^{-1} + S_{ki} E_{k2} (D_k) \frac{\partial S_{kv}^{-1}}{\partial s} \]  

(4.2-4)

All notations above are the same as that in chapter 2 and chapter 3. (4.2-2)-(4.2-4) are the stamps required by NILT1. The following is the derivations of the terms in (4.2-2) - (4.2-4).

\[(a) \text{ Computation of } \frac{\partial S_{kv}}{\partial s} \text{ and } \frac{\partial \gamma_{ki}}{\partial s}\]

\[\frac{\partial S_{kv}}{\partial s} \text{ and } \frac{\partial \gamma_{ki}}{\partial s} \text{ are computed by differentiating (2.3-19) with respect to } s \text{ as follows} \]

\[(\gamma_{ki} \frac{\partial \gamma_{ki}}{\partial s} U - \frac{\partial Z_k}{\partial s} Y_k - Z_k \frac{\partial Y_k}{\partial s}) S_{kvi} + (\gamma_{ki}^2 U - Z_k Y_k) \frac{\partial S_{kvi}}{\partial s} = 0 \]  

(4.2-5)

i.e.

\[ (2\gamma_{ki} \frac{\partial \gamma_{ki}}{\partial s} U - (L_k Y_k + Z_k C_k) ) S_{kvi} + (\gamma_{ki}^2 U - Z_k Y_k) \frac{\partial S_{kvi}}{\partial s} = 0 \]  

(4.2-6)

There are two variables in (4.2-6), which are \(\frac{\partial S_{kv}}{\partial s}\) and \(\frac{\partial \gamma_{ki}}{\partial s}\). To solve (4.2-6) another equation is required. Assume that the eigenvector \(S_{kvi}\) is normalized such that

\[ S_{kvi} \frac{\partial S_{kvi}}{\partial s} = 0 \]  

(4.2-7)

(4.2-6) and (4.2-7) are written into a matrix form as follows
\[
\begin{bmatrix}
(\gamma_{ki}^2 U - Z_k Y_k) & 2\gamma_{ki} S_{kvi} \\
S'_{kvi} & 0
\end{bmatrix}
\begin{bmatrix}
\frac{\partial S_{kvi}}{\partial s} \\
\frac{\partial \gamma_{ki}}{\partial s}
\end{bmatrix}
= \begin{bmatrix}
(L_k Y_k + Z_k C_k) S_{kvi} \\
0
\end{bmatrix}
\] (4.2-8)

where \(i=1, 2, ..., m_k\) (\(m_k\) is the dimension of the kth coupled transmission line)

Solving (4.2-8) for \(i=1, 2, ..., m_k\) results in the two matrices

\[
\frac{\partial S_{kv}}{\partial s} = \text{diag} \left( \frac{\partial S_{kv1}}{\partial s}, \frac{\partial S_{kv2}}{\partial s}, ..., \frac{\partial S_{kv m_k}}{\partial s} \right)
\] (4.2-9)

\[
\frac{\partial \gamma_{k}}{\partial s} = \text{diag} \left( \frac{\partial \gamma_{k1}}{\partial s}, \frac{\partial \gamma_{k2}}{\partial s}, ..., \frac{\partial \gamma_{km_k}}{\partial s} \right)
\] (4.2-10)

(b) Computation of \(\frac{\partial Z_k^{-1}}{\partial s}\)

Let

\[
T_k = Z_k^{-1}
\] (4.2-11)

Premultiplying (4.2-11) by \(Z_k\) gives

\[
Z_k T_k = U
\] (4.2-12)

Differentiating (4.2-12) results in

\[
\frac{\partial Z_k}{\partial s} T_k + Z_k \frac{\partial T_k}{\partial s} = 0
\] (4.2-13)

which gives the explicit expression of \(\frac{\partial Z_k^{-1}}{\partial s}\) as
\[
\frac{\partial Z_k^{-1}}{\partial s} = \frac{\partial T_k}{\partial s} = -Z_k^{-1} \frac{\partial Z_k}{\partial s} Z_k^{-1} = -Z_k^{-1} L_k Z_k^{-1} \quad (4.2-14)
\]

(c) Computation of \( \frac{\partial S_{ki}}{\partial s} \)

From (2.3-27)

\[
\frac{\partial S_{ki}}{\partial s} = \frac{\partial Z_k^{-1}}{\partial s} S_{k\nu} \Gamma_k + Z_k^{-1} \frac{\partial S_{k\nu} \Gamma_k}{\partial s} + Z_k^{-1} S_{k\nu} \frac{\partial \Gamma_k}{\partial s} \quad (4.2-15)
\]

(d) Computation of \( \frac{\partial E_{k1}}{\partial s} \)

Let

\[
X_k = \frac{e^{\gamma D_k} + e^{-\gamma D_k}}{e^{\gamma D_k} - e^{-\gamma D_k}} \quad (4.2-16)
\]

which gives

\[
(e^{\gamma D_k} - e^{-\gamma D_k}) X_k = e^{\gamma D_k} + e^{-\gamma D_k} \quad (4.2-17)
\]

Differentiating (4.2-17) gives

\[
(D_k \frac{\partial \gamma_k}{\partial s} e^{\gamma D_k} + D_k \frac{\partial \gamma_k}{\partial s} e^{-\gamma D_k}) X_k + (e^{\gamma D_k} - e^{-\gamma D_k}) \frac{\partial X_k}{\partial s}
\]

\[
= D_k \frac{\partial \gamma_k}{\partial s} e^{\gamma D_k} - D_k \frac{\partial \gamma_k}{\partial s} e^{-\gamma D_k} \quad (4.2-18)
\]

in which \( \frac{\partial X_k}{\partial s} \) can be written as:
\[
\frac{\partial X_k}{\partial s} = \frac{D_k \frac{\partial Y_k}{\partial s} (e^{\gamma D_k} - e^{-\gamma D_k}) - D_k \frac{\partial Y_k}{\partial s} (e^{\gamma D_k} + e^{-\gamma D_k}) X_k}{e^{\gamma D_k} - e^{-\gamma D_k}} = D_k \frac{\partial Y_k}{\partial s} (1 - X_k^2)
\] (4.2-19)

From (4.2-19) \( \frac{\partial E_{k1}}{\partial s} \) can be written as

\[
\frac{\partial E_{k1}}{\partial s} = \text{diag} \left( D_k \frac{\partial Y_{ki}}{\partial s} (1 - E_{k1}^2 (i, i)) \right) \] (4.2-20)

Similarly,

\[
\frac{\partial E_{k2}}{\partial s} = \text{diag} \left( -D_k \frac{\partial Y_{ki}}{\partial s} E_{k1} (i, i) E_{k2} (i, i) \right) \] (4.2-21)

where \( 1 \leq i \leq m_k \)

\[(e) \text{ Computation of } \frac{\partial S_{kv}^{-1}}{\partial s} \]

Following the method of solving \( Z_k^{-1} \), \( \frac{\partial S_{kv}^{-1}}{\partial s} \) can be written as

\[
\frac{\partial S_{kv}^{-1}}{\partial s} = -S_{kv}^{-1} \frac{\partial S_{kv}}{\partial s} S_{kv}^{-1}
\] (4.2-22)

Stamps for NILT2

In order to get the second derivative of \( F(s) \) required by NILT2, we differentiate (4.2-1) again to obtain the following equation
\[
\left( A + sB + \sum_{k=1}^{N_T} P_k H_k P_k' \right) F''(s) \\
= J''(s) - 2 \left( B + \sum_{k=1}^{N_T} P_k H_k' P_k' \right) F'(s) - \left( \sum_{k=1}^{N_T} P_k H_k'' P_k' \right) F'(s)
\] (4.2-23)

Differentiate (4.2-2) and combine the results with (4.2-3) and (4.2-4)

\[
H_k''(D_k) = \begin{bmatrix}
    h''_{k11} & h''_{k12} \\
    h''_{k21} & h''_{k22}
\end{bmatrix}
\] (4.2-24)

\[
h''_{k11} = h''_{k22} = \frac{\partial^2 S_{ki}}{\partial s^2} E_{k1}(D_k) S_{ki}^{-1} + S_{ki} \frac{\partial^2}{\partial s^2} E_{k1}(D_k) S_{ki}^{-1} + S_{ki} E_{k1}(D_k) \frac{\partial^2 S_{ki}}{\partial s^2} S_{ki}^{-1} \\
+ 2 \frac{\partial S_{ki}}{\partial s} \frac{\partial E_{k1}(D_k)}{\partial s} S_{ki}^{-1} + 2 S_{ki} \frac{\partial E_{k1}(D_k)}{\partial s} \frac{\partial S_{ki}}{\partial s} S_{ki}^{-1} + 2 \frac{\partial S_{ki}}{\partial s} E_{k1}(D_k) \frac{\partial S_{ki}}{\partial s} S_{ki}^{-1}
\] (4.2-25)

\[
h''_{k12} = h''_{k21} = \frac{\partial^2 S_{ki}}{\partial s^2} E_{k2} S_{ki}^{-1} + S_{ki} \frac{\partial^2 E_{k2}}{\partial s^2} S_{ki}^{-1} + S_{ki} E_{k2} \frac{\partial^2 S_{ki}}{\partial s^2} S_{ki}^{-1} \\
+ 2 \frac{\partial S_{ki}}{\partial s} \frac{\partial E_{k2}}{\partial s} S_{ki}^{-1} + 2 S_{ki} \frac{\partial E_{k2}}{\partial s} \frac{\partial S_{ki}}{\partial s} S_{ki}^{-1} + 2 \frac{\partial S_{ki}}{\partial s} E_{k2} \frac{\partial S_{ki}}{\partial s} S_{ki}^{-1}
\] (4.2-26)

Equations (4.2-24) - (4.2-26) are the stamps required by NILT2. Following are the derivations of the terms in equations (4.2-24) - (4.2-26).

(a) Computation of \( \frac{\partial^2 S_{ki}}{\partial s^2} \) and \( \frac{\partial^2 y_{ki}}{\partial s^2} \)

Differentiating (4.2-6) and (4.2-7) gives
\[
\left(2\left(\frac{\partial \gamma_{ki}}{\partial s}\right)^2 U + 2\gamma_{ki} \frac{\partial^2 \gamma_{ki}}{\partial s^2} - 2L_k C_k \right) s_{kvi} + \left(2\gamma_{ki} \frac{\partial \gamma_{ki}}{\partial s} U - (L_k Y_k + Z_k C_k) \right) \frac{\partial s_{kvi}}{\partial s} \\
+ \left(2\gamma_{ki} \frac{\partial \gamma_{ki}}{\partial s} U - (L_k Y_k + Z_k C_k) \right) \frac{\partial s_{kvi}}{\partial s} + \left(\frac{\partial^2 \gamma_{ki}}{\partial s^2} U - Z_k Y_k \right) \frac{\partial^2 s_{kvi}}{\partial s^2} = 0
\]

\[
\left(\frac{\partial s_{vi}}{\partial s}\right) \frac{\partial s_{vi}}{\partial s} + s_{vi} \frac{\partial^2 s_{vi}}{\partial s^2} = 0
\]

or

\[
\begin{bmatrix}
\gamma_{ki}^2 U - Z_k Y_k & 2\gamma_{ki} s_{kvi} \\
s_{kvi}' & 0
\end{bmatrix}
\begin{bmatrix}
\frac{\partial^2 s_{kvi}}{\partial s^2} \\
\frac{\partial^2 \gamma_{ki}}{\partial s^2}
\end{bmatrix}
\]

\[
= \left[ 2\left(L_k C_k - \left(\frac{\partial \gamma_{ki}}{\partial s}\right)^2 U \right) s_{kvi} + 2\left(\left(L_k Y_k + Z_k C_k\right) - 2\gamma_{ki} \frac{\partial \gamma_{ki}}{\partial s} U \right) \frac{\partial s_{kvi}}{\partial s} \\
- \left(\frac{\partial s_{kvi}}{\partial s}\right) \frac{\partial s_{kvi}}{\partial s} \right]
\]

It is to be noted that the coefficient matrices of the left hand sides of (4.2-8) and (4.2-29) are the same. This means that only one LU factorization is needed to solve both equations.

Solving (4.2-29) for \(i=1,2,...,m_k\) results in the two matrices

\[
\frac{\partial^2 s_{kv}}{\partial s^2} = \begin{pmatrix}
\frac{\partial^2 s_{kvi}}{\partial s^2} & \frac{\partial^2 s_{kv2}}{\partial s^2} & \cdots & \frac{\partial^2 s_{kmv_k}}{\partial s^2}
\end{pmatrix}
\]

\[
\frac{\partial^2 \gamma_k}{\partial s^2} = \text{diag} \left( \begin{pmatrix}
\frac{\partial^2 \gamma_{k1}}{\partial s^2} & \frac{\partial^2 \gamma_{k2}}{\partial s^2} & \cdots & \frac{\partial^2 \gamma_{km}}{\partial s^2}
\end{pmatrix} \right)
\]
(b) Computation of \( \frac{\partial^2 Z_k^{-1}}{\partial s^2} \)

Taking the first derivative of (4.2-14) gives

\[
\frac{\partial^2 Z_k^{-1}}{\partial s^2} = -\left( \frac{\partial Z_k^{-1}}{\partial s} L_k Z_k^{-1} + Z_k^{-1} \frac{\partial L_k}{\partial s} Z_k^{-1} \right)
\]  
(4.2-32)

(c) Computation of \( \frac{\partial^2 S_{ki}}{\partial s^2} \)

Differentiating (4.2-15) again gives

\[
\frac{\partial^2 S_{ki}}{\partial s^2} = \frac{\partial^2 Z_k^{-1}}{\partial s^2} S_{kv} \Gamma_k + Z_k^{-1} \frac{\partial^2 S_{kv}}{\partial s^2} \Gamma_k + Z_k^{-1} S_{kv} \frac{\partial^2 \Gamma_k}{\partial s^2}
\]
\[
+ 2 \frac{\partial Z_k^{-1}}{\partial s} \frac{\partial S_{kv}}{\partial s} \frac{\partial \Gamma_k}{\partial s} + 2 \frac{\partial Z_k^{-1}}{\partial s} S_{kv} \frac{\partial \Gamma_k}{\partial s} + 2 Z_k^{-1} \frac{\partial S_{kv}}{\partial s} \frac{\partial \Gamma_k}{\partial s}
\]  
(4.2-33)

(d) Computation of \( \frac{\partial^2 E_{k1}}{\partial s^2} \) and \( \frac{\partial^2 E_{k2}}{\partial s^2} \)

Differentiating (4.2-20) and (4.2-21) again gives

\[
\frac{\partial^2 E_{k1}}{\partial s^2} = D_k \text{diag} \left( \frac{\partial^2 y_{ki}}{\partial s^2} \left( 1 - E_{k1}^2 (i, i) \right) - 2 \frac{\partial y_{ki}}{\partial s} E_{k1} (i, i) \frac{\partial E_{k1}}{\partial s} (i, i) \right)
\]  
(4.2-34)

and

\[
\frac{\partial^2 E_{k2}}{\partial s^2} = -D_k \text{diag}
\]

\[
\times \left( \frac{\partial^2 y_{ki}}{\partial s^2} E_{k1} (i, i) E_{k2} (i, i) + \frac{\partial y_{ki}}{\partial s} e_{ki}^2 (i, i) E_{k2} (i, i) + \frac{\partial y_{ki}}{\partial s} E_{k1} (i, i) \frac{\partial E_{k2}}{\partial s} (i, i) \right)
\]  
(4.2-35)
(e) Computation of $\frac{\partial^2 S_{kv}}{\partial S^2}$

Differentiating (4.2-22) again gives

$$\frac{\partial^2 S_{kv}}{\partial S^2} = -\left(\frac{\partial S_{kv}}{\partial S} \frac{\partial S_{kv}}{\partial S} S_{kv}^{-1} + S_{kv}^{-1} \frac{\partial^2 S_{kv}}{\partial S^2} S_{kv}^{-1} + S_{kv}^{-1} \frac{\partial S_{kv}}{\partial S} \frac{\partial S_{kv}}{\partial S} S_{kv}^{-1}\right)$$

(4.2-36)

4.3 Implementations of NILTn for Distributed Networks

The coefficient matrices of the left hand sides of (2.5-1), (4.2-1) and (4.2-23) are the same. This implies that compared with NILT0, the incremental cost of NILTn is n backward-forward substitutions. On the other hand, high degree NILT methods can not only provide more accurate results, but also save CPU time compared to NILT0 with more poles. For example, assume that 22-pole of NILT0 has the same accuracy of 8-pole of NILT2. The first method needs 11 LUs plus 11 backward-forwards, the latter needs 4 LUs plus 12 backward-forwards. In the next section, comparisons of accuracy between NILT0 with 22 poles and NILT2 with 8 poles are given for all examples. In Section 4.5, CPU times are counted for NILT0 with 22 poles and NILT2 with 8 poles for computing a 35 single transmission line circuit. The results show that NILT2 with 8 poles can save two-thirds CPU time compared to NILT0 with 22 poles.

4.4 Examples

Example 4.1 One single transmission line circuit.

A single lossless transmission line circuit is shown in Fig. 4.1. Parameters of the line are $L=60\text{nH}$, $C=100\text{pF}$ and $D=0.5\text{m}$. The input pulse has 1.5ns rise and fall times and 10ns width. The response is computed with $M=4$ and $N=2$. Comparison of results of
Hspice with the results of NILT0, NILT1 and NILT2 is shown in Fig. 4.2. A comparison of the accuracy between NILT0 (22 poles) and NILT2 (8 poles) is shown in Fig. 4.3. Scales of vertical axes in Fig. 4.2 - Fig. 4.3 are 1volt/unit.

Fig. 4.1 One-single TL circuit for example 4.1
Fig. 4.2 Comparison of results of Hspice, NILT0, NILT1, and NILT2 for circuit shown in Fig. 4.1.

Fig. 4.3 Comparison of the accuracy between NILT0 (22poles) and NILT2 (6poles) for the circuit of example 4.1.
Example 4.2 Seven single lossless transmission line circuit.

Consider the circuit shown in Fig. 4.4. The transient response is calculated by using M/N=4/2, 6/4, 8/6 and 10/8, respectively. The input pulse has zero rise and fall times and 10ns width. The results are shown in Fig. 4.5 - Fig. 4.8, which verify that the high degree methods lead to more accurate results in all cases. A comparison of accuracy between NILT0 (22 poles) and NILT2 (8 poles) is shown in Fig. 4.9. The scales of vertical axes in Fig. 4.5 - Fig. 4.9 are 1volt/unit.
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Fig. 4.4 Seven single transmission line circuit
Fig 4.5 Comparison of Hspice result with the results of NILT0, NILT1 and NILT2 for the circuit shown in Fig 4.4 (M/N=4/2, lossless)

Fig 4.6 Comparison of Hspice result with the results of NILT0, NILT1 and NILT2 for the circuit shown in Fig 4.4 (M/N=6/4, lossless)
Fig. 4.7 Comparison of Hspice result with the results of NILT0, NILT1 and NILT2 for the circuit shown in Fig. 4.4 (M/N=8/6, lossless)

Fig. 4.8 Comparison of Hspice result with the results of NILT0, NILT1 and NILT2 for the circuit shown in Fig. 4.4 (M/N=10/8, lossless)
Example 4.3 Seven single lossy transmission line circuit.

The circuit is the same as that of example 4.2 except for replacing the lossless lines with lossy ones with $R=75\Omega$ and $G=0.01 \ 1/\Omega$. Since Hspice cannot handle lossy transmission line networks, comparisons are made between NILT0, NILT1 and NILT2. Results are shown in Fig. 4.10 - Fig. 4.13 for $M/N=4/2, 6/4, 8/6$ and $10/8$, respectively. A comparison of the accuracy between NILT0 (22 poles) and NILT2 (8 poles) for this example is shown in Fig. 4.14. Scales of vertical axes in Fig. 4.10-Fig. 4.14 are 1 volt/unit.
Figure 4.10 Comparison of NILT0, NILT1 and NILT2 for the circuit of Fig 4.4 (M/N=1/2, lossy)

Figure 4.11 Comparison of NILT0, NILT1 and NILT2 for the circuit of Fig 4.4 (M/N=6/4, lossy)
Fig. 4.12 Comparison of NILT0, NILT1 and NILT2 for the circuit of Fig. 4.4 (M/N=8/6, lossy)

Fig. 4.13 Comparison of NILT0, NILT1 and NILT2 for the circuit of Fig. 4.4 (M/N=10/8, lossy)
Example 4.4 One multiconductor transmission line circuit.

The circuit is shown in Fig. 4.15. The line parameters are given by

\[ L = \begin{bmatrix} 494.6 & 63.3 \\ 63.3 & 494.6 \end{bmatrix} \text{nH/m} \]

\[ C = \begin{bmatrix} 62.8 & -4.9 \\ -4.9 & 62.8 \end{bmatrix} \text{pF/m} \]

\[ D = 0.3048m \]

The responses of the circuit are shown in Fig. 4.16- Fig.4.19 for node 1 - node 4 with M=10 and N=8. The input pulse has a 1.5ns rise and fall times and 4.5ns width. A comparison of the accuracy between NILT0 (22 poles) and NILT2 (8 poles) for the time response at node
4 is shown in Fig. 4.20. Scales of vertical axes in Fig. 4.16 - Fig. 4.20 are 1 volt/unit.

**Fig. 4.15** One multiconductor TL circuit for Example 4.4.

**Fig. 4.16** Time response of $v(1)$ of the circuit shown in Fig. 4.15 (lossless)
Fig. 4.17 Time response of $v(2)$ of the circuit shown in Fig. 4.15 (lossless)

Fig. 4.18 Time response of $v(3)$ of the circuit shown in Fig. 4.15 (lossless)
Fig. 4.19 Time response of \( v(4) \) of the circuit shown in Fig. 4.15 (lossless)

Fig. 4.20 Comparison of the accuracy between NILT0 (22poles) and NILT2 (8poles) for the response of \( v(4) \) in the circuit of example 4.4
Example 4.5 One lossy multiconductor transmission line circuit.

This example is the same as example 4.4 shown in Fig. 4.15, except that the lossless transmission line is replaced by lossy one with

\[ R = \begin{bmatrix} 0.1 & 0.02 \\ 0.02 & 0.1 \end{bmatrix} \ \Omega/m \]

\[ G = \begin{bmatrix} 0.1 & -0.01 \\ -0.01 & 0.1 \end{bmatrix} \ \text{s/m} \]

The input pulse and poles used are the same as those of example 4.4. The results are shown in Fig.4.21 - Fig.4.24 for node 1 - node 4. A comparison of the accuracy between NILT0 (22 poles) and NILT2 (8 poles) for the response at node 4 is shown in Fig. 4.25.

![Graph](image_url)
Fig. 4.22 Time response of \( v(2) \) of the circuit shown in Fig. 4.15 (lossy).

Fig. 4.23 Time response of \( v(3) \) of the circuit shown in Fig. 4.15 (lossy).
Fig. 4.24 Time response of $v(4)$ of the circuit shown in Fig. 4.15 (lossy).

Fig. 4.25 Comparison of the accuracy between NILT1D (22poles) and NILT2 (8poles) for the response $v(4)$ in the circuit of example 4.3 (lossy).
Example 4.6 Two multiconductor transmission line circuit.

The circuit is shown in Fig.4.26 with the following line parameters

For the Line 1\# $D_1 = 0.1m$, and

$$ R_1 = \begin{bmatrix} 75 & 15 \\ 15 & 75 \end{bmatrix} \Omega/m $$

$$ G_1 = \begin{bmatrix} 0.1 & -0.01 \\ -0.01 & 0.1 \end{bmatrix} S/m $$

$$ L_1 = \begin{bmatrix} 494.6 & 63.3 \\ 63.3 & 494.6 \end{bmatrix} nH/m $$

$$ C_1 = \begin{bmatrix} 62.8 & -4.9 \\ -4.9 & 62.8 \end{bmatrix} pF/m $$

For Line 2\# $D_2 = 0.1m$, and

$$ R_2 = \begin{bmatrix} 50 & 10 & 1 & 0 \\ 10 & 50 & 10 & 1 \\ 1 & 10 & 50 & 10 \\ 0 & 1 & 10 & 50 \end{bmatrix} \Omega/m $$

$$ G_2 = \begin{bmatrix} 0.1 & -0.01 & -0.001 & 0 \\ -0.01 & 0.1 & -0.01 & -0.001 \\ -0.001 & -0.01 & 0.1 & -0.01 \\ 0 & -0.001 & -0.01 & 0.1 \end{bmatrix} S/m $$

$$ L_2 = \begin{bmatrix} 494.6 & 63.3 & 7.8 & 0 \\ 63.3 & 494.6 & 63.3 & 7.8 \\ 7.8 & 63.3 & 494.6 & 63.3 \\ 0 & 7.8 & 63.3 & 494.6 \end{bmatrix} nH/m $$
\[ C_2 = \begin{bmatrix} 62.8 & -4.9 & -0.3 & 0 \\ -4.9 & 62.8 & -4.9 & -0.3 \\ -0.3 & -4.9 & 62.8 & -4.9 \\ 0 & -0.3 & -4.9 & 62.8 \end{bmatrix} \text{ pF/m} \]

The input pulse has 1ns rise and fall times and 3ns width. The comparisons of NILT0 - NILT2 are shown in Fig. 4.27- Fig. 4.30 for voltage outputs of node 3, 4, 7 and 15, respectively. The response is calculated with M/N=10/8. A comparison of the accuracy between NILT0 (22 poles) and NILT2 (8 poles) for the output of node 7 is shown in Fig. 4.31. Scales of vertical axes in Fig. 4.27 - Fig. 4.31 are 1volt/unit.
Fig. 4.26 Two multiconductor TL circuit for example 4.6.
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Fig. 4.27 Time responses of V(3) in Fig. 4.26.

Fig. 4.28 Time responses of V(4) in Fig. 4.26.
Fig. 4.29 Time responses of $V(7)$ in Fig. 4.26.

Fig. 4.30 Time responses of $V(15)$ in Fig. 4.26.
Example 4.7 Three multiconductor lossless transmission line circuit

Consider the circuit shown in Fig. 4.32. The input pulse has 1.5ns rise and fall time and 4.5ns width. The response is calculated with M=10 and N=8. Fig. 4.33 and Fig. 4.34 show the responses at nodes 2 and 5, respectively.

Transmission line parameters are described in the following. For both Line #1 and Line #2 $R_1 = G_1 = R_2 = G_2 = 0$ and $D_1 = D_2 = 0.3048\, m$

$$L_1 = L_2 = \begin{bmatrix} 494.6 & 63.3 \\ 63.3 & 494.6 \end{bmatrix} \text{nH/m}$$

$$C_1 = C_2 = \begin{bmatrix} 62.8 & -4.9 \\ -4.9 & 62.8 \end{bmatrix} \text{pF/m}$$
For Line #3 \( R_3 = G_3 = 0 \), \( D_3 = 0.3048 \text{m} \), \( L_3 = 494.6 \text{nH/m} \) and \( C_3 = 62.8 \text{pF/m} \).

A comparison of the accuracy between NILT0 (22 poles) and NILT2 (8 poles) for the output of node 2 is shown in Fig. 4.35. Scales of vertical axes in Fig. 4.33 - Fig. 4.35 are 1volts/unit.

Fig. 4.32 Three multiconductor TL circuit for example 4.7
Fig. 4.33 Time response of $v(t)$ for the circuit shown in Fig. 4.26

Fig. 4.34 Time response of $v(5)$ for the circuit shown in Fig. 4.26
Example 4.8 Thirty-five single transmission line circuit.

Consider the circuit shown in Fig. 4.36 which is obtained by cascading the circuit shown in Fig. 4.4. This example is calculated with M/N=4/2, M/N=6/4, M/N=8/6 and M/N=10/8 shown in Fig. 4.37 - Fig. 4.40, respectively. The input pulse has 1ns rise and fall times and 10ns width.

A comparison of the accuracy between NILT0 (22poles) and (NILT2 (8 poles) is shown in Fig. 4.41.
Fig. 4.36 Thirty-five single transmission line circuit for example 4.8.
Fig. 4.37 Time responses of example 4.8 (4 poles)

Fig. 4.38 Time responses of example 4.8 (6 poles)
Fig. 4.39 Time responses of example 4.8 (8 poles)

Fig. 4.40 Time responses of example 4.8 (10 poles)
4.5 Comments on NILTn

\textit{a. Accuracy}

Chapters 3 and 4 have shown that the high degree numerical inversion of Laplace transforms improve the accuracy of the results significantly for linear lumped, distributed and mixed networks.
b. Efficiency

Not only do high degree numerical inversion of Laplace transforms improve accuracy, but they are also more efficient than NILT0 with comparable accuracy. With high degree and less poles, computer CPU time can be saved. In the last section, the results show that NILT2 with 8 poles has the same accuracy as NILT0 with 22 poles for all examples. To solve the 35 single transmission line circuit shown in Fig. 4.36, the relative CPU time cost of NILT2 with 8 poles with respect to NILT0 with 22 poles is found to be 0.3355 (68.09s/202.93s). To solve the system equation, the first method requires 4 LUs plus 12 backward-forwards and the second needs 11 LUs plus 11 backward-forwards. Each additional pair of conjugate poles requires one more LU decomposition which is the main cost of NILT method.

c. Stability

In chapter 3 it was proved that high degree numerical inversion of Laplace transforms are absolutely stable, i.e. the stability is the same as that of the NILT0.
Chapter 5

A Stepping Algorithm for the Numerical Inversion of Laplace Transform

5.1. Introduction

The NILT methods described in the previous chapters possess the disadvantage that accuracy decreases as time increases. This can be seen by looking at truncation error equations (2.5-8) and (3.3-26), where both \( \Psi_0 \) and \( \Psi_n \) are the functions of \( t^{N+M+1} \). In [20][21], a solution was proposed, in which the NILT method was used with small time intervals where the accuracy was excellent. The problem was reset so that in the next evaluation the previous result at the resetting time was considered as a new reference point for the next step. Unfortunately, the reported solutions in the literature [20][21] were limited to lumped networks and rational functions.

In this chapter, the resetting principle is applied to networks which contain lossy multiconductor transmission lines. The proposed method will be proved more accurate than the standard NILT method. In section 5.2 a brief review of the stepping
algorithm for lumped networks is given. The extension of the stepping algorithm for distributed networks will be discussed in section 5.3. The concrete implementations of the method will be presented in section 5.4. To show that the new method can improve accuracy, several examples are presented in section 5.5. Finally, the comments on the stepping algorithm are given in section 5.6.

5.2. The Stepping Algorithm

The resetting technique was used [20][21] for linear lumped component networks, in which any time can be selected as a reference time by taking into account the voltages across the capacitors and the current through the inductors as equivalent independent sources. By using modified nodal formulation, one can simply change the s-domain MNA equation

\[(A + sB)F(s) = J(s)\]  \hspace{1cm} (5.2-1)

into

\[(A + sB)F(s) = J(s) + Bf(t_0)\]  \hspace{1cm} (5.2-2)

The definitions of the symbols used in (5.2-1) and (5.2-2) are the same as those used in the previous chapters. \( f(t) \) is the time domain response related to \( F(s) \); \( t_0 \) is the resetting time. Equation (5.2-2) is the formula for solving the time response after \( t = t_0 \) for linear lumped networks. The principle of the resetting technique is that, first, one starts using (5.2-1) to solve the time responses with zero initial conditions of capacitances and inductances within time interval \( t_0 \) and stops at \( t = t_0 \); second, the networks are solved by (5.2-2) within a new time interval, and all initial conditions of capacitances and inductances are replaced by independent voltage and current sources caused equivalently by voltages across capacitances and currents through inductances at \( t = t_0 \).
equivalent independent sources are represented by \( Bf(t_0) \) in (5.2-2). As long as the step size remains constant, the coefficient matrix in (5.2-2) will not change and one LU decomposition is sufficient. Therefore, one only needs to modify the right hand side of (5.2-2) and perform a backward-forward substitution at each resetting time.

### 5.3. Extension of The Stepping Algorithm

For distributed or mixed lumped and distributed networks, the resetting approach becomes more complicated, since the responses of linear distributed networks are two dimension functions of time \( t \) and line location \( x \). The purpose of this section is to develop a formula of the resetting technique for distributed or mixed networks.

(a) Formulation of The Stepping Algorithm for Lossy Coupled Transmission Lines

For linear networks with lossy coupled transmission lines, the Generalized Modified Nodal Admittance equations in the s-domain (2.3-1) are as follows,

\[
\left( A + sB + \sum_{k=1}^{N_T} P_k H_k P_k^T \right) F(s) = J(s) \tag{2.3-1}
\]

Considering the initial conditions of both lumped elements and distributed elements at \( t = t_0 \), a generalized form of (2.3-1) is given by

\[
\left( A + sB + \sum_{k=1}^{N_T} P_k H_k P_k^T \right) F(s) = J(s) + Bf(t_0) + \sum_{k=1}^{N_T} P_k g_k (v_k(D_k, t_0), i_k(D_k, t_0)) \tag{5.3-1}
\]

where \( g_k (v_k(D_k, t_0), i_k(D_k, t_0)) = C^{2m_1} \) is a vector of equivalent independent sources contributed by the \( k \)th coupled transmission line,
\( v_k(D_k, t_0) \) and \( i_k(D_k, t_0) \) are terminal voltage and current vectors of the kth transmission line at time \( t_0 \).

\( D_k \) is the length of the kth transmission line.

In the section (b) \( g_k(v_k(D_k, t_0), i_k(D_k, t_0)) \) will be proved to be

\[
\begin{align*}
\hat{g}_k(v_k(D_k, t_0), i_k(D_k, t_0)) &= -\int_0^{D_k} \begin{bmatrix}
S_{ki}^{-1} & 0 \\
0 & S_{ki}^{-1}
\end{bmatrix} \begin{bmatrix}
-E_k(D_k) & -U \\
U & E_k^{-1}(D_k - \tau)
\end{bmatrix} \begin{bmatrix}
E_k(D_k - \tau) & 0 \\
0 & E_k^{-1}(D_k - \tau)
\end{bmatrix} \begin{bmatrix}
S_{kv}^{-1} & S_{ki}^{-1} \\
S_{ki}^{-1} & S_{kv}^{-1}
\end{bmatrix} \begin{bmatrix}
L_k & 0 \\
C_k & 0
\end{bmatrix} \begin{bmatrix}
v_k(\tau, t_0) \\
i_k(\tau, t_0)
\end{bmatrix} d\tau
\end{align*}
\]

(5.3-2)

The notations in (5.3-2) and all other symbols in (5.3-1) can be found in previous chapters.

(b) Derivation of the Equivalent Sources Caused by the Initial Conditions of the kth Transmission Line

To solve \( g_k(v_k(D_k, t_0), i_k(D_k, t_0)) \), it is necessary to start the derivation from the time domain partial differential equations of the kth transmission line given by

\[
\frac{\partial v_k(x, t)}{\partial x} = -(R_k i_k(x, t) + L_k \frac{\partial i_k(x, t)}{\partial t})
\]

(5.3-3)

\[
\frac{\partial i_k(x, t)}{\partial x} = -(G_k v_k(x, t) + C_k \frac{\partial v_k(x, t)}{\partial t})
\]

(5.3-4)

Apply the Laplace transform to these equations by assuming nonzero initial conditions,

\[
\begin{align*}
\frac{dV_k(x, s)}{dx} &= -(R_k + sL_k) I_k(x, s) = -Z_k' I_k(x, s) + L_k i_k(x, t) \\
\frac{dI_k(x, s)}{dx} &= -(G_k + sC_k) V_k(x, s) = -Y_k' V_k(x, s) + C_k v_k(x, t)
\end{align*}
\]

(5.3-5)
where upper-case variables are defined in the s-domain, those of lower-case are in the time domain.\( i_k(x, t_0) \) and \( v_k(x, t_0) \) represent the kth transmission line current and voltage waveforms at time \( t = t_0 \) and at location \( x \). Rewrite (5.3-5) and (5.3-6) in the form:

\[
\begin{bmatrix}
\frac{dV_k(x,s)}{dx} \\
\frac{dl_k(x,s)}{dx}
\end{bmatrix} = 
\begin{bmatrix}
0 & -Z_k \\
-Y_k & 0
\end{bmatrix}
\begin{bmatrix}
V_k(x,s) \\
I_k(x,s)
\end{bmatrix} + 
\begin{bmatrix}
0 & L_k \\
C_k & 0
\end{bmatrix}
\begin{bmatrix}
v_k(x,t_0) \\
i_k(x,t_0)
\end{bmatrix} \tag{5.3-7}
\]

Defining

\[
\Phi_k(x,s) = 
\begin{bmatrix}
V_k(x,s) \\
I_k(x,s)
\end{bmatrix} \tag{5.3-8}
\]

\[
\beta_k = 
\begin{bmatrix}
0 & -Z_k \\
-Y_k & 0
\end{bmatrix} \tag{5.3-9}
\]

\[
b_k = 
\begin{bmatrix}
0 & L_k \\
C_k & 0
\end{bmatrix}
\begin{bmatrix}
v_k(x,t_0) \\
i_k(x,t_0)
\end{bmatrix} = 
\begin{bmatrix}
0 & L_k \\
C_k & 0
\end{bmatrix}
\Phi_k(x,t_0) \tag{5.3-10}
\]

where \( \Phi_k(x,t_0) \) is the Laplace inversion of \( \Phi_k(x,s) \) at \( t = t_0 \). Then the simplified form of (5.3-7) can be written in the form

\[
\Phi_k' = \beta_k \Phi_k + b_k \tag{5.3-11}
\]

where \( \Phi_k(x,s) \in C^{2m_k} \) is a complex vector whose elements are function of \( x \) and \( s \). \( b_k \in R^{2m_k} \) is a real number vector whose elements are functions of \( x \) and \( t_0 \), and \( \beta_k \in C^{2m_k \times 2m_k} \) is a complex constant matrix. Note that equation (5.3-11) is a normal linear state space equation.

The homogeneous form of (5.3-11) is given by
\[ \Phi_k' = \beta_k \Phi_k \]  
(5.3-12)

Before solving (5.3-11), the solution of its homogeneous form of (5.3-12) needs to be solved first.

**Solution of Homogeneous Form of (5.3-12)**

Assume that the solution of (5.3-12) can be written as

\[ \Phi_k(x, s) = S_k \Lambda_k(x) K_k \]  
(5.3-13)

where

\[ \Lambda_k(x) = \text{diag}(e^{\gamma_{k1}x}, e^{\gamma_{k2}x}, \ldots, e^{\gamma_{k2m_k}x}) \]  
(5.3-14)

\( \gamma_{kl} \) are eigenvalues of \( \beta_k \), \( 1 \leq i \leq 2m_k \)

\[ S_k = \begin{bmatrix} S_{k1} & S_{k2} & \cdots & S_{k2m_k} \end{bmatrix} \]  
(5.3-15)

\( S_{kj} \) are eigenvectors associated with the eigenvalues \( \gamma_{kj} \), \( 1 \leq j \leq 2m_k \). \( K_k \) is a constant vector defined by the initial value of \( \Phi_k \).

In (5.3-13) let \( x = 0 \)

\[ \Phi_k(0, s) = S_k U K_k \]  
(5.3-16)

where \( U \) is the identity matrix. From (5.3-16) \( K_k \) can be written as

\[ K_k = S_k^{-1} \Phi_k(0, s) \]  
(5.3-17)

Applying (5.3-17) in (5.3-13), the solution of (5.3-12) can be written as
\[ \Phi_k(x, s) = S_k A_k(x) S_k^{-1} \Phi_k(0, s) \]  
(5.3-18)

In order to find eigenvalues of \( \beta_k \), consider the following equation

\[ (\gamma_k U - \beta_k) = \begin{bmatrix} \gamma_k U & Z_k \\ -Y_k & \gamma_k U \end{bmatrix} = \begin{bmatrix} \gamma_k U & Z_k \\ Y_k & \gamma_k U \end{bmatrix} \]  
(5.3-19)

Let \( \text{det} (\gamma_k U - \beta_k) = 0 \), i.e.

\[ \begin{vmatrix} \gamma_k U & Z_k \\ Y_k & \gamma_k U \end{vmatrix} = 0 \]  
(5.3-20)

this yields

\[ \gamma_k^2 U - Z_k Y_k = 0 \]  
(5.3-21)

(5.3-21) is the same as (2.3-19). Using the solutions of (2.3-20) and (2.3-26) here

\[ V_k(x, s) = S_{kv} E_k(x) K_{k1} + S_{kv} E_k^{-1}(x) K_{k2} \]  
(5.3-22)

\[ I_k(x, s) = S_{ki} E_k(x) K_{k1} - S_{ki} E_k^{-1}(x) K_{k2} \]  
(5.3-23)

where all notations are the same as that in section 2.3. For a clear understanding, some explanations are repeated as follows

\[ S_{kv} = \begin{bmatrix} S_{kv1} & S_{kv2} & \ldots & S_{kv m_k} \end{bmatrix} \]  
(5.3-24)

\( S_{kvj} \) are eigenvectors associated with \( \gamma_k^2 \) which are the eigenvalues of \( Z_k Y_k \), \( 1 \leq j \leq m_k \).

\[ E_k(x) = \text{diag} \left( e^{-\gamma_1 x}, e^{-\gamma_2 x}, \ldots, e^{-\gamma_m x} \right) \]  
(5.3-25)

\[ S_{ki} = Z_k^{-1} S_{kv} \Gamma_k \]  
(5.3-26)
\[
\Gamma_k = \begin{bmatrix}
\gamma_{k1} & 0 & \cdots \\
0 & \gamma_{k2} & \cdots \\
\cdots & \cdots & \cdots \\
0 & 0 & \cdots & \gamma_{km}\n\end{bmatrix}
\]

(5.3-27)

\(K_{k1}\) and \(K_{k2}\) are constant vectors defined by the initial values of \(V_k(x,s)\) and \(I_k(x,s)\).

Rewrite (5.3-22) and (5.3-23) in matrix form

\[
\begin{bmatrix} V_k(x,s) \\ I_k(x,s) \end{bmatrix} = \begin{bmatrix} S_{kv} & S_{kv} \\ S_{ki} & -S_{ki} \end{bmatrix} \begin{bmatrix} E_k(x) & 0 \\ 0 & E_k^{-1}(x) \end{bmatrix} \begin{bmatrix} K_{k1} \\ K_{k2} \end{bmatrix}
\]

\[= \begin{bmatrix} S_{kv} & S_{kv} \\ S_{ki} & -S_{ki} \end{bmatrix} \begin{bmatrix} E_k(x) & 0 \\ 0 & E_k^{-1}(x) \end{bmatrix} \begin{bmatrix} S_{kv} & S_{kv} \\ S_{ki} & -S_{ki} \end{bmatrix}^{-1} \begin{bmatrix} V_k(0,s) \\ I_k(0,s) \end{bmatrix}
\]

(5.3-28)

Compared to (5.3-28) the explicit expression of \(S_k\) and \(\Lambda_k\) in (5.3-18) can be written as

\[
S_k = \begin{bmatrix} S_{kv} & S_{kv} \\ S_{ki} & -S_{ki} \end{bmatrix}
\]

(5.3-29)

\[
\Lambda_k(x) = \begin{bmatrix} E_k(x) & 0 \\ 0 & E_k^{-1}(x) \end{bmatrix}
\]

(5.3-30)

The \(k\)th transmission line admittance matrix \(H_k\) was already solved by Griffith and Nakhla [8] (also see section 2.3). Since the objective here is not to obtain matrix \(H_k\), but to solve \(g_k(v_k(D_k,t_0), i_k(D_k,t_0))\), a different procedure of deriving \(H_k\) is chosen.

In order to obtain an admittance form, changing the direction of \(I_k(x,s)\) in (5.3-28) gives

\[
\begin{bmatrix} V_k(x,s) \\ I_k(x,s) \end{bmatrix} = \begin{bmatrix} S_{kv} & S_{kv} \\ -S_{ki} & S_{ki} \end{bmatrix} \begin{bmatrix} E_k(x) & 0 \\ 0 & E_k^{-1}(x) \end{bmatrix} \begin{bmatrix} S_{kv} & S_{kv} \\ S_{ki} & -S_{ki} \end{bmatrix}^{-1} \begin{bmatrix} V_k(0,s) \\ I_k(0,s) \end{bmatrix}
\]

(5.3-31)
Rearrangement of (5.3-31) will be made in order to get the admittance form of the kth transmission line.

Premultiplying (5.3-31) by \[ \begin{bmatrix} S_{kv} & S_{kv} \\ -S_{ki} & S_{ki} \end{bmatrix}^{-1} \]
gives

\[ \begin{bmatrix} S_{kv} & S_{kv} \\ -S_{ki} & S_{ki} \end{bmatrix}^{-1} \begin{bmatrix} V_k(x, s) \\ I_k(x, s) \end{bmatrix} = \begin{bmatrix} E_k(x) & 0 \\ 0 & E_k^{-1}(x) \end{bmatrix} \begin{bmatrix} S_{kv} & S_{kv} \\ -S_{ki} & S_{ki} \end{bmatrix}^{-1} \begin{bmatrix} V_k(0, s) \\ I_k(0, s) \end{bmatrix} \quad (5.3-32) \]

i.e.

\[ \frac{1}{2} \begin{bmatrix} S_{kv}^{-1} & -S_{ki}^{-1} \\ S_{kv}^{-1} & S_{ki}^{-1} \end{bmatrix} \begin{bmatrix} V_k(x, s) \\ I_k(x, s) \end{bmatrix} = \frac{1}{2} \begin{bmatrix} E_k(x) & 0 \\ 0 & E_k^{-1}(x) \end{bmatrix} \begin{bmatrix} S_{kv}^{-1} & S_{ki}^{-1} \\ S_{kv}^{-1} & -S_{ki}^{-1} \end{bmatrix} \begin{bmatrix} V_k(0, s) \\ I_k(0, s) \end{bmatrix} \quad (5.3-33) \]

Cancelling 1/2 at both sides of (5.3-33) gives

\[ \begin{bmatrix} S_{kv}^{-1} & -S_{ki}^{-1} \\ S_{kv}^{-1} & S_{ki}^{-1} \end{bmatrix} \begin{bmatrix} V_k(x, s) \\ I_k(x, s) \end{bmatrix} = \begin{bmatrix} E_k(x) & 0 \\ 0 & E_k^{-1}(x) \end{bmatrix} \begin{bmatrix} S_{kv}^{-1} & S_{ki}^{-1} \\ S_{kv}^{-1} & -S_{ki}^{-1} \end{bmatrix} \begin{bmatrix} V_k(0, s) \\ I_k(0, s) \end{bmatrix} \quad (5.3-34) \]

Arrange all terms of (5.3-34) into the left hand side of the equation gives

\[ \begin{bmatrix} -E_k(x) S_{ki}^{-1} & -S_{ki}^{-1} \\ E_k^{-1}(x) S_{ki}^{-1} & S_{ki}^{-1} \end{bmatrix} \begin{bmatrix} I_k(0, s) \\ V_k(x, s) \end{bmatrix} - \begin{bmatrix} E_k(x) S_{kv}^{-1} & -S_{kv}^{-1} \\ -E_k^{-1}(x) S_{kv}^{-1} & S_{kv}^{-1} \end{bmatrix} \begin{bmatrix} V_k(0, s) \\ V_k(x, s) \end{bmatrix} = 0 \quad (5.3-35) \]

Decomposing (5.3-35) results in

\[ \begin{bmatrix} -E_k(x) & -U \\ E_k^{-1}(x) & U \end{bmatrix} \begin{bmatrix} S_{ki}^{-1} & 0 \\ 0 & S_{ki}^{-1} \end{bmatrix} \begin{bmatrix} I_k(0, s) \\ I_k(x, s) \end{bmatrix} - \begin{bmatrix} E_k(x) & -U \\ -E_k^{-1}(x) & U \end{bmatrix} \begin{bmatrix} S_{kv}^{-1} & 0 \\ 0 & S_{kv}^{-1} \end{bmatrix} \begin{bmatrix} V_k(0, s) \\ V_k(x, s) \end{bmatrix} = 0 \quad (5.3-36) \]
Rearranging (5.3-36) will give a final form as

\[
\begin{bmatrix}
I_k(0, s) \\
I_k(x, s)
\end{bmatrix}
= 
\begin{bmatrix}
S_{ki}^{-1} & 0 \\
0 & S_{ki}^{-1}
\end{bmatrix}
\begin{bmatrix}
E_k(x) \\
E_{k1}(x)
\end{bmatrix}
-U
\begin{bmatrix}
E_k(x) \\
E_{k1}(x)
\end{bmatrix}
-U
\begin{bmatrix}
S_{kv}^{-1} \\
S_{kv}^{-1}
\end{bmatrix}
\begin{bmatrix}
V_k(0, s) \\
V_k(x, s)
\end{bmatrix}
\]

\[
= 
\begin{bmatrix}
S_{ki}^{-1} & 0 \\
0 & S_{ki}^{-1}
\end{bmatrix}
\begin{bmatrix}
E_{k1}(x) \\
E_{k2}(x)
\end{bmatrix}
\begin{bmatrix}
E_{k1}(x) \\
E_{k1}(x)
\end{bmatrix}
\begin{bmatrix}
S_{kv}^{-1} \\
S_{kv}^{-1}
\end{bmatrix}
\begin{bmatrix}
V_k(0, s) \\
V_k(x, s)
\end{bmatrix}
\]

\[
= 
H_k(x)
\begin{bmatrix}
V_k(0, s) \\
V_k(x, s)
\end{bmatrix}
\]

(5.3-37)

\[
H_k(x) = 
\begin{bmatrix}
S_{ki}E_{k1}(x)S_{kv}^{-1} & S_{ki}E_{k2}(x)S_{kv}^{-1} \\
S_{ki}E_{k2}(x)S_{kv}^{-1} & S_{ki}E_{k1}(x)S_{kv}^{-1}
\end{bmatrix}
\]

(5.3-38)

(5.3-38) is the same as (2.3-32) except for \( x = D_k \) there. The importance of above derivation can be seen by solving the general state space equation (5.3-11), which is given as following.

**Solution of the general equation of (5.3-11)**

It is known that the solution of homogeneous form of (5.3-12) can be

\[
\Phi_k(x, s) = e^{B_k x} \Phi_k(0, s)
\]

(5.3-39)

Compared to (5.3-31) it can be concluded that
\[ e^{\beta_k x} = \begin{bmatrix} S_{kv} & S_{kv} \\ -S_{ki} & S_{ki} \end{bmatrix} \begin{bmatrix} E_k(x) & 0 \\ 0 & E_k^{-1}(x) \end{bmatrix} \begin{bmatrix} S_{kv} \\ -S_{ki} \end{bmatrix}^{-1} \]  
(5.3-40)

The solution of the general state space equation (5.3-11) with changed direction of \( I_k(x, s) \) is

\[ \Phi_k(x, s) = e^{\beta_k x} \Phi_k(0, s) + \int_0^x e^{\beta_k (x-\tau)} b_k(\tau, t_0) \, d\tau \]  
(5.3-41)

This is equivalent to

\[ \begin{bmatrix} V_k(x, s) \\ I_k(x, s) \end{bmatrix} = \begin{bmatrix} S_{kv} & S_{kv} \\ -S_{ki} & S_{ki} \end{bmatrix} \begin{bmatrix} E_k(x) & 0 \\ 0 & E_k^{-1}(x) \end{bmatrix} \begin{bmatrix} S_{kv} \\ -S_{ki} \end{bmatrix}^{-1} \begin{bmatrix} V_k(0, s) \\ I_k(0, s) \end{bmatrix} + \int_0^x \begin{bmatrix} S_{kv} & S_{kv} \\ -S_{ki} & S_{ki} \end{bmatrix} \begin{bmatrix} E_k(x-\tau) & 0 \\ 0 & E_k^{-1}(x-\tau) \end{bmatrix} \begin{bmatrix} S_{kv} \\ -S_{ki} \end{bmatrix}^{-1} \begin{bmatrix} 0 \\ C_k \end{bmatrix} \begin{bmatrix} v_k(\tau, t_0) \\ i_k(\tau, t_0) \end{bmatrix} \, d\tau \]  
(5.3-42)

Following the procedures of (5.3-31)-(5.3-37), (5.3-42) can be changed into

\[ \begin{bmatrix} I_k(0, s) \\ I_k(x, s) \end{bmatrix} = \begin{bmatrix} S_{ki} E_{k1}(x) S_{kv}^{-1} \\ S_{ki} E_{k2}(x) S_{kv}^{-1} \end{bmatrix} \begin{bmatrix} 0 \\ I_k(x, s) \end{bmatrix} \begin{bmatrix} 0 \\ C_k \end{bmatrix} \begin{bmatrix} v_k(\tau, t_0) \\ i_k(\tau, t_0) \end{bmatrix} \]  
(5.3-43)

Let \( x = D_k \) in (5.3-43), then
\[
\begin{bmatrix}
I_k(0, s) \\
I_k(D_k, s)
\end{bmatrix} =
\begin{bmatrix}
S_{k1}E_{k1} (D_k) S_{kv}^{-1} & S_{k1}E_{k2} (D_k) S_{kv}^{-1} \\
S_{k1}E_{k2} (D_k) S_{kv}^{-1} & S_{k1}E_{k1} (D_k) S_{kv}^{-1}
\end{bmatrix}
\begin{bmatrix}
V_k(0, s) \\
V_k(D_k, s)
\end{bmatrix}
\]

\[
+ \int_0^{D_k} \begin{bmatrix}
S_{ki} \\
0
\end{bmatrix}
\begin{bmatrix}
0 \\
S_{ki}
\end{bmatrix}
\begin{bmatrix}
-E_k(D_k) & -U \\
U & 0
\end{bmatrix}
\begin{bmatrix}
E_k(D_k - \tau) & 0 \\
0 & E_k^{-1}(D_k - \tau)
\end{bmatrix}
\begin{bmatrix}
S_{kv}^{-1} & S_{ki}^{-1} \\
S_{kv}^{-1} & -S_{ki}^{-1}
\end{bmatrix}
\begin{bmatrix}
0 & L_k \\
0 & C_k
\end{bmatrix}
\begin{bmatrix}
V_k(\tau, t_0) \\
i_k(\tau, t_0)
\end{bmatrix}
\text{d}\tau
\]

Comparing (5.3-44) with general form (5.3-1), it can be concluded that

\[
H_k(D_k) =
\begin{bmatrix}
S_{k1}E_{k1} (D_k) S_{kv}^{-1} & S_{k1}E_{k2} (D_k) S_{kv}^{-1} \\
S_{k1}E_{k2} (D_k) S_{kv}^{-1} & S_{k1}E_{k1} (D_k) S_{kv}^{-1}
\end{bmatrix}
\]

which is the same as that of Griffith and Nakhla's form, and the reminding part of (5.3-44) must be the contributions associated with the initial values of the kth transmission line, i.e., the negative of the reminding part is \( g_k \left( v_k(D_k, t_0), i_k(D_k, t_0) \right) \), which was given by (5.3-2).

It is noted that the initial conditions of the kth distributed transmission line is dependent upon the voltages and currents at all locations along the line.

5.4 Implementations

(a) Computation of \( g_k \left( v_k(D_k, t_0), i_k(D_k, t_0) \right) \)

The Simpson's formula is used to solve the integral of (5.3-2) with cutting the length of \( D_k \) by \( n_{kd} \), where \( n_{kd} \) is an integer and should be chosen large enough to guarantee the accuracy of the integral. Then (5.3-2) can be simplified as
\[
\mathcal{g}_k (v_k (D_{k_i}, t_0), i_k (D_{k_i}, t_0)) = - \left[ \begin{array}{c} s_{ki} \\ 0 \\ s_{ki} \end{array} \right] D_k \left[ \begin{array}{c} \Theta_{k11} (\tau) \\ \Theta_{k12} (\tau) \\ \Theta_{k21} (\tau) \end{array} \right] \left[ \begin{array}{c} s_{kv}^{-1} \\ -s_{ki}^{-1} \\ s_{kv}^{-1} \end{array} \right] \left[ \begin{array}{c} 0 \\ s_{ki}^{-1} \\ 0 \end{array} \right] \left[ \begin{array}{c} L_k \\ C_k \\ 0 \end{array} \right] \left[ \begin{array}{c} v_k (\tau, t_0) \\ i_k (\tau, t_0) \end{array} \right] d\tau \\
= \left[ \begin{array}{c} s_{ki} \\ 0 \\ s_{ki} \end{array} \right] \mathcal{R}_k (D_k)
\]

where

\[
\begin{bmatrix}
\Theta_{k11} (\tau) & \Theta_{k12} (\tau) \\
\Theta_{k21} (\tau) & \Theta_{k22} (\tau)
\end{bmatrix} = \begin{bmatrix}
-E_k (D_k) & -U \\
E_k^{-1} (D_k) & U
\end{bmatrix}^{-1} \begin{bmatrix}
E_k (D_k - \tau) & 0 \\
0 & E_k^{-1} (D_k - \tau)
\end{bmatrix}
\]

(5.4-2)

\[
\begin{bmatrix}
\Theta_{k11} (\tau) \\
\Theta_{k12} (\tau) \\
\Theta_{k21} (\tau) \\
\Theta_{k22} (\tau)
\end{bmatrix} = \text{diag} \left( \frac{e^{-\gamma u(D_k - \tau)}}{(e^{\gamma u D_k} - e^{-\gamma u D_k})} \right) = \text{diag} \left( \frac{e^{-\gamma u (2D_k - \tau)}}{(1 - e^{-2\gamma u D_k})} \right)
\]

(5.4-3)

\[
\mathcal{R}_k (D_k)
\]

is a 2m_k dimension vector which is the Simpson’s approximation of the integral of

\[
\int_{D_k} \begin{bmatrix}
\Theta_{k11} (\tau) \\
\Theta_{k12} (\tau) \\
\Theta_{k21} (\tau) \\
\Theta_{k22} (\tau)
\end{bmatrix} \left[ \begin{array}{c} s_{kv}^{-1} \\ s_{ki}^{-1} \\ s_{kv}^{-1} \\ -s_{ki}^{-1} \end{array} \right] \left[ \begin{array}{c} 0 \\ L_k \\ C_k \\ 0 \end{array} \right] \left[ \begin{array}{c} v_k (\tau, t_0) \\ i_k (\tau, t_0) \end{array} \right] d\tau 
\]

(5.4-4)

For convenience, copy the Simpson’s formula here [14]
\[
\int_{0}^{D} P_k(x) \, dx = \Delta x_k \left( \frac{17}{48} p_{k0} + \frac{59}{48} p_{k1} + \frac{43}{48} p_{k2} + \frac{49}{48} p_{k3} \right) + \\
\Delta x_k \left( p_{k5} + p_{k6} + \ldots + p_{kn_{dk} - 1} \right) + \\
\Delta x_k \left( \frac{49}{48} p_{kn_{dk} - 3} + \frac{43}{48} p_{kn_{dk} - 2} + \frac{59}{48} p_{kn_{dk} - 1} + \frac{17}{48} p_{kn_{dk}} \right)
\]

where \( \Delta x_k = \frac{D_k}{n_{kd}} \) and

\[
p_{kj} = \begin{bmatrix} 
\Theta_{k11}(j \Delta x_k) & \Theta_{k12}(j \Delta x_k) \ns_{k1}^{-1} & s_{k1}^{-1} & 0 & L_k & v_k(j \Delta x_k, t_0) \\
\Theta_{k21}(j \Delta x_k) & \Theta_{k22}(j \Delta x_k) \ns_{k2}^{-1} & -s_{k2}^{-1} & C_k & 0 & i_k(j \Delta x_k, t_0) 
\end{bmatrix}
\]

\( j = 0, 1, 2, \ldots, n_{kd} \).

(b) Solutions of \( v_k(j \Delta x_k, t_0) \) and \( i_k(j \Delta x_k, t_0) \)

Replacing \( x \) by \( j \Delta x_k \) in (5.3-42) without changing the sign of \( I_k(x, s) \),

\[
\begin{bmatrix} 
V_k(j \Delta x_k, s) \\
I_k(j \Delta x_k, s) 
\end{bmatrix} = \begin{bmatrix} 
S_{kv} & S_{kv} \\
S_{ki} & -S_{ki} 
\end{bmatrix} \begin{bmatrix} 
E_k(j \Delta x_k) & 0 \\
E_k^{-1}(j \Delta x_k) & S_{ki} & -S_{ki} 
\end{bmatrix} \begin{bmatrix} 
V_k(0, s) \\
i_k(0, s) 
\end{bmatrix} \\
+ \int_{0}^{j \Delta x} \begin{bmatrix} 
S_{kv} & S_{kv} \\
S_{ki} & -S_{ki} 
\end{bmatrix} \begin{bmatrix} 
E_k(j \Delta x_k - \tau) & 0 \\
E_k^{-1}(j \Delta x_k - \tau) 
\end{bmatrix} \begin{bmatrix} 
S_{kv} & S_{kv} \\
S_{ki} & -S_{ki} 
\end{bmatrix}^{-1} \begin{bmatrix} 
V_k(\tau, t_{0-1}) \\
i_k(\tau, t_{0-1}) 
\end{bmatrix} \, d \tau
\]

where \( t_{0-1} \) means the previous resetting time.

In order to avoid the positive exponential, premultiply (5.4-7) by
\[ \begin{bmatrix} E_k(j\Delta x_k) & 0 \\ 0 & E_k(j\Delta x_k) \end{bmatrix} \begin{bmatrix} S_{kv} & S_{kv} \\ S_{ki} & -S_{ki} \end{bmatrix}^{-1}, \text{i.e.} \]

\[
\begin{bmatrix} E_k(j\Delta x_k) & 0 \\ 0 & E_k(j\Delta x_k) \end{bmatrix} \begin{bmatrix} S_{kv} & S_{kv} \\ S_{ki} & -S_{ki} \end{bmatrix}^{-1} \begin{bmatrix} V_k(j\Delta x_k, s) \\ I_k(j\Delta x_k, s) \end{bmatrix}
= \begin{bmatrix} E_k(2j\Delta x_k) & 0 \\ 0 & U \end{bmatrix} \begin{bmatrix} S_{kv} & S_{kv} \\ S_{ki} & -S_{ki} \end{bmatrix}^{-1} \begin{bmatrix} V_k(0, s) \\ I_k(0, s) \end{bmatrix}
\]

(5.4-8)

\[
\int_0^{j\Delta x_k} \begin{bmatrix} E_k(2j\Delta x_k - \tau) & 0 \\ 0 & E_k(\tau) \end{bmatrix} \begin{bmatrix} S_{kv} & S_{kv} \\ S_{ki} & -S_{ki} \end{bmatrix}^{-1} \begin{bmatrix} 0 & L_k \\ C_k & 0 \end{bmatrix} \begin{bmatrix} v_k(\tau, \tau_0 - 1) \\ i_k(\tau, \tau_0 - 1) \end{bmatrix} d\tau
\]

Solving (5.4-8) at each \( j\Delta x_k \) by LU decomposition, the s-domain solution

\[
\begin{bmatrix} V_k(j\Delta x_k, s) \\ I_k(j\Delta x_k, s) \end{bmatrix}
\]

at all \( j\Delta x_k \) can be obtained. Then the Laplace inversion of its solution will give \( v_k(j\Delta x_k, \tau_0) \) and \( i_k(j\Delta x_k, \tau_0) \).

(c) Computation of The Integral Part of (5.4-8)

Since (5.4-8) involves another integral which is more complicated, the following procedures are taken.

Let
\[ w_k(j\Delta x_k) = \int_0^{j\Delta x_k} \begin{bmatrix} E_k(2j\Delta x_k - \tau) & 0 \\ 0 & E_k(\tau) \end{bmatrix} \cdot \begin{bmatrix} S_{kv} \\ S_{ki} \end{bmatrix}^{-1} \begin{bmatrix} 0 & L_k \\ C_k & 0 \end{bmatrix} \begin{bmatrix} v_k(\tau, t_{0-1}) \\ i_k(\tau, t_{0-1}) \end{bmatrix} d\tau \\
= \int_0^{j\Delta x_k} h_{k1}(2j\Delta x_k - \tau, \tau) h_{k2}(\tau) d\tau \] (5.4-9)

where

\[ h_{k1}(2j\Delta x_k - \tau, \tau) = \begin{bmatrix} E_k(2j\Delta x_k - \tau) & 0 \\ 0 & E_k(\tau) \end{bmatrix} \] (5.4-10)

\[ h_{k2}(\tau) = \begin{bmatrix} S_{kv} \\ S_{ki} \end{bmatrix}^{-1} \begin{bmatrix} 0 & L_k \\ C_k & 0 \end{bmatrix} \begin{bmatrix} v_k(\tau, t_{0-1}) \\ i_k(\tau, t_{0-1}) \end{bmatrix} \] (5.4-11)

When \( j=0 \)

\[ w_k(0) = h_{k1}(0, 0) h_{k2}(0) \Delta x_k \] (5.4-12)

When \( j=1 \), the Trapezoidal rule is used

\[ w_k(\Delta x_k) = \frac{h_{k1}(2\Delta x_k, 0) h_2(0) + h_{k1}(\Delta x_k, \Delta x_k) h_{k2}(\Delta x_k)}{2} \Delta x_k \] (5.4-13)

When \( 2 \leq j \leq 7 \), the Extended Trapezoidal rule is used

\[ w_k(j\Delta x_k) = \frac{h_{k1}(2j\Delta x_k, 0) h_{k2}(0) + h_{k1}(j\Delta x_k, j\Delta x_k) h_{k2}(j\Delta x_k)}{2} \Delta x_k \]

\[ + (h_{k1}((2j-1)\Delta x_k, \Delta x_k) h_{k2}(\Delta x_k) + \ldots) \Delta x_k \]

\[ + h_{k1}((j+1)\Delta x_k, (j-1)\Delta x_k) h_{k2}((j-1)\Delta x_k) \Delta x_k \] (5.4-14)

When \( j > 7 \), the Simpson form of (5.4-5) is used.
(d) CPU Time Considerations

Considering the general form of (5.3-1), its CPU cost is almost the same as that of NILT0 when the term of \( g_k(v_k(D_k', t_0), i_k(D_k', t_0)) \) is not present. The implementation of \( g_k(v_k(D_k, t_0), i_k(D_k, t_0)) \) is complicated and time consuming. One has to consider the number of poles used, the number of coupled transmission lines, the dimension of each coupled transmission line and the number of steps used to solve the integrals of (5.4-1) and (5.4-9). Under each step one also needs to consider the number of poles and the dimensions of transmission lines.

The most efficient way to compute time responses using the numerical inversion of Laplace transform with the stepping algorithm is, first, to calculate \( g_k(v_k(D_k, t_0), i_k(D_k, t_0)) \) before going into the resetting, since the most information can be used for calculating it at \( t = t_0 \); and second, within the processing of resetting, it is better to prepare as much information as possible for the integrals and then to solve it. Thus \( h_{k1} \) and \( h_{k2} \) are calculated and then stored before computing \( w_k \). Certainly, storing such matrices takes more memory space.

(e) Simulation steps

The simulation steps is shown in Fig 5.1.
(f) Accuracy

To save CPU time, $h_{k1}$ and $h_{k2}$ are calculated and stored in advance at fixed
distance interval. So this may cause inaccuracy of computing the integral (5.4-9) when \( j \) is small. Adding more points between \( 0 \) and \( j \) can improve the accuracy, but this will result in more complicated programming and more CPU time costs.

5.5. Examples

To demonstrate the stepping algorithm for the numerical inversion of Laplace transform several examples are given in this section. All examples in this chapter are calculated with the unit step input.

Example 5.1. Single lossless transmission line circuit.

Consider the circuit shown in Fig. 5.2. To show that this method improves accuracy with increasing time, comparisons of results of Hspice, NILT0 and the resetting technique are shown in Fig. 5.3 and Fig. 5.4, respectively. Both NILT0 and the new method are used with \( M=4 \) and \( N=2 \). Fig. 5.4 shows that the result of two step resettings is very close to the that of Hspice. In Fig. 5.3 the resetting starts at \( t_0 = 2.7 \text{ns} \). In Fig. 5.4 two step resettings are taken at \( t_{01} = 2.7 \text{ns} \) and \( t_{02} = 6.3 \text{ns} \), respectively. Scales of vertical axes in Fig. 5.3 and Fig. 5.4 are 1volt/unit.
Fig. 5.2. Single lossless transmission line circuit

Fig. 5.3 Comparison of Hspice, NILTO and one step resetting for the circuit of Fig. 5.2
Example 5.2. *Seven single lossless transmission line circuit.*

The circuit is given in Fig. 4.3. Comparisons of Hspice, NILT0 and the new method are shown in Fig. 5.5 and Fig. 5.6, respectively. Both NILT0 and the new method are used with $M=4$ and $N=2$. In Fig. 5.5 one step resetting is taken at $t_0 = 0.84 \, \text{ns}$. In Fig. 5.6 two step resettings are taken at $t_{01} = 0.84 \, \text{ns}$ and $t_{02} = 1.3 \, \text{ns}$, respectively. Scales of vertical axes in Fig. 5.5 and Fig. 5.6 are 1 volt/unit.
Fig. 5.5 Comparison of Hspice, NILT0 and one step resetting for the circuit of Fig. 4.3

Fig. 5.6 Comparison of Hspice, NILT0 and two step resetting for the circuit of Fig. 4.3.
Example 5.3 One lossless multiconductor transmission line circuit.

The circuit is given by Fig. 4.12 and all parameters are given in example \(\text{\textasciitilde}\text{\textasciitilde}\). Since Hspice can not be used for a coupled transmission line circuit, comparison of NILT2, NILT0 and the new method are shown in Fig. 5.7 and Fig. 5.8, respectively. In Fig. 5.7 one step resetting is used at \(t_0 = 1.5\text{ns}\) and in Fig. 5.8 two step resettings are taken at \(t_{01} = 1.5\text{ns}\) and \(t_{02} = 3.2\text{ns}\), respectively. All methods in this example are used with \(M=6\) and \(N=4\). Scales of vertical axes in those figures are 1volt/unit.

![Fig. 5.7 Responses of \(v(1)\) by different methods for the circuit of Fig. 4.12 (one step resetting)
Fig. 5.8 Responses of \(v(1)\) by different methods for the circuit of Fig. 4.12 (two step reinitializations)

**Example 5.4. Two multiconductor transmission line circuit.**

The circuit is given in Fig. 4.21 and all parameters are given in example 4.6. Comparisons of NILT2, NILT0 and the new method are shown in Fig. 5.9 and Fig. 5.10, respectively. In Fig. 5.9 one step resetting is used at \(t_0 = 0.45\, ns\) and in Fig. 5.10 two step resettings are taken at \(t_{01} = 0.45\, ns\) and \(t_{02} = 1.1\, ns\), respectively. All methods are used with \(M=6\) and \(N=4\). Scales of vertical axes in those figures are 1 volt/unit.
Fig. 5.9 Responses of \( v(7) \) in the circuit of Fig. 4.21 by different methods (one step resetting).

Fig. 5.10 Responses of \( v(7) \) in the circuit of Fig. 4.21 by different methods (two step reinitializations).
Example 4.5 Three multiconductor transmission line circuit.

The circuit is given in Fig. 4.26 and all parameters are given in example 4.7. Comparisons of NILT2, NILT0 and the new method are shown in Fig. 5.11, Fig. 5.12 and Fig. 5.13, respectively. In 5.11 one step resetting is used at $t_0 = 1.1\, ns$, in Fig. 5.12 two step resettings are taken at $t_{01} = 1.1\, ns$ and $t_{02} = 3.3\, ns$ respectively and in Fig. 5.13 three step resettings are taken at $t_{01} = 1.1\, ns$, $t_{02} = 3.3\, ns$ and $t_{03} = 5\, ns$, respectively. All methods are used with $M=6$ and $N=4$. Scales of vertical axes in those figures are 1 volt/ unit.

![Fig. 5.11 Responses of $v(4)$ in the circuit of Fig. 4.26 (One step resetting)]
**Fig. 5.12** Responses of $v(4)$ in the circuit of Fig. 4.26 (Two resettings)

**Fig. 5.13** Responses of $v(4)$ in the circuit of Fig. 4.26 (Three resettings)
5.6 Comments on The Stepping Algorithm

The resetting technique for solving distributed networks is more accurate for calculating long transients. The method bridges the gap between NILT and the integration approach for distributed networks. Theoretically, the stepping algorithm can get an accurate solution no matter how far t goes. Combined with high degree numerical inversion of Laplace transforms, the stepping algorithm can be even more powerful. The disadvantage of this method is that more points should be added for solving the integrals.
CHAPTER 6

Conclusions and Further Research

6.1 Conclusions

The numerical inversion of Laplace transform (NILT0) is efficient for analyzing the time responses of linear distributed networks. The method is equivalent to very high order integration method and is absolutely stable. Using derivatives of output waveforms with respect to the Laplace operator s, the high degree numerical inversion of Laplace transform (NILTn, n > 0) decreases the errors, caused by truncation errors of the Padé approximation, of results significantly. The new method is also more efficient since, in order to obtain the same accuracy, the methods using less poles and high degree derivatives require less CPU time than that of more poles without any derivative. The NILTn method has also been proved to be absolutely stable.

The stepping algorithm based on the numerical inversion of Laplace transform uses the resetting technique to improve the accuracy of solutions of linear distributed networks. The stepping algorithm bridges the gap between NILT and integration approaches. The stepping algorithm is also absolutely stable because at each time interval
NILT is used directly.

6.2 Further Research

Further research might take the following directions:

(i) Combining with the piecewise decomposition technique [9][10], the methods proposed in this thesis can also be extended to solve the coupled transmission line networks containing nonlinear terminations.

(ii) The proposed methods can be extended to solve non-uniform transmission line networks.

(iii) Combined with NILTn, the stepping algorithm can obtain more accurate results than that of NILTn itself with using the same number of poles of Padé approximation.
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