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Abstract

As signal speeds increase, the effects of VLSI interconnects become a dominant factor limiting the performance of an overall VLSI system. The interconnect effect in a VLSI system exists at several levels and the number of interconnects in such a system can be very large. Design optimization of such a large distributed network involving signal integrity criteria and a large number of transmission line parameters is extremely challenging and remains unsolved.

In this thesis, a multilevel optimization technique is developed for large-scale and hierarchical optimization of high-speed VLSI interconnects modeled by distributed transmission lines. Mathematical programming decomposition is combined with network tearing where the overall network is optimized by a set of parallel suboptimizations. The technique takes advantage of VLSI interconnect hierarchies in PCB, MCM and IC designs to speed up the optimization process.

The convergence property of the technique is analyzed through Gauss-Seidel relaxation analysis between multiple sets of nonlinear equations which are derived from optimality conditions for the high- and the low-level optimizations.

The proposed multilevel optimization algorithm is designed and implemented using SYSCAD environment and involves multiple computer processes running in a network of workstations. Several time- and frequency-domain optimization examples are tested. Results show that the proposed multilevel optimization formulation is faster than the standard optimization.
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Chapter 1

Introduction

1.1 Motivation

As the signal speeds increase, the effects of VLSI interconnects become a dominant factor limiting the performance of an overall VLSI system [1]. Improperly designed interconnects can result in increased signal delay, ringing, reflection and false switching. Such signal integrity issues must be dealt with in the design stage of a high-speed VLSI system. In the past several years, there has been a thrust of research in the simulation of interconnects modeled by lossy coupled transmission lines, e.g., [1]-[5]. Design optimization of such interconnects is also recently addressed [6]-[7].

The interconnect effect in a VLSI system exists at several levels, e.g., printed circuit board (PCB) and multichip modules (MCM). The number of interconnects in such a system can be very large. Signal integrity of the overall digital system is affected by the interconnects at all the levels. However, design optimization of such a large distributed network involving signal integrity criteria and a large number of transmission line parameters is extremely challenging and remains unsolved.

A traditional mathematically based vehicle for approaching large scale problems
is decomposition, e.g., in mathematical programming [10]-[15], circuit analysis [16]-[22], control system design [23]-[26], fault diagnosis [27], state estimation [28], power systems optimization [29]-[31] and operation planning [32][33]. An essential feature for decomposition based optimization is the coordination scheme between various suboptimizations such as model coordination, goal coordination and combined model-goal coordination [24].

Decomposition for the purpose of circuit optimization has its own special requirements due to factors, such as, the high nonlinearity and nonideal structures in objective functions, and nonideal distinctions between inputs and outputs of decomposed problems [34]. Bandler and Zhang [34] studied large scale optimization of microwave circuits using automatic decomposition based on sensitivity information. Low and Director [35] used model coordination and a functional decomposition concept for design centering of IC fabrication process.

However these techniques are not directly suitable for the VLSI interconnect problem where a large and hierarchical network topology adds to the complexity of large numbers of optimization variables and functions. A topologically oriented approach to optimization decomposition is needed [8][9].

1.2 Thesis Objectives

The first objective of the thesis is to develop a method for solving large scale circuit optimizations taking interconnect effects into account. New formulations are to be derived based on the decomposition theory and circuit optimization theory. The optimization must efficiently handle interconnect effects at several levels, i.e., at the PCB and MCM level. The optimization should be capable of processing large number of interconnects. This technique should improve computation speed of large scale circuit optimizations substantially.
The solution of the optimization problem proceeds in an iterative fashion with the effort divided among different suboptimizations. Thus the convergence property of such an iterative process needs to be addressed. The second objective of this thesis is to obtain theoretical conditions for convergence for the proposed optimization process.

The third objective is to incorporate parallel processing concept into large-scale optimization. A computer CAD framework needs to be implemented to facilitate the parallel computation at the sub-optimization level.

Finally, the formulations are to be applied to solve high-speed interconnect optimization problems. Examples for signal integrity optimization will be tested. The CPU speed up analysis will be provided for the proposed optimization.

1.3 Thesis Outline

A literature review is presented in Chapter 2. The applications of decomposition to electronics engineering, mathematical programming and electrical power systems are studied. Two basic coordination techniques are described. An illustration of circuit decomposition based on goal coordination is presented.

In Chapter 3, the original signal integrity optimization is formulated. The design variables and error functions in high-speed interconnect networks are discussed.

A general decomposition formulation in circuit optimization is presented in Chapter 4. Firstly, a multilevel optimization approach based on decomposing both the network topology and optimization is proposed. Minimax optimization is formulated as a special case. Finally, a parallel implementation for the multilevel optimization problem as a result of decomposition is presented.

The convergence property is presented in Chapter 5. The optimization convergence problem is analyzed through Gauss-Seidel relaxation analysis between multiple
sets of non-linear equations which are derived from the optimality conditions for multiple suboptimizations. In order to derive conditions for convergence, the notion of strict diagonal dominance in relaxation analysis is extended to blockwise diagonal dominance.

In Chapter 6, two examples, frequency- and time-domain optimizations involving interconnect transmission lines, are presented illustrating the advantages of the proposed decomposition approach.

Chapter 7 discusses the computer implementations. SYSCAD, an open-architecture CAD system, is introduced. SYSCAD employs the UNIX interprocess communication features to facilitate the connection of different program modules. The proposed method of decomposition is implemented under the SYSCAD environment.

The conclusions and future research directions are presented in Chapter 8.
Chapter 2

Literature Review and Basic Concepts

2.1 Problem Overview

With the advent of new devices having clock rate, or rise/fall times, in the order of subnanoseconds and with significant increases in the level of integration found in most VLSI systems, the problem of crosstalk between neighboring lines due to electromagnetic coupling and reflections due to mismatch and incorrect line terminations have become prominent in VLSI circuit and systems. In order to properly evaluate electrical interconnect effects, it is necessary to use complex simulators that are designed for high-speed interconnect analysis. The added complexity and the fact that typical VLSI systems and multichip modules contain a large number of interconnections can result in analysis and optimization problems that require a lot of computing power.

In order to improve signal integrity in high-speed circuits, a circuit designer can use automated design techniques to optimize the time responses to meet specifications under a given set of design constraints. However, performing optimization, which
requires repeated analysis runs, requires even more computing power.

A solution to the CPU intensive problem is to divide the problem over a number of processors and complete the computation tasks in parallel [37]. Large-scale optimization has been approached by decomposing the large number of optimization variables and functions. In [34], a novel and general decomposition technique applicable to the optimization of large microwave systems has been proposed. Using sensitivity information obtained from a suitable Monte Carlo analysis, possible decomposition properties are extracted. The overall optimization problem is automatically separated into a sequence of subproblems, each being characterized by the optimization of a subset of circuit functions with respect to variables which are sensitive to the selected responses. Good starting points and savings in computation time and memory space were achieved. Low and Director [35] reformulated the yield maximization problem into a deterministic design centering problem. Problem decomposition and macromodelling were then applied to solve the design centering problem efficiently. Furthermore, by applying the decomposition technique, the yield maximization technique became efficient enough so as not to be limited to low dimensional problems. Similar hierarchical techniques have been applied in logic circuit optimization as well. Malik [38] described a novel method for applying the two-level minimization for the optimization of primitive gate networks. Instead of actually breaking up a network into smaller, disjoint subnetworks, optimizing them separately and splicing them back afterwards, Limqueco and Muroga [39] partitioned the network into overlapping regions and used a varying size window to sweep through these regions, each time making only the gates within a region visible to the logic optimizing algorithm.

In dealing with large-scale networks and systems, many partitioning algorithms have been proposed. An efficient heuristic algorithm for solving a cluster problem using the concept of a contour tableau is proposed in [16]. The problem of decomposing a network into different groups of electrical components, which are interconnected by
the minimum number of leads, is discussed in [17]. A density of a graph is defined as the maximum number of disjoint spanning trees of the graph. Using this density, an algorithm to find all the subgraphs of a graph with a given density is developed in [40].

Unfortunately, there are reasons to believe [16] that all cluster partitioning problems belong to a class of hard problems, the so-called NP-complete class, where no polynomial-bounded global solutions are likely to exist. Therefore, any algorithm in such an attempt is heuristic.

Relaxation technique, which is related to decomposition technique, have also been proposed in the simulation of large integrated circuits. A broad survey of this decomposition related technique in circuit simulation can be found in [41, 42]. In the survey, the techniques used in relaxation-based electrical simulation were presented in a rigorous and unified framework and the numerical properties of the various methods were explored. Nakano et al [43] described a method of implementing waveform relaxation for bipolar digital circuits. In [44], partitioning techniques for Asymptotic Waveform Evaluation (AWE) were proposed to allow AWE to handle circuits in partitioned form. A multilevel Newton algorithm based on macromodels was presented in [45].

As far as transmission line effects are concerned, a bi-level waveform relaxation method is developed to compute the transient response of a coupled, dispersive multiconductor system terminated in non-linear loads such as transistors[46]. The transient response of lossy coupled transmission lines is also simulated by iterative waveform relaxation analyses of equivalent disjoint networks constructed with congruence transformers, FFT waveform generators, and characteristic impedances synthesized by Padé approximation [47].

In solving a large electrical power network, a special decomposition technique known as diakoptics was found by Kron [18] and Happ [19, 20]. The basic idea of
diakoptics is to solve a large system by breaking or tearing it apart into smaller subsystems; solving the individual parts, and then combining and modifying the solutions of the torn parts to yield the solution of the original untorn problem. In [22], tearing is explained simply in terms of elementary concepts from linear circuit theory.

Decomposition techniques are applied in power system design and optimization [32, 33]. The objectives of power system planning are mainly to minimize cost, which can be expressed in simple mathematical functions. Multilevel optimizations are often employed to reduce the size of the problem and computation time requirement.

The concept of decomposition has been a traditional, mathematically based vehicle for approaching large-scale problems. A major inspiration in the field of mathematical programming has been the discovery of the decomposition principle by Dantzig and Wolfe [10]. Decomposition techniques have found wide applications in control systems [24, 25]. Acar and Ozguner [26] discussed the optimal control method for a class of interconnected systems. More recently, an optimal control problem [12] was presented, in which the problem is decomposed by using time as an interaction variable and iterated towards a solution. Efforts are made on efficient methods for extracting derivative information on the bi-level optimization [13]. Some popular special decomposition techniques [14] are generalized [15].

Despite all these efforts in decomposition, little has been introduced in circuit optimization. Decomposition for the purpose of circuit optimization has its own special requirements due to the high nonideal structures in objective functions, and nonideal distinctions between inputs and outputs of decomposed problems [34]. The objective functions in circuit optimization are highly nonlinear and the connections between circuits are usually strongly coupled. Most techniques developed so far are not directly suitable for the VLSI interconnect problem where a large and hierarchical network topology adds to the complexity of large numbers of optimization variables.
and functions. A topologically oriented approach to optimization decomposition is needed to achieve the fast and correct design of high speed VLSI interconnects.

2.2 Partitioning Strategies

In order to apply decomposition techniques, the first step is to divide a large scale system into many small ones [36]. There are many proposed methods for circuit partitioning. Theoretically, we would like to decompose a circuit into a minimally interconnected circuit. In this case the total number of connections between any two subcircuits should be minimized. The computational time required by such an algorithm increases exponentially with the number of subcircuits [16]. Consequently, Sangiovanni-Vincentelli et al [16, 17] adopted a modified minimal cut heuristics. An almost linear time complexity partition algorithm was described in [36]. In VLSI design and optimization it is logical that a large circuit block be designed using many relatively small and independent circuit blocks. These design blocks suggest a natural circuit partitioning. In solving a large circuit optimization problem, the natural partitioning can also be exploited.

Generally, there are two major strategies in partitioning a large circuit optimization problem. The first approach, called functional decomposition, is based on partitioning the objective and constraint functions into a number of disjoint sets. The second one, structural decomposition, involves the partitioning of the underlying physical circuit into a number of subcircuits. The two partitioning strategies can be employed in conjunction with one another. For instance, one can first apply structural decomposition to break a large circuit into a number of subcircuits and then use functional decomposition on the subproblem associated with each of the subcircuits.
2.2.1 Functional Decomposition

The central idea of functional decomposition is to partition the objective and constraint functions into a number of disjoint groups according to the dependencies on different (not necessarily disjoint) sets of variables. The purpose of performing such a partitioning is to decompose the original problem into a number of subproblems, each corresponding to a group of objectives and constraint functions. The overall solution is reached by solving a sequence of subproblems.

Suppose sets $I$ and $J$ are defined as

\begin{align}
I & \equiv \{1, 2, \ldots, n\}, \\
J & \equiv \{1, 2, \ldots, m\}.
\end{align}

(2.1)  
(2.2)

The overall optimization problem, e.g., a minimax optimization, is

\[
\min_{X, i \in I} \max_{j \in J} f_j(X).
\]

(2.3)

In a functional decomposition approach, one attempts to reach the overall solution by solving a sequence of subproblems. A subproblem is characterized by

\[
\min_{X, i \in I} \max_{j \in J_i} f_j(X)
\]

(2.4)

where $I_i$ and $J_i$ are subsets of $I$ and $J$, respectively. The basic idea of partitioning is to decouple a variable $X_i$ from a function $f_j$ if the interaction between them is weak. The partitioning of $X$ and $f$ can be achieved either manually or automatically. The manual procedure corresponds to the manual determination of variables and function groups using a priori knowledge. The automatic procedure corresponds to the computerized partitioning of $X$ and $f$ based on sensitivity information [34].

2.2.2 Structural Decomposition

In structural decomposition, one attempts to partition the optimization problem by exploiting the structure of the underlying physical system. There are two aspects
related to such a decomposition: one is to deal with the partition of the physical circuit and the second is concerned with the decomposition of the objective and constraint functions after circuit partitioning has been achieved.

Structural decomposition is based on the observation that it is usually possible to physically partition a large circuit into a number of loosely coupled subcircuits. The partitioning may be a natural consequence of the hierarchical design practice or may be obtained through the application of a partitioning algorithm. Circuit partitioning is mathematically identical to functional decomposition above. Here, subcircuits may be individual transistors, logic gates, or functional blocks. The aim of structural decomposition is to find a partition that minimizes the interactions among the subcircuits. For large scale VLSI, it is often reasonable to simply use the partitioning which already exists in the design. Such a partitioning usually provides subcircuits with relatively loose couplings because it is a primary requirement for modular design.

2.3 Coordination Techniques

Although there are many ways to decompose a given optimization problem into a multilevel problem, they are essentially the combinations of two approaches, which are termed as model coordination method, and goal coordination method [11]. These two techniques are illustrated by means of a simple example involving two coupled subsystems.

2.3.1 Model Coordination

Consider the optimization problem associated with the system diagram in Fig. 2.1. The variables in the system are described below:

\( \mathbf{x} = \) vector of manipulated variables.
Figure 2.1: Example of coupled system.

\[ x^i = \text{vector of manipulated variables for subsystem } i. \]
\[ y = \text{vector of output variables for the system.} \]
\[ y^i = \text{vector of output variables for subsystem } i. \]
\[ u^1 = \text{vector of interaction variables from subsystem 1 to subsystem 2.} \]
\[ u^2 = \text{vector of interaction variables from subsystem 2 to subsystem 1.} \]

Let the generalized system equations be

\[ G(x, y, u) = 0 \]

(2.5)

where the vector \( G \) contains the system equations for each subsystem

\[ G^i(x^i, y^i, u^1, u^2) = 0. \]

(2.6)

Let the objective function which is to be minimized be

\[ P(x, y, u) = P_1(x^1, y^1, u^1) + P_2(x^2, y^2, u^2). \]

(2.7)

Notice that the objective function has been selected such that the objective function of the overall system is the sum of the two subsystem objective functions. This
additive feature is a common assumption in mathematical programming. The functions \( P_1(x^1, y^1, u^1) \) and \( P_2(x^2, y^2, u^2) \) are different from \( P(x, y, u) \).

In case of circuit optimization, the above mentioned manipulative variables and output variables correspond to the design variables and output voltages or currents, respectively. The system equation is the equation which will be described in Chapter 3.

The optimization problem is

\[
\min_{x, y, u} P(x, y, u) \tag{2.8}
\]

subject to

\[
G(x, y, u) = 0. \tag{2.9}
\]

Although the objective function may be separated into two noninteracting functions, one for each subsystem, the interaction variable \( u \) affects both subsystems. The model coordination method converts this overall optimization problem into a two-level problem by fixing the interactive variable \( u \) at some value \( z \). The above problem can be reformulated into the following two-level problem.

Higher level problem is

\[
\min_{z} H(z). \tag{2.10}
\]

Lower level problem is

\[
H(z) = \min_{x, y} P(x, y, z) \tag{2.11}
\]

subject to

\[
G(x, y, z) = 0. \tag{2.12}
\]

Notice in the lower level optimization

\[
H(z) = \min_{x, y} P(x, y, z) = \min_{x, y} \sum_{i=1,2} P_i(x^i, y^i, z)
\]
\[
\min_{\mathbf{z}} H(\mathbf{z}) = H_1(\mathbf{z}) + H_2(\mathbf{z})
\]
\[
G(\mathbf{x}, \mathbf{y}, \mathbf{u}) = 0
\]

\[
\begin{align*}
H_1(\mathbf{z}) &= \min_{\mathbf{x}^1, \mathbf{y}^1} P(\mathbf{x}^1, \mathbf{y}^1, \mathbf{z}^1) \\
&= G_1(\mathbf{x}^1, \mathbf{y}^1, \mathbf{z}^1, \mathbf{z}^2) = 0
\end{align*}
\]

\[
H_2(\mathbf{z}) = \min_{\mathbf{x}^2, \mathbf{y}^2} P(\mathbf{x}^2, \mathbf{y}^2, \mathbf{z}^2) \\
= G_2(\mathbf{x}^2, \mathbf{y}^2, \mathbf{z}^1, \mathbf{z}^2) = 0
\]

Figure 2.2: Multilevel solution using model coordination

and

\[
G(\mathbf{x}, \mathbf{y}, \mathbf{z}) = 0 \Leftrightarrow G_i(\mathbf{x}^1, \mathbf{y}^1, \mathbf{z}) = 0, \; i = 1, 2.
\]

The lower level optimization is further decomposed into two small optimizations. Furthermore, as there are no interactions between the two subsystems, the lower level optimizations can be solved in parallel. The resulting multilevel solution to this optimization problem is diagrammed in Fig. 2.2.

The important generalization is that the lower level problem was created by fixing certain variables, e.g., interaction variables, in the original problem and assigning to the higher level the task for determining these variables.
2.3.2 Goal Coordination

The two coupled subsystems in Fig. 2.1 are considered. The goal coordination method literally removes the interactions by "cutting" all links between subsystems. This may be done as indicated in Fig. 2.3 where the outputs of the subsystems which are the inputs to the another system are labeled $u^i$ as before, but the corresponding inputs to the subsystem are labeled as $z^i$. When the coupled system is cut into subsystems, $z^i$ and $x^i$ need not to be equal. Moreover $u^i$ now acts like a manipulative variable and must be selected. This decouples the two subsystems completely. Since the objective function was already decoupled, it is clear that there is no interaction in the system at all. However, in order to ensure that the independent subsystem problem yields the overall system optimality, it is necessary to ensure that the independent variables $x^i$ and $z^i$ are actually equal.

The addition of a penalty term is considered to ensure the interactions are properly
balanced. The objective function is

\[ P(x, y, u, \lambda) = P_1(x^1, y^1, u^1) + P_2(x^2, y^2, u^2) + \lambda^T(u - z). \]  \hspace{1cm} (2.14)

The constraints are

\[ G(x, y, z, u) = 0 \iff \begin{cases} G_1(x^1, y^1, u^1, z^2) = 0 \\ G_1(x^2, y^2, u^2, z^1) = 0 \end{cases} \] \hspace{1cm} (2.15)

where \( \lambda \) is a Lagrange multiplier or coordinating factor which penalizes the performance of the system if interactions do not balance.

The problem can be treated as a two level optimization problem. Higher level problem is assigned the task of balancing the interaction variables by manipulating \( \lambda \). When considering the lower level optimization, the penalty term is reorganized.

Lower level problems are formulated as

subsystem 1

\[ \min_{x^1, y^1, u^1, z^2} P_1(x^1, y^1, u^1) + \lambda_1^T u^1 - \lambda_2^T z^2 \] \hspace{1cm} (2.16)

subject to

\[ G_1(x^1, y^1, u^1, z^2) = 0; \] \hspace{1cm} (2.17)

subsystem 2

\[ \min_{x^2, y^2, u^2, z^1} P_2(x^2, y^2, u^2) - \lambda_1^T z^1 + \lambda_2^T u^2 \] \hspace{1cm} (2.18)

subject to

\[ G_2(x^2, y^2, u^2, z^1) = 0. \] \hspace{1cm} (2.19)

A block diagram representing the two level problem is in Fig. 2.4.

The multilevel formulation then involves cutting the interacting variables in order to create a lower level problem which can easily be decomposed into independent
Choose $\lambda$ to force interaction balance

$$H_1(z) = \min_{x^1, y^1, u^1, z^2} P(x^1, y^1, u^1) + \lambda_1 T u^1 - \lambda_2 T z^2$$

$$G_1(x^1, y^1, z^1, z^2) = 0$$

$$H_2(z) = \min_{x^2, y^2, u^2, z^1} P(x^2, y^2, u^2) + \lambda_2 T u^2 - \lambda_1 T z^1$$

$$G_2(x^2, y^2, z^1, z^2) = 0$$

Figure 2.4: Multilevel solution using goal coordination.

subproblems. The higher level attempts to force the lower level subproblems to arrive at a solution for which the independent variables $x_i$ and $z_i$ are equal.

Generally, if the overall optimization is formulated by including the constraints through the use of Lagrange multipliers or penalty terms, conversion of a multilevel form is done by

1. Choosing a set of coordinating variables (actual variables, Lagrange multipliers, penalty weights, or any combination of these) and assuming these to be fixed, thereby reproducing a lower level optimization problem with certain fixed variables.

2. Assigning to the higher level the task of determining the optimal values of the coordinating variables.

3. Deriving an algorithm by which the higher level optimization may successively
improve its estimates of the optimal interaction variables.

The choice of coordinating variables is made on the basis of decomposition of the lower level problem. A set of coordinating variables must be selected so that the resulting lower level problem, which is the original problem with coordinating variables assumed fixed, can be decomposed into independent problems.

2.4 Illustration of Circuit Formulations by Goal Coordination

In this section, a goal coordination formulation for circuit optimization is illustrated.

Suppose that a circuit is decomposed into $K$ blocks by partitioning. An overall optimization is

$$\min_{X} P(X) \quad (2.20)$$

subject to

$$YV = I \quad (2.21)$$

where $X$ is the vector of all design variables and $Y, V, I$ are the admittance matrix, voltage source vector and current source vector, respectively. Suppose the circuit is decomposed into $K$ subcircuits, the matrices $Y, V$ and $I$ can be partitioned accordingly.

$$Y = \begin{bmatrix} Y_{11} & Y_{12} & \cdots & Y_{1K} \\ Y_{21} & Y_{22} & \cdots & Y_{2K} \\ \vdots & \vdots & \ddots & \vdots \\ Y_{K1} & Y_{K2} & \cdots & Y_{KK} \end{bmatrix}, \quad V = \begin{bmatrix} V_1 \\ V_2 \\ \vdots \\ V_K \end{bmatrix}, \quad I = \begin{bmatrix} I_1 \\ I_2 \\ \vdots \\ I_K \end{bmatrix}. \quad (2.22)$$
Volatges and currents in the $i$th circuit block are represented by $V_i$ and $I_i$, respectively.

An example block is shown in Fig. 2.5. The following notations are used to formulate the goal coordination. Let $V_i^{(e)}$ be the external voltage vector of the subcircuit $i$, in the diagram $V_i^{(e)} = [V_{i1}, V_{i2}]^T$. Let $I_i^{(e)}$ be the external current vector. Let $nc_{ij}$ be the number of connections between subcircuits $i$ and $j$. Let $n_{i}^{(c)}$ be the number of external nodes in subcircuit $i$. Let $n_{i}$ be the number of nodes in subcircuit $i$. Let $C_{ij}$ be the selection matrix, its dimension is $nc_{ij} \times n_{i}^{(e)}$. Let $C_{ij}(k,l) = 1$, if the $l$th external node of subcircuit $j$ is connected with the $k$th node of the subcircuit $i$ where $k = 1, 2, \cdots, nc_{ij}$, $l = 1, 2, \cdots, n_{i}$. The $i$th circuit block can be represented by the following equation:

$$Y_i^{(c)}(X_i)V_i^{(e)} = I_i^{(e)}$$  \hspace{1cm} (2.23)

where $Y_i^{(c)}(X_i)$ is the reduced nodal admittance matrix of the $i$th circuit block. Variables in subcircuit $i$ are contained in $X_i$.

The higher level optimization is

$$\max_{\lambda, \mu} H(\lambda, \mu) = \sum_{i=1}^{K} P_i(X_i) +$$

$$\sum_{i=1}^{K-1} \sum_{i=i+1}^{K} \lambda_{ij}^T (C_{ji}V_i^{(e)} - C_{ij}V_j^{(e)})$$
\[ + \sum_{i=1}^{K-1} \sum_{i+1}^{K} \mu_{ij}^T (C_{ji} I_i^{(e)} + C_{ij} I_j^{(e)}) \]  

(2.24)

Where \( \lambda, \mu \) are \( K \times K \) matrices of the Lagrange multipliers. They are represented by

\[
\lambda = \begin{bmatrix}
0 & \lambda_{12} & \lambda_{13} & \cdots & \lambda_{1k} \\
0 & 0 & \lambda_{23} & \cdots & \lambda_{2k} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 0 & \lambda_{k-1k}
\end{bmatrix},
\]  

(2.25)

and

\[
\mu = \begin{bmatrix}
0 & \mu_{12} & \mu_{13} & \cdots & \mu_{1k} \\
0 & 0 & \mu_{23} & \cdots & \mu_{2k} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 0 & \mu_{k-1k}
\end{bmatrix}.
\]  

(2.26)

where each \( \lambda_{ij} \) and \( \mu_{ij} \) are \( nc_{ij} \times 1 \) vectors. Both matrices are upper triangle type. The total number of optimization variables is \( 2 \times \sum_{i=1}^{n} \sum_{j=i+1}^{n} nc_{ij} = 2 \times \) (number of connections).

The lower level optimization is

\[
\min_{X_i} P_i(X_i) + \sum_{j=i+1}^{K} \lambda_{ij}^T C_{ji} V_i^{(e)} - \sum_{j=1}^{i-1} \lambda_{ji}^T C_{ji} V_i^{(e)}
\]

\[
- \sum_{j=i+1}^{K} \mu_{ij}^T C_{ji} I_i^{(e)} + \sum_{j=1}^{i-1} \mu_{ji}^T C_{ji} I_i^{(e)}
\]

subject to

\[
Y_i^{(e)}(X_i) V_i^{(e)} = I_i^{(e)}.
\]  

(2.28)

It can be shown that the sensitivities of \( H \) with respect to the coordination variables \( \lambda_{ij}, \mu_{ij} \) are

\[
\frac{\partial H}{\partial \lambda_{ij}} = C_{ji} V_i^{(e)} - C_{ij} V_j^{(e)},
\]  

(2.29)

\[
\frac{\partial H}{\partial \mu_{ij}} = C_{ji} I_i^{(e)} + C_{ij} I_j^{(e)}.
\]  

(2.30)
From the above the equation, it can be seen that the balance of the interactions is dependent on the upper level optimization. A logical explanation of the above equation is that the upper level adjusts the coordination variables to reach a maximal point. The maximization process reduces the differences between the interactions. At last, when the upper level optimization is finished, the sensitivities in (2.29) and (2.30) become zero, forcing the consistency of voltages and currents between subcircuits.

The original goal coordination concept was laid by Danzig and Wolf in decomposing a linear programming problem[10]. Goal coordination has been applied to power systems[32] and environmental systems [23], where the objective function is easy to decompose. In circuit optimization, the responses are much more complicated and highly nonlinear which makes it difficult to decompose a circuit and to coordinate optimizations at different levels.

Equations (2.29) and (2.30) show that the lower level optimizations should get exactly local minima, that is, their sensitivities have to be equal to zero. This is a very stringent requirement for optimization algorithms. In the later formulation, we take a different approach, which employs the concepts of model coordination. A numerically stable algorithm is achieved.
Chapter 3

Formulations of Original Optimization

3.1 Formulation of Network Equations

Suppose the network $\pi$ consists of lumped elements and $N_s$ multiconductor transmission lines. The modified nodal equations [48] for the overall network $\pi$ are

$$C \frac{dV}{dt} + GV(t) + \sum_{k=1}^{N_s} D_k i_k(t) = E(t) \quad (3.1)$$

where $C$ and $G$ are $N \times N$ matrices determined by lumped elements in the network. $V(t)$ is the vector of node voltage waveforms appended by independent voltage source current and inductor current waveforms. $D_k$ is an incidence matrix containing 1's and 0's which maps $i_k(t)$, the terminal current waveforms of the $k$th distributed transmission line, into the $N$-node space of the network $\pi$. $E(t)$ is the vector of source waveforms. The distributed interconnect models are represented by $i_k(t)$ in the network equation. For quasi-TEM model, an eigenvalue solution is required for the transmission line elements. Techniques for solving such distributed networks are
based on, e.g., FFT [3], NILT[4] or AWE [5].

In the presence of nonlinear terminations in the interconnect network, techniques such as piecewise decomposition [5] or macromodelling [2] may be used. In this case the frequency domain models for the transmission lines are converted into time domain macromodels by NILT or AWE and then substituted into the overall network equations. Let $\mathbf{X}$ be a vector of network parameters. The general equation for a VLSI interconnect network is equivalently described by

$$
\frac{\partial \mathbf{V}}{\partial t} = f(\mathbf{V}, \mathbf{X}, t).
$$

(3.2)

### 3.2 Numerical Inversion of Laplace Transform

In the thesis, the method used for simulating transmission lines in the time-domain is based on the Numerical Inversion of Laplace Transform (NILT) [4].

The s-domain equation of the circuit is obtained by taking Laplace transform of

\[(3.1)\]

$$
\mathbf{Y}_s \mathbf{V}_s(s) = \mathbf{E}_s(s) + \mathbf{C}_s \mathbf{V}_s(0)
$$

(3.3)

where

\[(3.4)\]

$$
\mathbf{Y}_s = \mathbf{G}_s + s \mathbf{C}_s + \sum_{i=1}^{N_s} \sum_{k \in l_i} \mathbf{D}_k \mathbf{A}_k \mathbf{D}_k^T
$$

where $T$ denotes transpose, $\mathbf{A}_k$ is the nodal admittance matrix of the $k$th distributed transmission line and $l_i = \{k | \text{if transmission line } k \text{ belongs to group } i, i = 1, 2, \cdots, N_s\}$.

The circuit is solved in the s-domain to obtain nodal voltages $\mathbf{V}_s$. The transient voltages $\mathbf{v}_s(t)$ are obtained through numerical Laplace inversion, i.e.,

\[(3.5)\]

$$
v_s(t) = -(1/t) \sum_{i=1}^{M'} \text{Real}[K_i V_s(z_i/t)]
$$
where \( z_i \) and \( K_i, i = 1, 2, \cdots, M' \), are predetermined poles and residues of a Padé rationale function approximating \( e^t \) [1].

From Eq. (3.5), it can be seen that the response at time \( t \) can be obtained without calculating the responses at any other time points. This is particularly well suited to design optimization since specifications are typically imposed on time subintervals.

### 3.3 Formulation of Error Functions

In order to formulate optimization, optimization variables and a set of error functions need to be defined. Such a problem has been addressed by Zhang, Lunn and Nakhla in [6]. A brief summary of error functions is given here in order to facilitate the description of the new multilevel optimization. Consider a VLSI interconnect network excited by a trapezoidal signal. Let \( \mathbf{X} \) be a vector of design variables. Such variables can include physical/geometrical parameters of interconnects and parameters in termination/matching circuits. Fig. 3.1 shows the parameters of a 2-conductor transmission line. These parameters include the conductor length, conductor width, distance between two adjacent conductors, PCB height and dielectric constant. A detailed discussion on the selection of optimization variables is provided in [6].

Let \( \mathbf{V} = [v_1, v_2, \cdots, v_N]^T \), where \( v_j = v_j(\mathbf{X}, t) \), \( j = 1, 2, \ldots, N \), represents the voltage of interest at node \( j \) and time point \( t \). Let \( T \) be the signal duration between the time when the trapezoidal signal triggers a switch-on state and the time when it triggers a switch-off state. Let \( w_d, w_f, w_c \) and \( w_r \) denote positive weighting factors. Suppose \( \mathbf{J}_a \) is an index set containing all nodes of interest at which the desired response is a signal corresponding to the excitation. Let \( \mathbf{J}_b \) be an index set containing all nodes of interest at which the desired response is zero. The error functions for various signal integrity aspects are defined as follows.

Suppose the signal propagation delay is described by the time at which the tran
Figure 3.1: Physical/geometrical parameters of a 2-conductor transmission line.
sient signal reached a threshold value \( v_T \). Let \( \tau_{j,max} \) be the upper specification for the propagation delay at node \( j \). The error function for delay minimization can be equivalently described by

\[
-w_d(v_j(X, \tau_{j,max}) - v_T) \quad \text{for} \ j \in J_a. \tag{3.6}
\]

Suppose \( \tau_j \) is the desired delay value. To locate the signal to be exactly or almost exactly at this desired time, two error functions are defined

\[
w_d(v_j(X, \tau_j) - v_T) \tag{3.7}
\]

\[
-w_d(v_j(X, \tau_j) - v_T) \tag{3.8}
\]

\text{for} \ j \in J_a.

Due to transmission line effects, a response signal may rise/fall much more slowly than the source signal. Suppose the required rise time is \( t \) during which the signal should rise from below threshold \( v_{T,low} \) to above \( v_{T,high} \). The following two error functions are used

\[
w_f(v_j(X, \tau_j - \alpha t_r) - v_{T,low}) \tag{3.9}
\]

\[
-w_f(v_j(X, \tau_j + \beta t_r) - v_{T,high}) \tag{3.10}
\]

\text{for} \ j \in J_a

where \( \alpha \) and \( \beta \) are positive and \( \alpha + \beta = 1 \). \( t_r \) is the required rise time.

Suppose the required fall time is \( t_f \) during which the signal should fall from above \( v_{T,high} \) to below \( v_{T,low} \). The following two error functions are used

\[
w_f(v_j(X, \tau_j + T + \gamma t_f) - v_{T,low}) \tag{3.11}
\]

\[
-w_f(v_j(X, \tau_j + T - \mu t_f) - v_{T,high}) \tag{3.12}
\]

\text{for} \ j \in J_a.
where $\gamma$ and $\mu$ are positive and $\gamma + \mu = 1$.

The existence of undesired signal at node $j$, $j \subset J_2$, is due to coupling between the multiconductors. Suppose $S_{ej}(t)$ denotes the upper specification on the magnitude of crosstalk at node $j$ and time $t$, $0 < t < \infty$. Several time samples $t_i$, $i = 1, 2, \ldots$, in the interval $0 < t_j < \infty$ are selected and at each sample point two error functions are defined

\begin{align*}
  w_e(v_j(X, t_i) - S_{ej}(t_i)) & \quad (3.13) \\
  -w_e(v_j(X, t_i) + S_{ej}(t_i)) & \quad (3.14)
\end{align*}

for $j \subset J_b$ and $0 < t_i < \infty$.

Since the source signal is of duration $T$, an ideal response should vanish after $t = T + \tau_j + \delta$, where $\delta$ is a small value not exceeding $t_f$. But due to the reflections and undesired ringing, the signal may continue to exist for an extended period of time. Suppose $S_{rj}(t)$ is the upper specification on the magnitude of signal reflections at node $j$ and time $t$, $T + \tau_j + \delta < t < \infty$. For each time sample $t_i$ selected in the interval $T + \tau_j + \delta < t_i < \infty$ two functions are defined

\begin{align*}
  w_r(v_j(X, t_i) - S_{rj}(t_i)) & \quad (3.15) \\
  -w_r(v_j(X, t_i) + S_{rj}(t_i)) & \quad (3.16)
\end{align*}

for $j \subset J_a$ and $T + \tau_j + \delta < t_i < \infty$. 

3.4 Formulation of the Original Optimization Problem

Let \( e_j, j = 1, 2, \ldots, m \), represent all error functions defined for a network. A general circuit optimization problem is

\[
\min_{\mathbf{X}} P(\mathbf{V}, \mathbf{X}) \quad (3.17)
\]

subject to

\[
\frac{\partial \mathbf{V}}{\partial t} = \mathbf{f}(\mathbf{V}, \mathbf{X}, t) \quad (3.18)
\]

where \( \mathbf{X} \) and \( \mathbf{V} \) are vectors of all design variables and nodal voltages in the circuit, respectively. (3.18) is the general circuit equation and \( P(\mathbf{V}, \mathbf{X}) \) is the objective function. For example, \( P(\mathbf{V}, \mathbf{X}) \) can be a least \( p \text{th} \) function [49] of the error functions defined previously. A frequently encountered objective function in circuit design is

\[
P(\mathbf{V}, \mathbf{X}) = \max_{j=1,2,\ldots,m} \{ e_j(\mathbf{V}, \mathbf{X}) \} \quad (3.19)
\]

where \( e_j \) is the \( j \text{th} \) error function and \( m \) is the total number of error functions. Equation (3.19) is a minimax optimization which can be effectively solved by a two stage combined LP and quasi-Newton method [50] [49]. The combined algorithm is computationally practical and has been implemented by Bandler et al [51].
Chapter 4

Multilevel Formulation of Circuit Optimization and Its Parallel Implementation

4.1 Network Partitioning for Multilevel Formulation

Let the circuit be decomposed into $K$ subnetworks, e.g. [16]. Let $V_i$ and $X_i$ be the vectors of node voltages and of design variables in subnetwork $i$, respectively. A connection element is defined as an element that connects a node from subnetwork $i$ to a node in subnetwork $j$, $i \neq j$. The subnetwork formed by all connection elements is called the connection subnetwork. Let $X_c$ and $V_c$ represent the design variables and the node voltages, respectively, in the connection subnetwork. The network partitioning is illustrated in Fig. 4.1.
\[ \frac{\partial v_i}{\partial t} = f_i(v_i, x_i, v_c, x_c, t) \]

Figure 4.1: Network partitioning.
After partitioning, the circuit equations can be represented as

\[
\begin{bmatrix}
\frac{\partial V_1}{\partial t} \\
\frac{\partial V_2}{\partial t} \\
\vdots \\
\frac{\partial V_K}{\partial t}
\end{bmatrix}
= \begin{bmatrix}
f_1(V_1, X_1, V_c, X_c, t) \\
f_2(V_2, X_2, V_c, X_c, t) \\
\vdots \\
f_K(V_K, X_K, V_c, X_c, t)
\end{bmatrix}.
\tag{4.1}
\]

The connection subnetwork is not further decomposed under the assumption that the circuit has been decomposed such that there are only a small number of elements in the connection subnetwork, i.e., \(X_c\) and \(V_c\) are low dimensional vectors. All the subcircuits should be sparsely connected with each other in order to take full advantage of decomposition. If subcircuits are very densely connected between each other, overall optimization should be considered instead of using decomposition.

In a least \(p\)th formulation of optimization [49], the objective function follows an additive structure, i.e.,

\[
P(V, X) = \sum_{i=1}^{K} P_i(V_i, X_i)
\tag{4.2}
\]

where \(P_i(V_i, X_i)\) is the objective function for the \(i\)th subcircuit. In this case, the original problem can be formulated as a two-level optimization.

The upper level optimization is

\[
\min_{X_c} P(V, X_c)
\tag{4.3}
\]

subject to

\[
\frac{\partial V}{\partial t} = f(V, X, t).
\tag{4.4}
\]
The lower level optimization is

$$\min_{X_i} P_i(V_i, X_i) \quad (4.5)$$

subject to:

$$\frac{\partial V_i}{\partial t} = f_i(V_i, X_i, V_c, X_c, t) \quad (4.6)$$

where $i = 1, 2, \cdots, K$. Notice that at lower level optimization $i$, the optimization variable is $X_i$. $V_c$ and $X_c$ are constants obtained from the upper level optimization.

4.2 Multilevel Formulation of Minimax Optimization

However, in many circuit optimization problems, e.g., the signal integrity optimization of VLSI interconnects, minimax optimization is often used. In this case, the objective function is not additive. In this section, the decomposition formulations applicable to minimax optimization is described.

The original problem is

$$\min_{X} \max_{j=1,2,\cdots,m} e_j \quad (4.7)$$

subject to

$$\frac{\partial V}{\partial t} = f(V, X, t) \quad (4.8)$$

where $e_j$ is the $j$th error function and $m$ is the total number of error functions.

The proposed approach is to decompose the original problem into a high level problem

$$\min_{X_c} \max_{j=1,2,\cdots,m} e_j \quad (4.9)$$
subject to

\[ \frac{\partial \mathbf{V}}{\partial t} = f(\mathbf{V}, \mathbf{X}, t) \]  \hspace{1cm} (4.10)

and a low-level one which is further decomposed into several independent suboptimizations. The \( i \)th suboptimization involves only the \( i \)th subnetwork

\[ \min_{\mathbf{X}_i} \max_{j \in J_i} e_j \]  \hspace{1cm} (4.11)

subject to

\[ \frac{\partial \mathbf{V}_i}{\partial t} = f_i(\mathbf{V}_i, \mathbf{X}_i, \mathbf{V}_c, \mathbf{X}_c, t) \]  \hspace{1cm} (4.12)

where \( i = 1, 2, \ldots, K \). \( J_i \) is the index set for error functions in the \( i \)th subcircuit, \( J_i = \{ j \mid \text{if } e_j \text{ belongs to subnetwork } i \} \). Variables that affect multiple subnetworks are used at the high-level optimization.

The coordination between high- and low-level suboptimizations is provided by model coordination [11]. The electrical relation between the connection subnetwork and other subnetworks is represented by Thevenin equivalences \( \mathbf{V}_c \). Several cycles between high- and low-level optimizations are usually performed.

The above formulation fits well with a VLSI system, e.g., several MCM's on a PCB. The PCB interconnect circuitry is optimized by the high-level optimization and several MCM's are optimized at the low level. In addition, the bilevel optimization described so far can be extended to 3- (or more) level optimization by further decomposing each low-level subnetwork.

It should be noted that the multilevel optimization approach is independent of specific network topological decomposition approaches. Network decomposition can be achieved by heuristic algorithms such as [16] or obtained from the natural PCB/MCM partition in VLSI systems.
4.3 Parallel Multilevel Optimization and Implementation

An important feature of the proposed multilevel optimization is the parallel processing of the multiple suboptimizations and associated simulation of subcircuits. We have developed SYSCAD (see Chapter 7 for details), a system of programs for analysis and optimization with interchangeable simulators. The system has parallel computing capability [37].

The proposed multilevel algorithm is designed and implemented under the SYSCAD environment and involves multiple computer processes running in a network of workstations. In the decomposition algorithm, the upper level optimization is the main process. It spawns several child processes that run independently and in parallel on several workstations, each solving a suboptimization problem. Process interaction is supported by a message passing interprocess communication package providing remote process control.

Fig. 4.2 shows an implementation of the parallel multilevel optimization using SYSCAD. Each suboptimization drives its own specification module where error functions and variables for the optimization are defined. Each specification module then drives its own simulation module which simulates a subcircuit. Under this implementation both the suboptimization and the related subsimulation are performed in parallel with other suboptimizations and subsimulations. Let $p$ be the count of cycles between the upper and lower level optimizations. Let $X^p$ be the value of variable $X$ at the $p$th cycle. The multilevel optimization proceeds in several steps:

1. Choose starting point for design variables in subcircuit $X_i^0$, $i = 1, 2, \cdots, K$. Set $p = 1$.

2. Upper level optimization:
Figure 4.2: Block diagram for implementation of parallel multilevel optimization. K computers are used to run the lower level suboptimizations in parallel.
Fix \( X_i \) at \( X_i^{p-1} \), \( i = 1, 2, \ldots, K \). Perform optimization with respect to \( X_i \), which has all the design variables in the connection subnetwork, i.e., solve (4.9). The solution of \( X_i \) at this cycle is denoted as \( X_i^p \).

3. Lower level suboptimizations:
Upon receiving values of design parameters and voltages \( X_i^p \) and \( V_i^p \) from upper level optimization, solve the \( K \) suboptimizations in parallel, i.e., solve (4.11) for
\( i = 1, 2, \ldots, K \). The \( i \)th suboptimization is with respect to \( X_i \). Note that all optimizations at this level are independent of each other and can be processed in parallel. The solution of \( X_i \) is represented by \( X_i^p \).

4. Check the stopping condition

\[
|P^p(V, X) - P^{p-1}(V, X)| < \epsilon
\]  \hspace{1cm} (4.13)

and

\[
p \leq N_{\text{max}}
\]  \hspace{1cm} (4.14)

where \( \epsilon \) is a predefined small constant. \( N_{\text{max}} \) is a predefined maximum number of decomposition cycles between upper and lower level optimizations. \( P^p \) is the value of objective functions at the \( p \)th cycle.

If one of the conditions (4.13) and (4.14) is met, stop the decomposition and exit. Otherwise set \( p = p + 1 \) and go to step 2.

Computation efficiency of the algorithm w.r.t. conventional optimization can be estimated. Let \( N_{\text{overall}} \) represent the computation effort of an overall optimization. Let \( N_{\text{demp}}^c \) and \( N_{\text{demp}}^i \) represent the computation efforts needed for optimizing the connection subcircuit and the \( i \)th subcircuit, respectively. The speed up ratio for parallel multilevel optimization, \( R_{\text{speedup}} \), is

\[
R_{\text{speedup}} = N_{\text{cycle}} \times \left( N_{\text{demp}}^c + \max_{i=1}^K \{N_{\text{demp}}^i\} \right)/N_{\text{overall}}
\]  \hspace{1cm} (4.15)
where $N_{cycle}$ is the total number of decomposition cycles between upper and lower level optimizations. A detailed computation of $R_{speedup}$ is illustrated for Example 2 in Chapter 6.
Chapter 5

Convergence Properties

5.1 Generalized Multilevel Optimization Algorithm

The two level optimization described so far can be generalized into multilevels. Assume that the network equations (3.18) is implicitly substituted into the objective function in (3.17), eliminating the intermediate variable $\mathbf{V}$. Let $U(\mathbf{X})$ be the objective function of this new optimization problem. The overall optimization is

$$\min_{\mathbf{X}} U(\mathbf{X}). \tag{5.1}$$

where $\mathbf{X}^T = [\mathbf{X}_1^T, \mathbf{X}_2^T, \ldots, \mathbf{X}_K^T]$ is a vector of all design variables, and $T$ denotes transpose. Suppose the overall optimization is partitioned into $K$ suboptimizations such that the $i$th suboptimization is:

$$\min_{\mathbf{X}_i} U_i(\mathbf{X}_1, \mathbf{X}_2, \ldots, \mathbf{X}_K) \tag{5.2}$$

where $U_i$ is the objective function of the $i$th subcircuit. In the case of minimax optimization,

$$U_i(\mathbf{X}_i) = \max_{j \in \mathcal{A}} c_j(\mathbf{X}_i).$$

Two types of algorithms are involved in the proposed multilevel optimization formulation.
1. Let $X^0$ be the initial guess of $X$. Let $p$ be the count of cycles between upper and lower level optimizations. For each $p, p = 1, 2, \cdots, N_{cycle}$, a total of $K$ suboptimizations are performed. The $i$th suboptimization is:

$$\min_{X_i} U_i(X_{i-1}^p, X_i^{p-1}, \cdots, X_{i-1}^{p-1}, X_i, X_{i+1}^{p-1}, \cdots, X_K^{p-1})$$  \hspace{1cm} (5.3)$$

where only $X_i$ is the optimization variable. $X_j, (j \neq i)$ is fixed at its value in the previous cycle. The solution of $X_i$ becomes $X_i^p$.

2. If $X_1, X_2, \cdots, X_{i-1}$ are fixed at their values solved in the present cycle, i.e., the $p$th cycle, we have the second algorithm. The $i$th suboptimization is:

$$\min_{X_i} U_i(X_1^p, X_2^p, \cdots, X_{i-1}^p, X_i, X_{i+1}^{p-1}, \cdots, X_K^{p-1})$$  \hspace{1cm} (5.4)$$

The proposed multilevel optimization is decomposed into multilevels using scheme (5.4) between different levels. At the lower level, the optimization problem is further decomposed into several relatively small scale suboptimizations using scheme (5.3).

The first and second algorithms are analogous to Gauss-Jacobi and Gauss-Seidel iterative methods, respectively. The first algorithm allows solving suboptimizations in parallel. It should be noted that the iterations here refer to the iterations between the suboptimizations at different levels.

### 5.2 Convergence of Multilevel Optimization

Suppose that the objective functions $U_i$ in (5.2), $i = 1, 2, \cdots, K$, are $G$-differentiable (see Appendix A) at the first and second order. The necessary condition for optimality
is:

\[ \mathbf{F}(\mathbf{X}) = \begin{bmatrix} \frac{\partial \mathbf{u}_1}{\partial \mathbf{x}_1} \\ \frac{\partial \mathbf{u}_2}{\partial \mathbf{x}_2} \\ \vdots \\ \frac{\partial \mathbf{u}_k}{\partial \mathbf{x}_k} \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \\ \vdots \\ 0 \end{bmatrix} \]  \hspace{1cm} (5.5)

The convergence of multilevel optimization requires that the left hand side of (5.5) be a blockwise diagonal dominant function.

Ilic-Spong [53] and More [54] proved that the condition for a function \( \mathbf{F}(\mathbf{X}), \mathbf{X}^T = [\mathbf{X}_1^T, \mathbf{X}_2^T, \ldots, \mathbf{X}_k^T] \) to be blockwise diagonally dominant is that its Jacobian is a blockwise diagonally dominant matrix for every point of \( \mathbf{X} \in D_0 \), where \( D_0 \) is a real convex set. The above conditions were previously used to verify convergence for circuit simulation algorithms, e.g., [53]. Here the convergence criteria for the proposed optimization method are derived.

The above condition is applied to gradient vector (5.5). Since the derivative of the gradient vector is a Hessian matrix, the convergence of multilevel optimization requires that the Hessian matrix be a blockwise diagonally dominant matrix for every
point of \( \mathbf{X} \). The Hessian matrix is

\[
H(\mathbf{X}) = \begin{bmatrix}
\frac{\partial^2 U_i}{\partial X_1^2} & \frac{\partial^2 U_i}{\partial X_1 \partial X_2} & \cdots & \frac{\partial^2 U_i}{\partial X_1 \partial X_K} \\
\frac{\partial^2 U_i}{\partial X_2 \partial X_1} & \frac{\partial^2 U_i}{\partial X_2^2} & \cdots & \frac{\partial^2 U_i}{\partial X_2 \partial X_K} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial^2 U_i}{\partial X_K \partial X_1} & \frac{\partial^2 U_i}{\partial X_K \partial X_2} & \cdots & \frac{\partial^2 U_i}{\partial X_K^2}
\end{bmatrix}
\]

(5.6)

where each \( \frac{\partial^2 U_i}{\partial X_j \partial X_k} \) symbolically represents a sub-Hessian matrix. The blockwise diagonal dominance of the Hessian matrix requires the following [53]:

\[
\| \frac{\partial^2 U_i}{\partial X_i^2} \|_\infty \sum_{j=1,2,\ldots,K} \| \frac{\partial^2 U_i}{\partial X_i \partial X_j} \|_\infty \leq 1
\]

(5.7)

where \( \| \|_\infty \) is a matrix norm defined in Appendix A.

### 5.3 Convergence of Two-Level Minimax Optimization

The original optimization is decomposed into 2 levels. The lower level optimization is further decomposed into \( K \) suboptimizations. The convergence formulas are first applied to the decomposition between the high- and low-levels and then to the decomposition of lower level suboptimizations.

**Case 1: Decomposition of Overall Optimizations into 2-levels**
Kuhn-Tucker conditions [11] [52] (Appendix A.3) are applied to upper and lower level suboptimizations (4.9) and (4.11) to obtain the optimality conditions

\[
\begin{align*}
  1 + \sum_{j \in A} \lambda_j &= 0 \\
  \sum_{j \in A} \lambda_j \frac{\partial e_j}{\partial x_j^c} &= 0 \\
  e_j &= e_{n_A} \quad j \in A, \ j \neq n_A.
\end{align*}
\] (5.8)

and

\[
\begin{align*}
  1 + \sum_{j \in A'} \zeta_j &= 0 \\
  \sum_{j \in A'} \zeta_j \frac{\partial e_j}{\partial x_1} &= 0 \\
  \sum_{j \in A'} \zeta_j \frac{\partial e_j}{\partial x_2} &= 0 \\
  \vdots \\
  \sum_{j \in A'} \zeta_j \frac{\partial e_j}{\partial x_K} &= 0 \\
  e_j &= e_{n_{A'}}, \quad j \in A', \ j \neq n_{A'}.
\end{align*}
\] (5.9)

respectively, where \(A, A'\) are the index sets of active functions [57] in the upper and lower level optimizations, respectively. \(n_A, n_{A'}\) are numbers of active functions in the upper and lower levels, respectively. Let \(\lambda^T = [\lambda_1, \lambda_2, \ldots, \lambda_{n_A}]\) and \(\zeta^T = [\zeta_1, \zeta_2, \ldots, \zeta_{n_{A'}}]\). Solving upper and lower level optimizations iteratively is equivalent to solving the above two sets of equations iteratively by either Gauss-Seidel or Gauss-Jacobi relaxation method. If the iterative process is to converge, the left hand sides
of (5.8) and (5.9) are required to be blockwise diagonal functions. From [54], the
gradient matrices of (5.8) and (5.9) are required to be blockwise diagonally dominant
for every point of \( \mathbf{X}_c, \mathbf{X}_1, \mathbf{X}_2, \ldots, \mathbf{X}_K, \lambda \) and \( \zeta \). For simplicity, compact notations are
used \( \mathcal{F}(\mathbf{X}_c, \mathbf{X}_1, \mathbf{X}_2, \ldots, \mathbf{X}_K, \lambda) \) and \( \mathcal{G}(\mathbf{X}_c, \mathbf{X}_1, \mathbf{X}_2, \ldots, \mathbf{X}_K, \zeta) \) to represent upper and
lower level equations of (5.8) and (5.9), respectively.

Equations (5.8) and (5.9) now become

\[
\begin{align*}
\mathcal{F}(\mathbf{X}_c, \mathbf{X}_1, \mathbf{X}_2, \ldots, \mathbf{X}_K, \lambda) &= 0 \\
\mathcal{G}(\mathbf{X}_c, \mathbf{X}_1, \mathbf{X}_2, \ldots, \mathbf{X}_K, \zeta) &= 0
\end{align*}
\]  

(5.10)

Let \( \mathcal{X}^T = [\mathbf{X}_1^T, \lambda^T] \), \( \mathcal{Y}^T = [\mathbf{X}_2^T, \ldots, \mathbf{X}_K^T, \zeta^T] \). Let \( \sigma \) and \( \tau \) be the dimensions of \( \mathcal{X} \)
and \( \mathcal{Y} \), respectively. The Jacobian matrix of (5.10) is

\[
\mathbf{J}(\mathcal{X}, \mathcal{Y}) = \begin{bmatrix} \frac{\partial \mathcal{F}}{\partial \mathcal{X}} & \frac{\partial \mathcal{F}}{\partial \mathcal{Y}} \\ \frac{\partial \mathcal{G}}{\partial \mathcal{X}} & \frac{\partial \mathcal{G}}{\partial \mathcal{Y}} \end{bmatrix}.
\]

(5.11)

If the iterative solution converges, matrix (5.11) is required to be blockwise diagonally
 dominant, i.e.,

\[
\lVert (\frac{\partial \mathcal{F}}{\partial \mathcal{X}})^{-1} \rVert_\infty \cdot \lVert \frac{\partial \mathcal{F}}{\partial \mathcal{Y}} \rVert_\infty < 1, \quad \text{(5.12)}
\]

\[
\lVert (\frac{\partial \mathcal{G}}{\partial \mathcal{X}})^{-1} \rVert_\infty \cdot \lVert \frac{\partial \mathcal{G}}{\partial \mathcal{Y}} \rVert_\infty < 1. \quad \text{(5.13)}
\]

Case 2: Decomposition of the Lower Level Optimization into \( \mathcal{K} \) Suboptimizations

Kuhn-Tucker conditions for \( i \)th suboptimization is

\[
\begin{align*}
1 + \sum_{j \in A_i} \zeta_j &= 0 \\
\sum_{j \in A_i} \zeta_j \frac{\partial \mathcal{F}}{\partial \mathbf{X}_i} &= 0 \\
\zeta_j &= c_{n_{A_i}} \quad j \in A_i, \quad j \neq n_{A_i}
\end{align*}
\]

(5.14)
where $A_i$ is the active set of the $i$th suboptimization. $n_{A_i}$ is number of active functions in the set $A_i$.

Let $Z_i$ be a vector containing all the $\zeta_j, j \in A_i$. Let the above equation (5.14) be represented by $\mathcal{H}_i(X_c, X_i, Z_i) = 0$. The optimality conditions of the lower level suboptimizations are

$$
\begin{align*}
\mathcal{H}_1(X_c, X_1, Z_1) &= 0 \\
\mathcal{H}_2(X_c, X_2, Z_2) &= 0 \\
&\vdots \\
\mathcal{H}_K(X_c, X_K, Z_K) &= 0
\end{align*}
$$

(5.15)

The $ij$th block of the Hessian matrix $H_{ij}$ is

$$H_{ij} = \left. \frac{\partial \mathcal{H}_i}{\partial \begin{bmatrix} X_j \\ Z_j \end{bmatrix}} \right| = \begin{cases} 0 & \text{if } i \neq j \\ \text{nonzero} & \text{if } i = j \end{cases}
$$

(5.16)

Therefore the Hessian matrix in (5.6) is block diagonal. The convergence condition (5.7) is automatically satisfied for the lower level optimization by decomposition.
5.4 Example: An Intuitive Explanation of the Convergence Criteria

Without loss of generality, index sets $A = \{1, 2, \cdots, n_A\}$ is assumed. As an example, the elements in the Jacobian matrix of (5.11) are

$$
\frac{\partial \mathbf{F}}{\partial \mathbf{x}} = \begin{bmatrix}
0 & 0 & \cdots & 0 & 1 & 1 & \cdots & 1 \\
\sum \lambda_j \frac{\partial^2 e_j}{\partial x_1^2} & \sum \lambda_j \frac{\partial^2 e_j}{\partial x_1 \partial x_2} & \cdots & \sum \lambda_j \frac{\partial^2 e_j}{\partial x_1 \partial x_o} & \frac{\partial e_1}{\partial x_1} & \frac{\partial e_2}{\partial x_1} & \cdots & \frac{\partial e_{n_A}}{\partial x_1} \\
\sum \lambda_j \frac{\partial^2 e_j}{\partial x_2 \partial x_1} & \sum \lambda_j \frac{\partial^2 e_j}{\partial x_2^2} & \cdots & \sum \lambda_j \frac{\partial^2 e_j}{\partial x_2 \partial x_o} & \frac{\partial e_1}{\partial x_2} & \frac{\partial e_2}{\partial x_2} & \cdots & \frac{\partial e_{n_A}}{\partial x_2} \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
\sum \lambda_j \frac{\partial^2 e_j}{\partial x_o \partial x_1} & \sum \lambda_j \frac{\partial^2 e_j}{\partial x_o \partial x_2} & \cdots & \sum \lambda_j \frac{\partial^2 e_j}{\partial x_o \partial x_o} & \frac{\partial e_1}{\partial x_o} & \frac{\partial e_2}{\partial x_o} & \cdots & \frac{\partial e_{n_A}}{\partial x_o} \\
\frac{\partial e_1}{\partial x_1} & \frac{\partial e_1}{\partial x_2} & \cdots & \frac{\partial e_1}{\partial x_o} & 0 & 0 & \cdots & 0 \\
\frac{\partial e_2}{\partial x_1} & \frac{\partial e_2}{\partial x_2} & \cdots & \frac{\partial e_2}{\partial x_o} & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
\frac{\partial e_{n_A}}{\partial x_1} & \frac{\partial e_{n_A}}{\partial x_2} & \cdots & \frac{\partial e_{n_A}}{\partial x_o} & 0 & 0 & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots
\end{bmatrix}
$$

......(5.17)
where \( \mathcal{X} = [x_1, x_2, \ldots, x_\sigma]^T \), \( \mathcal{Y} = [y_1, y_2, \ldots, y_\tau]^T \) and each sum operation is performed over all the \( j \)'s, \( j \in A \). The norms of above matrices are

\[
\| \frac{\partial F}{\partial \mathcal{X}} \|_\infty = \max \{ n_A, \max_i \left[ \sum_{k=1}^\sigma \sum_{j=1}^{n_A} \left| \sum_{i=1,2,\ldots,n_A-1} \left( \sum_{j=1}^\tau \left| \frac{\partial^2 \epsilon_j}{\partial x_k \partial x_i} \right| \right) + \sum_{j=1}^\tau \left| \frac{\partial \epsilon_j}{\partial x_i} \right| \right] \}
\]

(5.19)

\[
\| \frac{\partial F}{\partial \mathcal{Y}} \|_\infty = \max \{ 0, \max_i \left[ \sum_{k=1}^\sigma \sum_{j=1}^{n_A} \left| \sum_{i=1,2,\ldots,n_A-1} \left( \sum_{j=1}^\tau \left| \frac{\partial^2 \epsilon_j}{\partial y_k \partial y_i} \right| \right) + \sum_{j=1}^\tau \left| \frac{\partial \epsilon_j}{\partial y_i} \right| \right] \}
\]

(5.20)

A necessary condition to satisfy conditions (5.12) and (5.13) is that the norm in (5.19) be greater than that in (5.20). Examining the contents of (5.19) and (5.20),...
we have the following comparison:

\[ n_A \leftrightarrow 0, \]  \hfill (5.21)

\[
\max_{i=1,2,\ldots,n_{A-1}}\left[\sum_{j=1}^{\sigma} |\frac{\partial^2 e_j}{\partial x_i \partial x_j}| \right] + \max_{i=1,j=1}^{n_A} |\frac{\partial e_j}{\partial x_i}| \leftrightarrow \max_{i=1,2,\ldots,n_{A-1}}\left[\sum_{j=1}^{\sigma} |\frac{\partial^2 e_j}{\partial x_i \partial y_j}| \right], \]  \hfill (5.22)

\[
\max_{i=1,2,\ldots,n_{A-1}}\left[\sum_{j=1}^{\sigma} \left|\frac{\partial c_i}{\partial x_j} - \frac{\partial c_{n_A}}{\partial y_j}\right| \right] \leftrightarrow \max_{i=1,2,\ldots,n_{A-1}}\left[\sum_{j=1}^{\sigma} \left|\frac{\partial e_i}{\partial y_j} - \frac{\partial c_{n_A}}{\partial y_j}\right| \right]. \]  \hfill (5.23)

Intuitive explanation for (5.22) and (5.23) is that each subcircuit is mainly affected by its own variables and less affected by the variables in other subcircuits. The chances of \[\|\frac{\partial^2 e_j}{\partial x_i \partial x_j}\|\] greater than \[\|\frac{\partial^2 e_j}{\partial x_i \partial y_j}\|\] are good if the couplings between any two subnetworks are weak.
Chapter 6

Optimization Examples

The proposed formulation is tested by several time- and frequency-domain optimization examples. In the thesis, two optimization examples are presented. The first example is an optimization problem with lumped elements, the second one is an optimization problem with distributed elements. The optimization of the first example is solved in the frequency domain. The second one is optimized in the time domain. NILT (Numerical Inversion of Laplace Transform) [4] is used to calculate the responses at the required time points. The combination of NILT method and decomposition technique makes parallel computation possible. Optimization variables include lengths of transmission lines, terminating resistances and capacitances. Minimax optimizations are used for both the high- and the low-level problems. The optimizer used is MMAG in which partial perturbation is used internally to obtain sensitivity for optimization [49]. Simulators are not required to provide sensitivity output.

The optimization algorithm is a two stage minimax algorithm which combines the robustness of the first order Gauss-Newton type with the speed of the quasi-Newton method [57]. At the solution, all error functions are simultaneously minimized. All examples are tested on the Sun SPARC 2 machines. The parallel optimization is
realized under the SYSCAD environment developed at Carleton University.

6.1 Example 1: Frequency Domain Optimization of A Lumped Multiplexing Network

The multiplexing circuit shown in Fig. 6.1 is used to verify and illustrate the proposed method. Subcircuit 1 is a low pass filter; subcircuit 2 is a band pass filter; subcircuit 3 is also a low pass filter. The circuit has a total of 11 nodes. $g_i$, $i = 1, 2, 3$, is the transconductance of the voltage controlled current source in $i$th subcircuit.

Responses of interest are at nodes 7, 9 and 11 which correspond to the outputs of subcircuits 1, 2 and 3, respectively. The insertion loss at the nodes of interest are plotted in solid lines in Fig. 6.2 - Fig. 6.4. Insertion loss $IL$ between a source and a load is defined as

$$IL(X, \omega) = 20 \log_{10} \frac{R_L}{R_L + R_S} \left| \frac{V_{in}}{V_{out}} \right|$$

(6.1)

where $R_L$, $R_S$ are load and source resistances, respectively. Voltages $V_{in}$ and $V_{out}$ are the source voltage and the voltage across $R_L$, respectively.

The angular frequency $\omega$ is in $\text{rad/s} \times 10^9$. The frequency ranges are discretized and frequency step is taken as $\Delta \omega = 0.25 \text{rad/s} \times 10^9$. Various design specifications are listed in Table 6.1. We specify $-5dB$ upper specification at frequency 0 to 1.0 and a $20dB$ lower specification at frequency 4.0 on $IL_7$ and to achieve low pass property. Two lower specifications and one upper specification are imposed on $IL_9$ to pass the signal from frequency 1.5 to 3.5 and to stop the signals elsewhere. To make subcircuit 3 a low pass filter, an upper specification of $0dB$ for $IL_{11}$ at frequency 0 to 2.0 and a lower specification of $40dB$ at frequency 3.0 and beyond are imposed. The angular frequency $\omega$ is in $\text{rad/s} \times 10^9$. The frequency ranges are discretized and error functions are defined at each frequency point. Frequency step is taken as
Figure 6.1: Example 1. A lumped multiplexing network.
$\Delta \omega = 0.25 \text{rad/s} \times 10^9$. Various design specifications are listed in Table 6.1. Error functions are defined according to (3.6) - (3.16) where all weighting factors are taken as 1.0. where $c_1(X_c)$ to $c_4(X_c)$ are

$$c_1(X_c) = (IL_7(X_c, 0.25) - (-5dB))$$

$$c_2(X_c) = (IL_7(X_c, 0.5) - (-5dB))$$

$$c_3(X_c) = (IL_7(X_c, 0.75) - (-5dB))$$

$$c_4(X_c) = (IL_7(X_c, 1.0) - (-5dB));$$

$c_{15}(X_c)$ and $c_{18}(X_c)$ are

$$c_{15}(X_c) = -(IL_9(X_c, 0.25) - (30dB))$$

$$c_{16}(X_c) = -(IL_9(X_c, 0.5) - (30dB))$$

$$c_{17}(X_c) = -(IL_9(X_c, 0.75) - (30dB))$$

$$c_{18}(X_c) = -(IL_9(X_c, 1.0) - (30dB));$$

(6.2)

c_{30}(X_c)$ and $c_{39}(X_c)$ are

$$c_{30}(X_c) = (IL_{11}(X_c, 1.5) - (0dB))$$

$$c_{37}(X_c) = (IL_{11}(X_c, 1.75) - (0dB))$$

$$c_{38}(X_c) = (IL_{11}(X_c, 2.0) - (0dB))$$

$$c_{39}(X_c) = -(IL_{11}(X_c, 3.0) - (40dB)).$$

The lower level error functions are defined in the same way as the upper level error functions. The total number of error functions in subcircuits 1, 2 and 3 are 14, 15 and 10, respectively. The weighting factors are taken as 1.0. The error function index set for the three subcircuits are $J_1 = \{1, 2, \cdots , 14\}$, $J_2 = \{15, 16, \cdots , 29\}$ and $J_3 = \{30, 31, \cdots , 39\}$. The total number of error functions is 39.
<table>
<thead>
<tr>
<th>Response of Interest</th>
<th>Frequency Range</th>
<th>Design Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Insertion Loss at Node 7</td>
<td>$0 &lt; \omega &lt; 3.0$</td>
<td>$IL_7 &lt; -5 \text{ dB}$</td>
</tr>
<tr>
<td></td>
<td>$\omega &gt; 4.0$</td>
<td>$IL_7 &gt; 20 \text{ dB}$</td>
</tr>
<tr>
<td>Insertion Loss at Node 9</td>
<td>$0 &lt; \omega &lt; 1.0$</td>
<td>$IL_9 &gt; 30 \text{ dB}$</td>
</tr>
<tr>
<td></td>
<td>$1.5 &lt; \omega &lt; 3.5$</td>
<td>$IL_9 &lt; 15 \text{ dB}$</td>
</tr>
<tr>
<td></td>
<td>$\omega &gt; 4.5$</td>
<td>$IL_9 &gt; 30 \text{ dB}$</td>
</tr>
<tr>
<td>Insertion Loss at Node 11</td>
<td>$0 &lt; \omega &lt; 2.0$</td>
<td>$IL_{11} &lt; 0 \text{ dB}$</td>
</tr>
<tr>
<td></td>
<td>$\omega &gt; 3.0$</td>
<td>$IL_{11} &gt; 40 \text{ dB}$</td>
</tr>
</tbody>
</table>

Table 6.1: Design specifications for the multiplexing circuit.

For example, the error functions in subcircuit 3 are

\[
c_{30}(X_3) = (IL_{11}(X_3, 0.00) - (0dB))
\]
\[
c_{31}(X_3) = (IL_{11}(X_3, 0.25) - (0dB))
\]
\[
c_{32}(X_3) = (IL_{11}(X_3, 0.50) - (0dB))
\]
\[
c_{33}(X_3) = (IL_{11}(X_3, 0.75) - (0dB))
\]
\[
c_{34}(X_3) = (IL_{11}(X_3, 1.00) - (0dB))
\]
\[
c_{35}(X_3) = (IL_{11}(X_3, 1.25) - (0dB))
\]
\[
c_{36}(X_3) = (IL_{11}(X_3, 1.50) - (0dB))
\]
\[
c_{37}(X_3) = (IL_{11}(X_3, 1.75) - (0dB))
\]
\[
c_{38}(X_3) = (IL_{11}(X_3, 2.00) - (0dB))
\]
\[
c_{39}(X_3) = -(IL_{11}(X_3, 3.0) - (40dB)).
\]

The first four error functions in subcircuit 1 are

\[
e_1(X_1) = (IL_7(X_1, 0.25) - (-5dB))
\]
\[
e_2(X_1) = (IL_7(X_1, 0.5) - (-5dB))
\]
\[ e_3(X_1) = (II_L(X_1, 0.75) - (-5dB)) \]

\[ e_4(X_1) = (II_L(X_1, 1.0) - (-5dB)) \]

The first four error functions in subcircuit 2 are

\[ e_{15}(X_2) = -(II_L(X_2, 0.25) - (30dB)) \]

\[ e_{16}(X_2) = -(II_L(X_2, 0.5) - (30dB)) \]

\[ e_{17}(X_2) = -(II_L(X_2, 0.75) - (30dB)) \]

\[ e_{18}(X_2) = -(II_L(X_2, 1.0) - (30dB)) \]

Design parameters in the connection subcircuit and other subcircuits include all capacitors, all conductors and transconductances of the voltage controlled current sources. The design variables in the connection circuit are

\[ X_c = [C_1, C'_2, C_3, L_1, L_2, L_3, L_4]^T. \]

The design variables in subcircuits 1, 2 and 3, are

\[ X_1 = [g_1, C_4, C_5, L_6]^T, \]

\[ X_2 = [g_2, L_6, L_7, C_6]^T, \]

and

\[ X_3 = [g_3, C'_7, C_8, L_8]^T, \]

respectively. The insertion loss responses with respect to frequency before and after optimization are in Fig. 6.2 - Fig. 6.4. It can be seen that after optimization the multi-band filtering properties of the multiplexing circuit have been greatly improved. Elapsed time counts are listed in Table 6.2. Also the objective function values listed in the table are final values of the optimization. The actual speed up ratio by the proposed method vs. the conventional optimization can be computed as \( \frac{12}{4} = 3.0 \).
<table>
<thead>
<tr>
<th>Number of Cycles</th>
<th>Proposed Approach</th>
<th>Conventional Optimization</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Elapsed Time</td>
<td>Objective Function</td>
</tr>
<tr>
<td>1</td>
<td>4 mins</td>
<td>4.1693</td>
</tr>
<tr>
<td>2</td>
<td>8 mins</td>
<td>4.7240e-2</td>
</tr>
<tr>
<td>3</td>
<td>10 mins</td>
<td>-5.1190e-2</td>
</tr>
</tbody>
</table>

Table 6.2: Elapsed time count for Example 1.
Figure 6.2: Response from the 1st subcircuit.
Figure 6.3: Response from the 2nd subcircuit.
Figure 6.4: Response from the 3rd subcircuit.
6.2 Example 2: Time Domain Optimization of A Distributed Network

This example represents high-speed VLSI interconnect hierarchy in PCB and MCM. The circuit optimization is performed in the time domain. The overall circuit of Fig. 6.5 contains a bus line structure where signals propagate along the bus to 5 subnetworks. The overall circuit is partitioned into a connection circuit and five subcircuits. The bus line is the connection subnetwork modeled by 11 coupled transmission lines. Each of the five subnetworks contains 7 transmission lines as shown in Fig. 6.6. The circuit in this example has a total of 132 nodes, 46 transmission lines and 105 optimization variables. The excitation is a trapezoidal signal shown in Fig. 6.7. The responses of interest are the outputs from each of the five subnetworks as shown in Fig. 6.8, where the signals are distorted and the propagation delays between the five signals are different. The purpose of the optimization is to achieve exact zero skew [58] [59] and at the same time reduce distortion. An upper specification of 0.1 V at 3.5 ns is applied to ensure the proper signal rise time. Another set of specifications are the upper and lower specification at the t = 5 ns. This set of specifications intend to locate signal propagation delay at exactly 5 ns. In order to reduce the signal distortion, an upper specification of 2.0 V and lower specification of 1.8 V are placed during the period when signal is high. To reduce the reflections, an upper specification of 0.1 V and a lower specification of 0 V are imposed during the period when the signal should vanish. The various specifications are listed in Table 6.3, where j is the node number of interest, i.e., j = 48, 69, 90, 111, 132. The time intervals are discretized and error functions at each time point are defined according to (3.6) - (3.16). All weighting factors are taken as 1.0. Step size of t is taken as \( \Delta t = 1.0 \) ns.
Figure 6.5: A distributed network for Example 2. Each subcircuit is shown in Fig. 6.6.
Figure 6.6: A typical subcircuit in Fig. 6.5, \( j = 48, 69, 90, 111, 132 \).
Figure 6.7: Trapezoidal signal used as excitations for the distributed network.

<table>
<thead>
<tr>
<th>Response of Interest</th>
<th>Time Range</th>
<th>Design Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Voltage $v_j$</td>
<td>$t = 3.5$ ns</td>
<td>$0.0 \text{ V} &lt; v_j &lt; 0.1 \text{ V}$</td>
</tr>
<tr>
<td>$j = 48, 69, 90.$</td>
<td>$t = 5.0$ ns</td>
<td>$1.5 \text{ V} \leq v_j \leq 1.5 \text{ V}$</td>
</tr>
<tr>
<td>$111, 132.$</td>
<td>$6.0 \text{ ns} &lt; t &lt; 9.0 \text{ ns}$</td>
<td>$1.8 \text{ V} &lt; v_j &lt; 2.0 \text{ V}$</td>
</tr>
<tr>
<td></td>
<td>$12.0 \text{ ns} &lt; t &lt; 14.0 \text{ ns}$</td>
<td>$0.0 \text{ V} &lt; v_j &lt; 0.1 \text{ V}$</td>
</tr>
</tbody>
</table>

Table 6.3: Design specifications for the distributed network.
Design variables can be the length of transmission lines, terminations and matching circuits. In the connection circuit, optimization variables are lengths of transmission lines, i.e.,

$$\mathbf{X}_c = [l_7, l_8, l_9, l_{10}, l_{11}]^T.$$  

In subcircuit $i$, the optimization variables include lengths of transmission lines, inductors, capacitors and transconductance of the VCCS,

$$\mathbf{X}_i = [g^i, l^i_1, L^i_4, C^i_7, L^i_5, l^i_6, L^i_7, C^i_9, L^i_8, l^i_9, L^i_10, C^i_{11}]^T,$$

$$i = 1, 2, 3, 4, 5. \quad (6.3)$$

Circuit parameters with their starting values are presented in Fig. 6.5 and Fig. 6.6. The electrical parameters of the 3-conductor coupled transmission lines for $l_1, l_2, \cdots , l_6$ are

$$\mathbf{R} = 0, \quad (6.4)$$

$$\mathbf{G} = 0, \quad (6.5)$$

$$\mathbf{L} = \begin{bmatrix}
1500 & 150 & 0 \\
180 & 1500 & 180 \\
0 & 180 & 1500 \\
\end{bmatrix} \text{nH/m}, \quad (6.6)$$

$$\mathbf{C} = \begin{bmatrix}
0.266 & -0.02 & 0.0 \\
-0.02 & 0.266 & -0.02 \\
0.0 & -0.02 & 0.266 \\
\end{bmatrix} \text{nF/m}. \quad (6.7)$$

The parallel multilevel optimization algorithm described in Chapter 4 is employed. Six SPARC 2 workstations were used. One is for the upper level suboptimization and
the other five for the lower level suboptimizations performed in parallel. Elapsed
time counts and final values of objective function for optimization using the new and
conventional approaches are listed in Table 6.7. The speed up ratio of 6.2 is achieved
by two factors. The first factor is the speedup from using the decomposition algo-

rithm. The second factor is the speedup from parallel processing. Waveforms before
optimization are plotted in Fig. 6.8. The waveforms after multilevel optimization are
shown in Fig. 6.9.
Figure 6.8: Responses at the outputs of 5 subcircuits before optimization.
Figure 6.9: Responses at the outputs of 5 subcircuits after optimization using multi-level optimization.
From the computation results, it can be seen that error functions are greatly reduced. The propagation delay time of the output signals of different subcircuits are all equal to 5 ns. Exact zero time skew is therefore achieved. Signal distortions are reduced and the signal level between the five subcircuits are much more consistent than before optimization. Waveforms of all the outputs are in general also improved.

Design parameters before and after optimization are listed in Table 6.1 for the connection circuit. The parameters after overall optimization are listed in Table 6.6. Design variables before and after optimization of all the different subcircuits are in Table 6.5.

6.3 CPU Analysis

To compare the efficiency of the proposed algorithm with conventional optimization technique, the major computation effort is represented by the number of multiplications and divisions. Let \( K \) be the number of subcircuits. Let \( N \) be the number of nodes in the overall circuit. Let \( N_i \) be the number of nodes in subcircuit \( i \). Let \( N_{cycle} \) be the number of decomposition cycles between high- and low-level optimizations. Let \( N_{iteration} \) be the number of iterations inside optimizations. Let \( n_t \) be the number of time samples. Let \( n_\omega \) be the number of frequency points. \( n_\omega \) is equal to \( 5 \times n_t \) for the numerical inversion of Laplace transform simulator [4]. Let \( N_{optvar} \) be the number of design variables in the connection circuit. Let \( N'_{optvar} \) be the number of design variables in subcircuit \( i \). Using sparse matrix techniques, the number of multiplications and divisions for solving a set of \( n \) linear equations is proportional to \( n^\alpha \), where \( \alpha = 1.1 \sim 1.3 \) [60]. Optimizer used is MMAG [49] which is MiniMax with Approximate Gradient. Partial perturbation and Broyden Updates are used for automatically evaluating sensitivities. The number of perturbations is equal to the
<table>
<thead>
<tr>
<th>Variables</th>
<th>Before optimization(m)</th>
<th>After decomposition(m)</th>
<th>After overall optimization(m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$l_7$</td>
<td>0.05</td>
<td>4.303e-2</td>
<td>3.086e-2</td>
</tr>
<tr>
<td>$l_8$</td>
<td>0.04</td>
<td>3.579e-2</td>
<td>2.521e-2</td>
</tr>
<tr>
<td>$l_9$</td>
<td>0.03</td>
<td>8.972e-2</td>
<td>6.144e-2</td>
</tr>
<tr>
<td>$l_{10}$</td>
<td>0.02</td>
<td>8.480e-3</td>
<td>8.724e-2</td>
</tr>
<tr>
<td>$l_{11}$</td>
<td>0.01</td>
<td>8.890e-3</td>
<td>5.000e-3</td>
</tr>
</tbody>
</table>

Table 6.4: Design parameters in the connection circuit before and after optimization for Example 2.

number of design variables. The major computation effort in upper level is

$$N_{dcmp}^c = N^a \ast N_{iteration} \ast N_{optvar}^c \ast n_\omega + lud(N_{optvar}^c) \ast N_{iteration}.$$  \hspace{1cm} (6.8)

where $lud(n) = (n^3 - n)/3 + n^2$ is the computation effort of LU factorization and Forward and Backward substitution for a dense set of $n \times n$ linear equations. In the low-level, the computation effort for the $i$th suboptimization is

$$N_{dcmp}^i = N_{iteration}^i \ast N_{optvar}^i \ast n_\omega + lud(N_{optvar}^i) \ast N_{iteration}.$$ \hspace{1cm} (6.9)

The total computation effort for decomposition when considering parallel optimization is

$$N_{dcmp} = N_{cycles} \ast (N_{dcmp}^c + \max_{i=1}^{K} (N_{dcmp}^i)).$$ \hspace{1cm} (6.10)

The total computation effort of conventional optimization $N_{overall}$ is

$$N_{overall} = N^a \ast N_{iteration} \ast N_{optvar} \ast n_\omega + lud(N_{optvar}) \ast N_{iteration}.$$ \hspace{1cm} (6.11)

where the total number of design variables $N_{optvar}$ is

$$N_{optvar} = \sum_{i=1}^{K} N_{optvar}^i + N_{optvar}^c.$$  \hspace{1cm} (6.12)
<table>
<thead>
<tr>
<th>Variables</th>
<th>Before optimization</th>
<th>After optimization</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>sub01</td>
<td>sub02</td>
</tr>
<tr>
<td>$g$</td>
<td>1.00</td>
<td>7.355e-1</td>
</tr>
<tr>
<td>$l_4$</td>
<td>0.05m</td>
<td>5.104e-2</td>
</tr>
<tr>
<td>$L_4$</td>
<td>10.0nH</td>
<td>9.974</td>
</tr>
<tr>
<td>$C_7$</td>
<td>0.0001nF</td>
<td>3.853e-2</td>
</tr>
<tr>
<td>$L_5$</td>
<td>10.0nH</td>
<td>1.004e+1</td>
</tr>
<tr>
<td>$l_5$</td>
<td>0.03m</td>
<td>5.616e-2</td>
</tr>
<tr>
<td>$l_6$</td>
<td>0.04m</td>
<td>1.000e-1</td>
</tr>
<tr>
<td>$L_7$</td>
<td>5.0nH</td>
<td>4.989</td>
</tr>
<tr>
<td>$C_{11}$</td>
<td>0.0005nF</td>
<td>4.950e-4</td>
</tr>
<tr>
<td>$L_8$</td>
<td>5.0nH</td>
<td>4.989</td>
</tr>
<tr>
<td>$l_7$</td>
<td>0.02m</td>
<td>1.144e-2</td>
</tr>
<tr>
<td>$l_1$</td>
<td>0.03m</td>
<td>3.000e-2</td>
</tr>
<tr>
<td>$l_2$</td>
<td>0.03m</td>
<td>1.000e-1</td>
</tr>
<tr>
<td>$l_3$</td>
<td>0.03m</td>
<td>1.090e-1</td>
</tr>
<tr>
<td>$C_6$</td>
<td>0.001nF</td>
<td>1.000e-4</td>
</tr>
<tr>
<td>$C_8$</td>
<td>0.0005nF</td>
<td>1.000e-4</td>
</tr>
<tr>
<td>$L_6$</td>
<td>5.0nH</td>
<td>5.010</td>
</tr>
<tr>
<td>$C_9$</td>
<td>0.002nF</td>
<td>4.980e-3</td>
</tr>
<tr>
<td>$C_{10}$</td>
<td>0.001nF</td>
<td>5.380e-3</td>
</tr>
<tr>
<td>$C_{12}$</td>
<td>0.001nF</td>
<td>4.180e-4</td>
</tr>
</tbody>
</table>

Table 6.5: Design parameters of 5 subcircuits before and after optimization for Example 2.
<table>
<thead>
<tr>
<th>Variables</th>
<th>Before optimization</th>
<th>After optimization</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>sub01</td>
<td>sub02</td>
</tr>
<tr>
<td>$g$</td>
<td>1.00</td>
<td>7.982e-1</td>
</tr>
<tr>
<td>$l_4$</td>
<td>0.05m</td>
<td>4.133e-2</td>
</tr>
<tr>
<td>$L_4$</td>
<td>10 nH</td>
<td>1.000e+1</td>
</tr>
<tr>
<td>$C_7$</td>
<td>0.0001 nF</td>
<td>1.457e-2</td>
</tr>
<tr>
<td>$L_5$</td>
<td>10.0 nH</td>
<td>1.000e+1</td>
</tr>
<tr>
<td>$l_5$</td>
<td>0.03 m</td>
<td>3.300e-2</td>
</tr>
<tr>
<td>$l_6$</td>
<td>0.04 m</td>
<td>4.290e-2</td>
</tr>
<tr>
<td>$L_7$</td>
<td>5.0 nH</td>
<td>5.000</td>
</tr>
<tr>
<td>$C_{11}$</td>
<td>0.0005 nF</td>
<td>3.990e-3</td>
</tr>
<tr>
<td>$L_8$</td>
<td>5.0 nH</td>
<td>4.999</td>
</tr>
<tr>
<td>$l_7$</td>
<td>0.02 m</td>
<td>7.380e-3</td>
</tr>
<tr>
<td>$l_1$</td>
<td>0.03 m</td>
<td>2.718e-2</td>
</tr>
<tr>
<td>$l_2$</td>
<td>0.03 m</td>
<td>3.000e-2</td>
</tr>
<tr>
<td>$l_3$</td>
<td>0.03 m</td>
<td>3.000e-2</td>
</tr>
<tr>
<td>$C_6$</td>
<td>0.001 nF</td>
<td>2.290e-2</td>
</tr>
<tr>
<td>$C_8$</td>
<td>0.0005 nF</td>
<td>4.430e-3</td>
</tr>
<tr>
<td>$L_{46}$</td>
<td>5.0 nH</td>
<td>5.000</td>
</tr>
<tr>
<td>$C_9$</td>
<td>0.002 nF</td>
<td>4.311e-2</td>
</tr>
<tr>
<td>$C_{10}$</td>
<td>0.001 nF</td>
<td>7.260e-2</td>
</tr>
<tr>
<td>$C_{12}$</td>
<td>0.001 nF</td>
<td>6.370e-3</td>
</tr>
</tbody>
</table>

Table 6.6: Design parameters after overall optimization for Example 2.
<table>
<thead>
<tr>
<th>Proposed Optimization</th>
<th>Conventional Optimization</th>
<th>Speed Up</th>
</tr>
</thead>
<tbody>
<tr>
<td>Objective Function</td>
<td>Elapsed Time</td>
<td>Objective Function</td>
</tr>
<tr>
<td>0.1823</td>
<td>30 mins</td>
<td>0.19923</td>
</tr>
<tr>
<td>0.1330</td>
<td>60 mins</td>
<td>0.17390</td>
</tr>
<tr>
<td>0.0900</td>
<td>90 mins</td>
<td>0.03000</td>
</tr>
</tbody>
</table>

Table 6.7: Elapsed time count by parallel decomposition for Example 2.

Equations (6.8) - (6.10) define the number of operations for the proposed algorithm whereas (6.11) - (6.12) define the operation count for conventional optimization. In the distributed network example, parameters are estimated as \( n_w = 30, N_{v_h} = 3, N_{iteration} = 3, N_{optvar}^c = 5, N_{optvar}^i = 20, N_i = 21, i = 1, 2, \ldots, 5, N = 132, \alpha = 1.0. \) The speed up ratio with respect to the number of subcircuits for parallel computation are plotted in 6.10.

When \( K = 5, \) the speed up ratio estimated using above parameters for parallel optimization is 7.0. These results are very close to the actual speed up ratio of 6.2 obtained from elapsed time count. It is to be noted that the speed up ratio will become higher when the number of subcircuits is increased.
Figure 6.10: Estimation of speed up ratio in parallel computing.
Chapter 7

SYSCAD: A Computer-Aided Design System Implementation

7.1 Introduction to SYSCAD

SYSCAD, a system of programs for analysis and optimization with interchangeable simulators, was developed. The system has parallel computing capability [37]. The CAD framework is the system used to connect and integrate the individual function blocks or modules.

To systematically connect various modules in the CAD system, a macrofunction was defined for each module of the system

\[ y = f(x) \]  \hspace{1cm} (7.1)

where \( y \) is a vector representing the output argument of a module and \( x \) is a vector of input arguments of a module. For example, in an optimization, \( y \) can represent the optimal solution of the design variables and \( x \) can represent the initial design parameters and constraints.

Using such abstract macro-function interfaces, a modular system with different
simulation and optimization modules can be hierarchically and systematically connected. The communication between various modules of the system is carried out by interprocess communication in a multiworkstation network environment.

7.2 SYSCAD Module Descriptions

The entire stock of independent modules are classified into three types:

1. function: given $x$, return $y = f(x)$

2. dfunction: given $x$, return $y = f(x)$ and $\frac{dy}{dx}$.

3. main program: main programs that does not return any numerical data to other modules.

In order to use each type of module, standard definitions of input/output arguments of the three types of modules are presented.

Type 1: function(n,m,x,y,k,s,ierror)

Input arguments:

- $n$ dimension of $x$.
- $m$ dimension of $y$.
- $k$ length of character string $s$.
- $x$ vector of input parameters.
- The index of $x$ is: $x(i)$, $i=0,1,2,\ldots,n-1$.
- $s$ character string of length $k$.

Output arguments:
y    vector of outputs.
The index of y is: y(i), i=0,1,2,...,m-1.

ierror  error message number. ierror=0 means no error.

s      error message if ierror is not equal to 0.

Type 2: dfunction(n,m,x,y,dy,k,s,ierror)

Input arguments:
    same as in type 1 above.

Output arguments:
    same as in type 1 above, and

    dy    vector of derivatives of y w.r.t x.
    Its dimension is n * m. dy(1+n*j) is the
derivative of y(j) w.r.t. x(i),
i=0,1,...,n-1 and j=0,1,2,...,m-1.

Type 3: main program

Input argument:
    none.

Output argument:
none.

Main program is to invoke all analysis and optimization process. It is the top level module.

A user can either use built in modules or write a simple user interface to integrate his own module into the system. The benefit is that a wide selection of design and analysis tools are ready to be used.

7.3 SYSCAD Overall File Structure

In its present form, SYSCAD consists of several file directories as shown in Fig. 7.1.

- SYSCAD is the top level directory.

- There are several directories under SYSCAD:

  - common: a directory containing all communication utilities. Several directories under it are:

    * common: global common utility modules.
    * function: communication modules for \( y = f(x) \).
    * dfunction: communication modules for \( y = f(x) \) and \( \frac{dy}{dx} \).
    * lib: libraries for pipe communications.

  - simulator: simulation modules. It has several subdirectories.

    * executable files: these files are executable programs ready to be run by their parent programs.
Figure 7.1: SYSCAD file structure.
* common: communication modules for simulators only.
* src: source file directories. Examples include nilt, Numerical Inversion of Laplace Transform; lckt, a linear simulator; dem106, a demonstration simulator.
  - dsimulator: simulators with sensitivity analysis. This directory has several subdirectories similar to the simulator directory.
  - spec, dspec: specification modules. These directories are similar to the simulator directory.
  - optimize: optimization modules. This directory has several subdirectories similar to the simulator directory.
  - examples: an input file directory. All analyses are invoked under this directory, which contains necessary input files for optimization, specification, simulation, etc.
  - help: contains files for online help.

7.4 An Optimization Example Illustrating SYSCAD

In order to optimize the response of an electrical circuit, a user can use three independent modules: a circuit simulator, a problem formulator which formulates error functions for optimization, and an optimizer. SYSCAD uses inter-process communication techniques to run the three modules simultaneously.

A simple filter circuit is shown in Fig. 7.2. This is a low-pass filter with three circuit elements, \( L_1, C_1, L_2 \). All of the three elements are design variables. The optimization is accomplished using the following modules.

1. simulation module. This module provides simulation for the circuit at each frequency point.
2. specification module. This module formulates the error functions for the optimization module.

3. optimization module. This module receives error functions from the specification module and changes design parameters systematically to accomplish the optimal design task.

The optimization module calls the specification module to get error functions and design variables; the specification module calls the simulation module to do simulation at required frequency points and at the same time sends error functions to the optimizer; the simulation module, which is at the lowest level, does simulations at the request of the specification module.

The interfaces of the three modules are formulated according to the generic function $y = f(x)$.

1. Simulation:

   \[
   \text{function}(n, m, x, y, k, s, ierror)
   \]
Input arguments:

n = 4 is the dimension of x.
m = 1 is the dimension of y.
k = 64 is the length of s.
x = (omega, L1, L2, C) are the circuit parameters.
y = V2 at node 2, is the output of the filter at frequency omega.
s = filename is the input file for simulation. This file provides the circuit topology and element values for simulation purpose.

2. Specification:

function(n, m, x, y, s, ierror)

n = 3 is the dimension of x.
m = 11 is the dimension of y.
k = 64 is the length of s.
x = (L1, L2, C1) is the vector of optimization variables.
y = (e1, e2, ... em) is the vector of error functions.
s = filename is the input file for the specification module.

3. Optimization:

Optimization is the main program.
Its input file contains the
starting point of design variables
and design constraints.

Output results are in the commercial software MATLAB format, so that the responses are ready to be plotted.

In case of using minimax optimizer MMLC[51], which requires sensitivity information, the above simulation module is:

\[
dfunction(n, m, x, y, dy, s, ierror)
\]

where \(dy\) is a \(n \times m\) vector containing derivative information.

\(dy\) is the vector of derivatives of responses with respect to all the circuit parameters at one frequency point.

The specification module has the same form:

\[
dfunction(n, m, x, y, dy, s, ierror)
\]

Note that in this function \(dy\) is different from that of the simulators. It contains the sensitivities of error functions with respect to the design variables.
Chapter 8

Conclusions and Further Research

8.1 Summary and Contributions

This research was motivated by the need for faster and more reliable automated design tools to meet the challenges of the rapid advances in the development of high-speed VLSI circuit and systems. Several contributions have been made to address the design of interconnections:

- A new multilevel optimization approach taking advantage of network topological decomposition is developed. Under this new approach, a large VLSI circuit is partitioned into a connection subcircuit and a set of subnetworks. Correspondingly, the overall minimax optimization is reformulated to yield a set of independent suboptimization problems. The suboptimizations are coordinated by a model coordination scheme.

- Parallel formulation of decomposition is developed. Formulas for estimating speed up factor by the parallel formulation are developed.

- The convergence property of the proposed technique is derived. It is analyzed through Gauss-Seidel relaxation analysis between multiple sets of nonlinear
equations which are derived from optimality conditions for the multiple suboptimizations. The two-level optimization formulation is generalized into n levels. Convergence criteria for both minimax and \( l_p \) type optimization decompositions are developed.

- The above algorithm is successfully implemented using our CAD framework featuring parallel processing. The multilevel formulation have been tested by both time and frequency domain optimization examples. Examples of interconnect optimizations demonstrated simultaneous improvement of signal integrity such as signal propagation delay and distortion at several vital connection ports. The actual CPU speed up is confirmed to be close to that from our proposed CPU estimation formulae. Results show that decomposition could be many times faster than standard optimization.

### 8.2 Suggestions for Further Research

1. The model coordination technique used in our formulation is applied to circuits of limited topological complexity. Further study is, therefore, necessary in order to fully exploit the potentials of decomposition. The formulations are to be tested by more complex and arbitrary topology networks.

2. Instead of using physical inspection, automatic partitioning algorithm can be applied to large scale distributed networks. Linking the partition program with the decomposition program automatically will further improve the design optimization process.

3. A more theoretically vigorous coordination scheme is the goal coordination scheme. At shown in Chapter 2, the circuit optimization formulated by goal
coordination has clear theoretical interpretations. However, balancing the interaction variables of goal coordination can be difficult. Efficient formulations of goal coordination for large scale distributed network optimization will be an interesting and challenging topic.

4. When applying decomposition techniques to large scale optimization problems, a realistic solution to goal coordination is to use saddle point optimizer [11]. A saddle point is the point at which the objective function achieves its maximum with respect to some variables and achieves its minimum with respect to some other variables. Development and implementation of a state-of-the-art saddle point optimizer will be an important step toward applying decomposition techniques to practical large VLSI interconnection design problems.

5. The convergence properties of the optimization by decomposition are to be studied in parallel with relaxation techniques. As it has been shown in Chapter 5, the convergence of the decomposition is equivalent to solving a set of non-linear equations. Such non-linear equations are closely related to the relaxation formulations of a circuit. An interesting research direction is to combine waveform relaxation technique with optimization decomposition.
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Appendix A

A.1 Definition of Matrix Norm [53]

Let \( x^T = [x_1, x_2, \cdots, x_n] \). The vector norm is defined as

\[
\|x\|_\infty = \max_i |x_i|, \quad i = 1, 2, \cdots, n.
\] (A.1)

Let \( A \) be a matrix with scalar element \( a_{ij} \) at row \( i \) and column \( j \),

\[
A = \begin{bmatrix}
a_{11} & a_{12} & \cdots & a_{1n} \\
a_{21} & a_{22} & \cdots & a_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
a_{n1} & a_{n2} & \cdots & a_{nn}
\end{bmatrix}.
\] (A.2)

Let index set \( N = \{1, 2, \cdots, n\} \). The norm of a matrix is defined based on the vector norm as

\[
\|A\|_\infty = \sup_{x \neq 0} \frac{\|Ax\|}{\|x\|}
\] (A.3)

and

\[
\|A\|_\infty = \max_{i \in N} \sum_{j \in N} |a_{ij}|.
\] (A.4)

where sup denotes the supremum of a function.
Let $A$ be an $n \times n$ matrix partitioned into $K \times K$ blocks. Each block is a $n_i \times n_j$ matrix represented by $A_{ij}$, $1 \leq i, j \leq K$,

$$
A = \begin{bmatrix}
A_{11} & A_{12} & \cdots & A_{1K} \\
A_{21} & A_{22} & \cdots & A_{2K} \\
\vdots & \vdots & \ddots & \vdots \\
A_{K1} & A_{K2} & \cdots & A_{KK}
\end{bmatrix}, \quad \sum_{i=1}^{K} n_i = n. \tag{A.5}
$$

Let index set $\mathcal{K} = \{1, 2, \cdots, K\}$. The norm of matrix $A$ is defined as

$$
\|A\|_{\infty} = \max_{i \in \mathcal{K}} \sum_{j \in \mathcal{K}} \|A_{ij}\|_{\infty} \tag{A.6}
$$

where $\|A_{ij}\|_{\infty}$ is defined by (A.4).

### A.2 Definition of G-differentiable [54]

$F : D \subset \mathcal{R}^n \to \mathcal{R}^m$ is G-differentiable at an interior point $x \in D$ if there is an $m \times n$ matrix $A$ such that for any $h \in \mathcal{R}^n$,

$$
\lim_{t \to 0} \frac{1}{|t|} \|F(x + th) - F(x) - tAh\| = 0. \tag{A.7}
$$

### A.3 Kuhn-Tucker Conditions [11] [52]

Let the optimization problem be

$$
\min_x f(x) \tag{A.8}
$$

subject to

$$
x \in S_1 \cap S_2 \cap S_3 \tag{A.9}
$$
where

\[ S_1 = (\mathbb{E}^n)^+, \quad (A.10) \]
\[ S_2 = \{ x | w_i(x) = 0, i = 1, 2, \ldots, n_w \}, \quad (A.11) \]
\[ S_3 = \{ x | g_i(x) \leq 0, i = 1, 2, \ldots, n_g \}, \quad (A.12) \]

\( x \) is a \( n \)-vector of real variables. \( f(x), w_i(x), g_i(x) \) are real valued functions defined on \( S_1 \) and differentiable everywhere.

Let the Lagrange function be

\[ L(x, \lambda, \mu) = f(x) + \sum_{i=1}^{n_w} \lambda_i w_i(x) + \sum_{i=1}^{n_g} \mu_i g_i(x). \quad (A.13) \]

The necessary conditions for the point \((x^0, \lambda^0, \mu^0)\) to be the solution to the optimization problem \((A.8)\) are the Kuhn-Tucker conditions as the following:

\[ \nabla_x L(x^0, \lambda^0, \mu^0) \geq 0, \quad (A.14) \]
\[ (x^0)^T \nabla_x L(x^0, \lambda^0, \mu^0) = 0, \]
\[ x^0 \geq 0, \]
\[ w_i(x^0) = 0, \quad i = 1, 2, \ldots, n_w, \quad (A.15) \]
\[ g_i(x^0) \leq 0, \quad (A.16) \]
\[ \mu_i^0 g_i(x^0) = 0, \]
\[ \mu_i \geq 0 \quad i = 1, 2, \ldots, n_g. \]
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