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Abstract

The concept of data depth gives a tool for multivariate data analysis. It measures the centrality of a data point with respect to a data set. Many different notions of data depth have been introduced. In this thesis we explore efficient algorithms for computing several notions of data depth, including exact and approximation algorithms for Tukey (halfspace) depth [57, 93], Oja depth [75], and majority depth [61, 90].
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Chapter 1

Introduction

1.1 Data Depth

The term data depth comes from non-parametric multivariate descriptive statistics. A descriptive statistic is used to summarize a collection of data, for example by estimating the center of the data set. In non-parametric statistics, the probability distribution of the population is not considered, and the test statistics are usually based on the rank of the data. In multivariate data analysis, every data item consists of several elements. The concept of data depth gives a foundation for multivariate data analysis. Broadly speaking, it is a method of generalizing the notions of rank and median to multivariate data. Data depth measures the centrality of a data item with respect to a data set, and gives a center-outward ordering of points in Euclidean space of any dimension. Methods based on data depth are also developed for robust statistics, whose motivation is to develop methods that are less influenced by abnormal observations. Since the multivariate data can be represented as points in Euclidean space $\mathbb{R}^d$, they are often called points in this thesis.

The depth of a point measures the centrality of this point with respect to a given set, $S$, of points in high dimensional space. Usually, the element of $S$ with the largest depth is called the median of $S$, and a point in $\mathbb{R}^d$ with the largest depth is called the center of the data set. The median and center of $S$ are often called location estimators, since they summarize the location of $S$ as a single point.
In $\mathbb{R}^1$, the median holds the properties of high breakdown point, affine invariance, and monotonicity. Informally, the breakdown point of a measure is the fraction of the input that must be moved to infinity before the center moves to infinity [41, 63]. In $\mathbb{R}^1$, the median has a breakdown point of $\frac{1}{2}$ [3]. After an affine transformation on the data set, the median is subject to the same affine transformation. Therefore, it is affine invariant. If we move a point to one side, the median tends to move to that side, never moving to the opposite side; this property is called monotonicity [10].

For a good measure of data depth, the resulting "median" should also have these properties, ideally, to the same degree as the one-dimensional median does.

Depending on the particular application, the properties of high breakdown point, affine invariance, and monotonicity may be more or less important. Consider a medical study that has patient data including height, weight, and age. In this case the axes, height, weight, and age, are meaningful, and affine invariance is probably not a critical requirement. However, the results of the study should not change depending on whether weight is measured in pounds or kilograms, so the data depth measure used in this study should be invariant under non-uniform scaling of the axes.

In contrast, research that studies the distribution of stars in a galaxy should use affine invariant depth measures, since the coordinate system is essentially chosen arbitrarily rather than a property of the data. The importance of high breakdown point depends on how noisy the data acquisition process is. In a medical study run in a hospital setting, each patient’s height and weight can be measured and recorded by a medical professional. Large measurement errors or data entry errors are unlikely, hence the data depth measure used need not have high breakdown point. In contrast, a similar study performed by using volunteers who enter their own information in a web-form should use a data depth measure with a higher breakdown.

Generalizing rank to higher dimensions is not straightforward. Many different notions of data depth have been introduced, such as Tukey depth [57, 93], convex hull peeling depth [9, 87], Oja depth [75], simplicial depth [60], majority depth [61, 90], regression depth [82], and so on. Each notion has different properties and requires different time complexity for computing. We can use the notion with the properties we need. The surveys [3, 51, 62, 77] give detailed introductions to these notions. In
CHAPTER 1. INTRODUCTION

In this thesis we will explore algorithms for three depth measures: Tukey depth and Oja depth, and majority depth described in the next section. We focus on these three notions because they are among the most widely cited in the literature. Tukey’s original paper [93] have over 500 citations and Oja’s paper [75] has over 300 citations. Majority depth [61, 90] is less influential, but its definition makes it interesting from the point of view of combinatorial and computational geometry.

Data depth has been used to develop statistical tests and other multivariate data analysis [57, 60, 62]. It is also used to measure economic inequality and industrial concentration [71].

1.2 Depth Notions

In this section, we give the definitions of the depth notions we are interested in.

1.2.1 Tukey Depth

The Tukey depth [93] is also called halfspace depth or location depth. Given a set \( S \) of points and a point \( p \) in \( \mathbb{R}^d \), the Tukey depth of \( p \) is defined as the minimum number of points of \( S \) contained in any closed halfspace that contains \( p \).

\[
\text{dep}_T(p, S) = \min\{|S \cap h| : h \text{ is a closed halfspace that contains } p\}
\]

The point with the largest depth is called Tukey median or halfspace median. In Figure 1.1, the Tukey depth of \( p \) is 3, because at least three points are contained in any closed halfspace with \( p \) on its boundary and there exists one halfspace containing only 3 points. And the depth of point \( p \) in Figure 1.2 is 0.

A data set is said to be in general position if it has no \( d + 1 \) points of \( S \) lie on a common hyperplane. If the data set is in general position, computing the Tukey depth of a point is equivalent to the open hemisphere problem introduced by Johnson and Preparata. Given a set of \( n \) points on the unit sphere \( S^{d-1} \) in \( \mathbb{R}^d \), the open hemisphere problem is to find an open hemisphere of \( S^{d-1} \) that contains as many
points as possible. This problem is NP-complete if both \( n \) and \( d \) are parts of the input \([58]\).

### 1.2.2 Oja Depth

Given a set \( S \) of \( n \) points in \( \mathbb{R}^d \), the Oja depth \([75]\) of a point \( p \in \mathbb{R}^d \) is

\[
\text{dep}_O(p, S) = \sum_{v_1, \ldots, v_d \in \binom{S}{d}} \text{vol}(p, v_1, \ldots, v_d),
\]

where \( \text{vol}(p_1, \ldots, p_{d+1}) \) denotes the volume of the simplex whose vertices are \( p_1 \ldots p_{d+1} \).\(^1\) A point in \( \mathbb{R}^d \) with the minimum Oja depth is called an Oja center. In Figure 1.3, the Oja depth of \( p \) is the sum of the area of all the triangles whose vertex set consists of \( p \) and 2 points of \( S \).

### 1.2.3 Majority Depth

Let \( S \) be a set of points in \( \mathbb{R}^d \). If the points in \( S \) are in general position, any \( d \) points in \( S \) define a unique hyperplane \( \mathbb{h} \). With \( \mathbb{h} \) as the common boundary, two closed

\(^1\)In Oja's original definition, the sum is normalized by dividing by \( \binom{|S|}{d} \). We omit this here since it changes none of our results and clutters our formulas.
half-spaces are obtained. The one containing more than or equal to \( \frac{n+d}{2} \) points is called the major side of \( h \) (see Figure 1.4). Note that halving hyperplanes have two major sides. Given a finite set \( S \) of \( n \) points and a point \( p \) in \( \mathbb{R}^d \), the majority depth of \( p \) is the number of major sides it is in \([61, 90]\). For example, the majority depth of \( p \) in Figure 1.5 is 11.

### 1.3 Overview of This thesis

In this chapter we have reviewed the definitions of the Tukey depth, Oja depth, and majority depth. In Chapter 2 we explore the properties of these depth notions. The
original contributions of this thesis are as follows.

- In Chapter 3 we give necessary background for some techniques used by the algorithms in this thesis. This includes some new combinatorial geometry results on the sizes of pseudoballs in arrangements.

- In Chapter 4 we propose two algorithms for computing Tukey depth. One is a Fixed Parameter Tractable algorithm, which is fast when the depth is small. The other is an approximation algorithm, which is simple and fast.

- In Chapter 5 we discuss the relationships between the centers of mass of certain sets and Oja depth. We develop a centerpoint theorem for Oja depth, and prove that the Oja depth of the center of mass of the point set is an approximation of the minimum Oja depth.

- In Chapter 6, we propose three algorithms for majority depth in $\mathbb{R}^2$. One is an exact algorithm, and the other two are approximation algorithms.

Some of the results in this thesis have been published at the following conferences and journals.
Figure 1.5: An example of majority depth in $\mathbb{R}^2$


Chapter 2

Depth Functions and Properties

In this chapter, we formally define the properties of data depth, and demonstrate the properties each depth notion has.

2.1 Properties

Given a set $S = \{S_1, \ldots, S_n\}$ of points and a point $p$ in $\mathbb{R}^d$, we let $f_d(p, S)$ denote the depth of point $p$ with respect to $S$, and $T(S)$ denote a location estimator of $S$. We have the following desirable properties for data depth:

1. Generalizing the one-dimensional median: Let $u$ be a unit vector, and $u^tS$ be the one-dimensional projection of $S$.

$$\max_i f_d(u^t S_i, u^t S) = f_d(\text{med}(u^t S), u^t S), \quad (2.1)$$

for any unit vector $u$.

2. High breakdown point [41, 63]: The (finite-sample replacement version of the) breakdown point of a location estimator $T$ at a set $S$ is defined as

$$\min_{1 \leq m \leq n} \left\{ \frac{m}{n} : \sup_{X_m} \| T(S) - T(X_m) \| = \infty \right\} \quad (2.2)$$

where $X_m$ is a set of points such that $|X_m| = n$, and $|X_m \cap S| = n - m$. 
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3. Affine equivariant [40]:

\[ T(\{AS + b\}) = AT(S) + b \]  

(2.3)

for non-singular \( d \times d \) matrix \( A \) and \( b \in \mathbb{R}^d \). If we place appropriate restriction \( A \) and \( b \), we obtain the weaker notion of affine equivariant, such as, translation equivariant, rigid transformation equivariant, uniform scaling equivariant, and non-uniform scaling equivariant.

4. Affine invariant [40]:

\[ f_d(Ap + b, \{AS_i + b\}) = f_d(p, S). \]  

(2.4)

With an appropriate restriction \( A \), we can obtain rotation invariant, which is weaker than affine invariant.

5. Monotonicity [10]: Defined by Bassett [10] for 1-dimensional estimators. If we move a point \( q \in S \) along a vector \( \vec{v} \), \( (T(S) - T(S')) \cdot \vec{v} \geq 0 \). This is the same as the non-decreasing in \( q \) defined by Lopuhaä and Rousseeuw [63].

6. Continuous [44]: Given \( \epsilon > 0 \), function \( f: S \rightarrow \mathbb{R}^2 \) is an \( \epsilon \)-perturbation on \( S \) if for all \( q \in S \), \( \|q - f(q)\| \leq \epsilon \). Let \( F^S_\epsilon \) denote the set of all \( \epsilon \)-perturbation on \( S \). A median (depth) function is continuous if for all \( S \) in \( \mathbb{R}^2 \) and all \( \delta > 0 \) there exists an \( \epsilon > 0 \) such that for all \( f \in F^S_\epsilon \),

\[ \|T(S) - T(f(S))\| < \delta. \]  

(2.5)

7. Decreasing along rays [61]: If \( x \) is a center point (with maximum depth value), \( f_d(p, S) \leq f_d(x + \alpha(p - x), S) \), for all \( p \in \mathbb{R}^d \) and all \( \alpha \in [0, 1] \).

8. Level-convex: The boundary of the set of points in \( \mathbb{R}^d \) with depth at least \( k \) is called the contour of depth \( k \) [40]. If all the contours \( f_d \) are convex, we say \( f_d \) is level-convex.

9. Convex: \( f_d \) is a convex function.
10. Vanishing at infinity [60, 99]: $f_d(p, S)$ approaches zero, as $\|p\|$ approaches infinity.

11. Unique maximum point.

This is a long list of desirable properties and no depth notion satisfies all these requirements. We summarize the properties of some popular depth notions in Table 2.1.

<table>
<thead>
<tr>
<th></th>
<th>Rot. Inv.¹</th>
<th>Aff. Inv.²</th>
<th>R. Tran. Equi.³</th>
<th>Trans. Equi.⁴</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tukey</td>
<td>yes</td>
<td>yes [40]</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Oja</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Majority</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>U. Scal. Equi.⁵</th>
<th>N. Scal. Equi.⁶</th>
<th>Monotone</th>
<th>Continuous</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tukey</td>
<td>yes</td>
<td>unknown</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>Oja</td>
<td>yes</td>
<td>unknown</td>
<td>unknown</td>
<td>unknown</td>
</tr>
<tr>
<td>Majority</td>
<td>yes</td>
<td>no</td>
<td>no</td>
<td>no</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Decr.⁷</th>
<th>Level-convex</th>
<th>Convex</th>
<th>Van. inf.⁸</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tukey</td>
<td>yes</td>
<td>yes [40]</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>Oja</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>Majority</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>no</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Uni. Max.⁹</th>
<th>Gen. Med.¹⁰</th>
<th>B.D.P.¹¹ $\geq \frac{1}{d+1}$</th>
<th>B.D.P. $= \frac{1}{2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tukey</td>
<td>no</td>
<td>yes [40]</td>
<td>yes [40]</td>
<td>no [40]</td>
</tr>
<tr>
<td>Oja</td>
<td>no</td>
<td>yes</td>
<td>no [73]</td>
<td>no [73]</td>
</tr>
<tr>
<td>Majority</td>
<td>no</td>
<td>yes</td>
<td>unknown</td>
<td>unknown</td>
</tr>
</tbody>
</table>

¹ Rotation invariant.
² Affine invariant.
³ Rigid translation equivariant.
⁴ Translation equivariant.
⁵ Uniform scaling equivariant.
⁶ Non-uniform scaling equivariant.
⁷ Decreasing along rays.
⁸ Vanishing at infinity.
⁹ Unique maximum point.
¹⁰ Generalizing the one-dimensional median.
¹¹ Breakdown point.

Table 2.1: Depth notions and properties
2.1.1 Properties of Tukey Depth

In $\mathbb{R}^d$, the depth of the Tukey center is in the range of $\left\lceil \frac{n}{d+1} \right\rceil - 1$ and $\left\lfloor \frac{n}{2} \right\rfloor - 1$ [40]. The lower bound of $\left\lceil \frac{n}{d+1} \right\rceil - 1$ is known as a Centerpoint Theorem: For any point set in $\mathbb{R}^d$, there exists a point in $\mathbb{R}^d$ with depth $\left\lfloor \frac{n}{d+1} \right\rfloor - 1$. The breakdown point of Tukey depth is at least $\frac{1}{d+1}$ and can be as high as $\frac{1}{2}$ when $d \geq 2$ [40, 42]. It is affine invariant as affine transformations have no effect on the depth value. The contours of Tukey depth are all convex (see Figure 2.1). The contours are also nested, as the contour of depth $k+1$ is completely contained by the contour of depth $k$ [40].

![Tukey depth contours](image)

Figure 2.1: Tukey depth contours

2.1.2 Properties of Oja Depth

Oja depth is not affine invariant according to the definition by Donoho and Huber [40]. However, the relative order of the depth values of any two points will not be changed by affine transformations on the data set. In particular, for an affine transformation $A$ that takes point $p$ onto $p'$ and the set of points $S$ onto $S'$, $\text{dep}_O(p, S) = c \text{dep}_O(p', S)$, where $c$ depends only on $A$. It is unknown whether Oja depth satisfies any reasonable definition of monotonicity. It is known that it does not have high breakdown point [73].

2.1.3 Properties of Majority Depth

Majority depth is affine invariant [61], i.e. the depth value does not change after an affine transformation of $S$. Other properties are currently unknown.
Chapter 3

Background

This chapter gives the background for some of the algorithms in later chapters. Results in Section 3.1 are taken from Appendix A in Ref. [15]. Results in Section 3.2 are new and are taken from Ref. [27]. Results in Section 3.3 are taken from Ref. [25].

3.1 Computing a Basic Infeasible Subsystem

Throughout this thesis we assume that the reader is familiar with linear programming. For linear programming, we refer to the books by Chvátal [31], Schrijver [85], and Hillier and Lieberman [56]. This section explains how, given an infeasible linear program, to find a basic infeasible subsystem of that linear program. This routine is required as part of the algorithm for solving MAXIMUMFEASIBLESUBSYSTEM described in Section 4.1.

For any matrix $M$, let $M_J$ denote the set of rows indexed by $J$. Given a system of linear inequalities $Mx \geq b$, $M \in \mathbb{R}^{m \times d}$, a basic infeasible subsystem is a subset of $\{1, \ldots, m\}$ such that the system $M_I x \geq b_I$ is infeasible, and $|I| \leq d + 1$. Similar to the standard first stage simplex method (see e.g. [31, p. 39]), let $e$ denote the $m$-vector of all ones, $c$ the length $d+1$ binary vector with exactly one coordinate equal to one in the last position and let $A = [Me]$. we can write the first stage LP
for our system as

\[
\begin{align*}
\min c^T x &= x_{d+1} \\
\text{subject to } Ax &\geq b.
\end{align*}
\] (P)

In the case of an infeasible system, the optimal value of this LP will be strictly positive. The dual LP of (P) is

\[
\begin{align*}
\max b^T y \\
\text{subject to } yA &= c \\
y &\geq 0.
\end{align*}
\] (D)

In the following, we generally follow the notation of [70], except that we interchange the definitions of the primal and dual LPs. Define a basic partition (or just basis) \((\beta, \eta)\) as a partition of the row indices of \(A\) such that \(A_\beta\) is nonsingular. For each basic partition, we define a primal basic solution

\[
x^* = A_\beta^{-1} b_\beta
\]

and a dual basic solution

\[
y^* = cA_\beta^{-1}
\]

We say that a basis is primal feasible (respectively dual feasible) if \(x^*\) is feasible for (P) (respectively \(y^*\) is feasible for (D)). It is a standard result of linear programming duality that a basis which is both primal and dual feasible defines a pair \((x^*, y^*)\) of optimal solutions to the primal and dual LPs; such a partition is called an optimal basis partition.

In general LP algorithms (either directly in the case of simplex type algorithms, or via postprocessing using e.g. [70, 95, 11]) provide an optimal partition \((\beta, \eta)\). Consider
the relaxed LP

$$\min c^T x$$

subject to $A_\beta x \geq b_\beta$. \hfill (R)

It is easy to verify that an optimal basis partition for (P) is also primal and dual feasible for (R). This implies that the system $M_\beta x \geq b_\beta$ is infeasible, and provides a basic infeasible system. Using interior point algorithms (see [53, 78, 94, 80, 81]), a solution to the first stage LP can be found in $O(m^3 L)$ time, where $L$ is the number of bits in the input. Using the algorithm of Beling and Megiddo [11], an optimal basis partition can be computed in $O(m^{1.594} d)$ time (where the bound is based on the best known methods for fast matrix multiplication).

### 3.2 Arrangements of Hyperplanes

In this section we study the combinatorics of arrangements of hyperplanes, which gives the tools to prove the efficiency of the algorithms in Section 4.2.

Let $H$ be a set of $\ell$ hyperplanes in $\mathbb{R}^d$. We say that $H$ is in general position, if every subset of $d$ hyperplanes intersect in one point, and no $d + 1$ hyperplanes intersect in one point. We say a hyperplane is vertical if it contains a line parallel to the $x_d$-axis. Without loss of generality, we assume that no hyperplane in $H$ is vertical.

**Arrangements** The arrangement $A(H)$ of $H$ is the partitioning of $\mathbb{R}^d$ induced by $H$ into vertices (intersections of any $d$ hyperplanes in $H$), faces (each flat in $A(H)$ is divided into pieces by the hyperplanes in $H$ that do not contain the flat, a $k$-face is a piece in a $k$-flat which is the intersection of $n - k$ hyperplanes [54, p. 7]), and regions (connected components in $\mathbb{R}^d$ separated by hyperplanes in $H$). We call $A(H)$ a simple arrangement if $H$ is in general position.

In an arrangement, we say a point $p$ is at the $j$-level [2, 46, 55], if there are $j$ hyperplanes in $H$ lying vertically below $p$. (Above and below are with respect to the $x_d$ coordinate.) The $j$-level of $A(H)$ is the closure of all the points of $H$ at level $j$. 
Let \( m \) be the number of vertices of the \( j \)-level. Tight bounds for \( m \) are still open problems. In \( \mathbb{R}^2 \) the best known upper bound of \( m \) is \( O(\ell^{j/3}) \) [38], and the best known lower bound for \( m \) is \( \ell^{2O(\sqrt{\log \ell})} \) [91]. In \( \mathbb{R}^2 \), constructing the \( j \)-level takes \( O((\ell + m) \log \ell) \) time using Edelsbrunner and Welzl's algorithm [48] with the data structure in [16], and it takes \( O(\ell \log \ell + \ell^{j/3}) \) expected time with Chan's randomized algorithm [18] which is output insensitive. In the word RAM model, the construction takes \( O \left( (\ell + m) \frac{\log \ell}{\log \log \ell} \right) \) time [37].

**Pseudo-distance** Following Welzl [97], we use \( \delta_H \) to denote the *pseudo-distance* for pairs of points (relative to \( H \)), where \( \delta_H(p, q) \) is defined as the number of hyperplanes in \( H \) which have \( p \) and \( q \) on opposite sides. For a point \( p \) and an integer \( \sigma \), we define the pseudo-ball \( D_H(p, \sigma) \) as the set of vertices \( q \) in \( \mathcal{A}(H) \) with \( \delta_H(p, q) \leq \sigma \).

Our goal in this section is to show that arrangements have big pseudo-balls. In particular, we will prove

*Lemma 3.1.* If \( H \) is a set of \( \ell \) hyperplanes in general position in \( \mathbb{R}^d \), and \( \sigma \) is an integer, \( 0 \leq \sigma \leq \ell - d \), then \( |D_H(p, \sigma)| \geq \binom{\sigma+d}{d} \) for all vertices \( p \) disjoint from \( H \).

To prove this lemma, we need to use a result, due to Clarkson [33], on the number of \( i \)-bases in an arrangement. With this result we can prove a lower bound on the size of \( D_H(p, \sigma) \). The following is a review of Clarkson's Theorem (with some modifications) on the number of \( i \)-bases, which is the main tool used to prove Theorem 4.2. The difference between this proof and the original is in the definition of \( i \)-basis.

Let \( \mathcal{P}(H) \) be the convex polytope given by \( \mathcal{P}(H) = \cap_{h \in H} (h \cup h^+ \setminus h) \), where \( h^+ \) is the open halfspace bounded by \( h \) and containing point \((\infty, 0, \ldots, 0)\). Let \( G \subset H \),
Then we define $x^*(G)$ as the vertex of $\mathcal{P}(G)$ with lexicographically smallest coordinates. Note that $x^*(G)$ is well defined since $|G| \geq d$ and the hyperplanes in $H$ are in general position. Also note that there exists one subset $B \subseteq G$ with $|B| = d$ and such that $x^*(B) = x^*(G)$. We call $B$ the basis $b(G)$ of $G$. For any $B \in \binom{H}{d}$, let

$$I_B = \{ h \in H \mid b(B \cup \{h\}) \neq B \},$$

be the set of hyperplanes that violate $b(B)$. If $|I_B| = i$, $B$ is called an $i$-basis.

Since any uniform random sample $R \in \binom{H}{r}$, where $d \leq r \leq \ell$, has exactly one basis, we have

$$1 = \sum_{B \in \binom{H}{d}} \Pr\{B = b(R)\} \quad \forall d \leq r \leq \ell. \quad (3.1)$$

Any $B \in \binom{H}{d}$ is the basis of $R$ if and only if $B \subseteq R$ and $R$ does not contain any element of $I_B$. If $B$ is an $i$-basis, the probability that $B$ is the basis of $R$ is $\frac{\ell - i - d}{\ell}$. Let $g'_i(H)$ denote the number of $i$-bases in the arrangement. Equation (3.1) can be rewritten as

$$1 = \sum_{0 \leq i \leq \ell - d} \frac{\ell - i - d}{\ell} g'_i(H) \quad \forall d \leq r \leq \ell. \quad (3.2)$$

Equation (3.2) gives a system of $l - d + 1$ linear equations in $l - d + 1$ variables. Solving this system gives

$$g'_i(H) = \binom{i + d - 1}{d - 1}. \quad (3.3)$$

For more details see Clarkson [33]. Mulmuley also proves this result with a different method [72].

With this background, we are now ready to prove Lemma 3.1:

**Proof (of Lemma 3.1).** By a standard projective transformation, we can assume that all hyperplanes in $H$ are below $p$ [46]. An $i$-basis defines a vertex with distance to $p$ no more than $i$. We know that the number of $i$-bases is $\binom{i + d - 1}{d - 1}$ in $A(H)$. The number
of vertices with distance to $p$ no more than $\sigma$ is therefore at least

$$\sum_{i=0}^{\sigma} \binom{i + d - 1}{d - 1} = \binom{\sigma + d'}{d}.$$ 

The bound in Lemma 3.1 is a generalization of the second result of Welzl [97] for the case $d = 2$. It also strengthens the bounds of Chazelle and Welzl [23] for $d \geq 3$. This bound is a lower bound on the number of $\leq k$-sets [89].

Lemma 3.1 counts the number of vertices close to $p$. Next we present a generalization of Lemma 3.1 that counts the number of $k$-flats that are close to $p$. We define the distance from $p$ to an $k$-flat $f$ as

$$\delta^k_H(p, f) = \min_{q \in f} \delta_H(p, q).$$

For a point $p$ and an integer $\sigma$, we let $D^k_H(p, \sigma)$ denote the set of $k$-flats $f$ in the arrangement of $H$ with $\delta^k_H(p, f) \leq \sigma$. Notice that $D_H(p, \sigma) = D^0_H(p, \sigma)$.

**Proposition 3.2.** For any point $p$ disjoint from $H$ in $\mathbb{R}^d$,

$$|D^{k-1}_H(p, \sigma)| \geq 2(\sigma + 1) \quad \forall \sigma \in \left\{ 0, 1, \ldots, \left\lfloor \frac{d}{2} \right\rfloor - 1 \right\}.$$

**Proof.** Welzl's proof [97] for $\mathbb{R}^2$ is also valid for $\mathbb{R}^d$. We can always find a line through $p$ that intersects $\left\lfloor \frac{d}{2} \right\rfloor$ hyperplanes of $H$ on each side of $p$, and the first $\sigma + 1$ hyperplanes intersected by this line in each direction have distance at most $\sigma$ to $p$. 

**Lemma 3.3.** If $H$ is a set of $\ell$ hyperplanes in general position in $\mathbb{R}^d$, and $\sigma$ is an integer, $0 \leq \sigma \leq \left\lfloor \frac{\ell}{2} \right\rfloor - 1$, then $|D^k_H(p, \sigma)| \geq \frac{2^{d-k}}{(d-k)!} \binom{\sigma + d - k}{d - k}$ for all vertices $p$ disjoint from $H$ and $0 \leq k \leq d - 1$.

**Proof.** We are going to prove this theorem by induction on $d$. The proof is inspired by the proof by Welzl in [97]. In $\mathbb{R}^{k+1}$, we have, by Proposition 3.2,

$$|D^k_H(p, \sigma)| \geq 2(\sigma + 1) = \frac{2^{k+1-k}}{(k+1-k)!} \binom{\sigma + k + 1 - k}{k + 1 - k}.$$
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Assume that $|D^t_H(p, \sigma)| \geq \frac{2^{t-k}}{(t-k)!} (\sigma + t - k)^{t-k}$ in $\mathbb{R}^t$, where $t \geq k + 1$. In $\mathbb{R}^{t+1}$, we have at least $2(\sigma + 1)$ $t$-flats with distance to $p$ no more than $\sigma$ according to Proposition 3.2. Let $h_j$ be a $t$-flat with distance of $j$ to $p$. We know that there are at least two such $t$-flats according to Proposition 3.2. We also know that there is a point $q_j$ in $h_j$ with $\delta_H(p, q_j) \leq j$. Then any vertices in $h_j$ with distance to $q_j$ no more than $\sigma - j$ have distance to $p$ no more than $\sigma$. Since $h_j$ is a space of dimension $t$, there are at least $\frac{2^{t-k}}{(t-k)!} (\sigma - j + t - k)^{t-k}$ such vertices. Since a $k$-flat is the intersection of $t + 1 - k$ hyperplanes, a vertex can be counted at most $t + 1 - k$ times. Therefore, in $\mathbb{R}^{t+1}$, we have

$$|D^t_H(p, \sigma)| \geq \frac{2}{t + 1 - k} \sum_{j=0}^{\sigma} \frac{2^{t-k}}{(t-k)!} \binom{\sigma - j + t - k}{t - k}$$

$$= \frac{2^{t+1-k}}{(t+1-k)!} \binom{\sigma + t + 1 - k}{t + 1 - k}$$

Hence, in $\mathbb{R}^d$,

$$|D^t_H(p, \sigma)| \geq \frac{2^{d-k}}{(d-k)!} \binom{\sigma + d - k}{d - k}.$$  

Lemma 3.1 improves previous results of Chazelle and Welzl, and Lemma 3.3 generalizes these results. These results have been published in Ref. [27]. If the hyperplanes in $H$ are not in general position, we can assume that all parallel hyperplanes intersect at the infinity, and every $d$ define a unique point. Then our lemmas of the size of the pseudo-balls still hold.

3.3 Approximate Range Counting

In this section, we consider the problem of approximate range counting in $\mathbb{R}^2$. That is, we study algorithms to preprocess a set of points $S$ so that, given a closed halfplane $h$ and an integer $i \geq 0$, we can quickly return an integer $r_i(h, S)$ such that

$$||h \cap S| - r_i(h, S)| \leq i.$$  

This data structure is such that queries are faster when the allowable error, \( i \), is larger.

There are no new results in this section. Rather it is a review of two relevant results on range searching and \( \varepsilon \)-approximations that are closely related, but separated for nearly 20 years. The reason we do this is that, without a guide, it can take some effort to gather and assemble the pieces; some of the proofs are existential, some are stated in terms of discrepancy theory, and some are stated in terms of VC-dimension.

The first tools we need come from a recent result of Chan on optimal partition trees and their application to exact halfspace range counting [19, Theorems 3.2 and 5.3, with help from Theorem 5.2]:

**Theorem 3.4.** Let \( S \) be a set of \( n \) points in \( \mathbb{R}^2 \) and let \( N \geq n \) be an integer. There exists a data structure that can preprocess \( S \) in \( O(n \log N) \) expected time so that, with probability at least \( 1 - \frac{1}{N} \), for any query halfplane, \( h \), the data structure can return \( |h \cap S| \) in \( O(n^{1/2}) \) time.

We say that a halfplane, \( h \), crosses a set, \( X \), of points if \( h \) neither contains \( X \) nor is disjoint from \( X \). The partition tree associated with the data structure of Theorem 3.4 is actually a *binary space partition tree*. Each internal node, \( u \), is a subset of \( \mathbb{R}^2 \) and the two children of a node are the subsets of \( u \) obtained by cutting \( u \) with a line. Each leaf, \( w \), in this tree has \( |w \cap S| \leq 1 \). The \( O(n^{1/2}) \) query time is obtained by designing this tree so that, with probability at least \( 1 - \frac{1}{N} \), there are only \( O(n^{1/2}) \) nodes crossed by any halfplane.

For a geometric graph \( G = (S, E) \), the *crossing number* of \( G \) is the maximum, over all halfplanes, \( h \), of the number of edges \( uv \in E \) such that \( h \) crosses \( \{u, w\} \). From Theorem 3.4 it is easy to derive a spanning tree of \( S \) with crossing number \( O(n^{1/2}) \) using a bottom-up algorithm: Perform a post-order traversal of the partition tree. When processing a node \( u \) with children \( v \) and \( w \), add an edge to the tree that joins an arbitrary point in \( v \cap S \) to an arbitrary point in \( w \cap S \). Since a halfplane cannot cross any edge unless it also crosses the node at which the edge was created, this yields the following result [19, Corollary 7.1]:
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Theorem 3.5. For any $n$ point set, $S$, and any $N \geq n$, it is possible to compute, in $O(n \log N)$ expected time, a spanning tree, $T$, of $S$ that, with probability at least $1 - 1/N$, has crossing number $O(n^{1/2})$.

A spanning tree is not quite what is needed for what follows. Rather, we require a matching of size $\lfloor n/2 \rfloor$. To obtain this, we first convert the tree, $T$, from Theorem 3.5 into a path by creating a path, $P$, that contains the vertices of $T$ in the order they are discovered by a depth-first traversal. It is easy to verify that the crossing number of $P$ is at most twice the crossing number of $T$. Next, we take every second edge of $P$ to obtain a matching:

Corollary 3.6. For any $n$ point set, $S$, and any $N \geq n$, it is possible to compute, in $O(n \log N)$ expected time, a matching, $M$, of size $\lfloor n/2 \rfloor$ that, with probability at least $1 - 1/N$, has crossing number $O(n^{1/2})$.

The following argument is due to Matoušek, Welzl and Wernsich [67, Lemma 2.5]. Assume, for simplicity, that $n$ is even and let $S' \subset S$ be obtained by taking exactly one endpoint from each edge in the matching $M$ obtained by Corollary 3.6. Consider some halfplane $h$, and let $M^I_h$ be the subset of the edges of $M$ contained in $h$ and let $M^C_h$ be the subset of edges crossed by $h$. Then

$$|h \cap S| = 2|M^I_h| + |M^C_h|.$$

In particular,

$$|h \cap S| - |M^C_h| \leq 2|h \cap S'| \leq |h \cap S| + |M^C_h|.$$

Since $|M^C_h| \in O(n^{1/2})$, this is good news in terms of approximate range counting; the set $S'$ is half the size of $S$, but $2|h \cap S'|$ gives an estimate of $|h \cap S|$ that is off by only $O(n^{1/2})$. Next we show that this can be improved considerably with almost no effort.

Rather than choose an arbitrary endpoint of each edge in $M$ to take part in $S'$, we choose each one of the two endpoints at random (and independently of the other $n/2 - 1$ choices). Then, each edge in $M^C_h$ has probability $1/2$ of contributing a point
to \( h \cap S' \) and each edge in \( M'_h \) contributes exactly one point to \( h \cap S' \). Therefore,

\[
E[2|h \cap S'|] = 2 \left( |M'_h| + \frac{1}{2} |M''_h| \right) = |h \cap S|.
\]

That is, \( 2|h \cap S'| \) is an unbiased estimator of \(|h \cap S|\). Even better: the error of this estimator is (2 times) a binomial \(|M''_h|, 1/2 \) random variable, with \(|M''_h| \in O(n^{1/2})\). Using standard results on the concentration of binomial random variables (i.e., Chernoff Bounds [28]), we immediately obtain:

\[
\Pr\{2|h \cap S'| - |h \cap S| \geq cn^{1/4}(\log N)^{1/2}\} < 1/N,
\]

for some constant \( c > 0 \). That is, with probability \( 1 - 1/N \), \( 2|h \cap S'| \) estimates \(|h \cap S|\) to within an error of \( O(n^{1/4}(\log N)^{1/2}) \). Putting everything together, we obtain:

**Lemma 3.7.** For any \( n \) point set, \( S \), and any \( N \geq n \), it is possible to compute, in \( O(n \log N) \) expected time, a subset \( S' \) of \( S \) of size \( \lfloor n/2 \rfloor \) that, with probability at least \( 1 - 1/N \), for every halfplane \( h \),

\[
|2|h \cap S'| - |h \cap S| | \in O(n^{1/4}(\log N)^{1/2}).
\]

What follows is another argument by Matoušek, Welzl and Wernsich [67, Lemma 2.2]. By repeatedly applying Lemma 3.7, we obtain a sequence of \( O(\log n) \) sets \( S_0 \supset S_1 \cdots \supset S_r, S_0 = S \) and \(|S_j| = \lfloor n/2^j \rfloor \). For \( j \geq 1 \), the set \( S_j \) can be computed from \( S_{j-1} \) in \( O(2^{-j} n \log N) \) time and has the property that, with probability at least \( 1 - 1/N \), for every halfplane \( h \),

\[
|2^j|h \cap S_j| - |h \cap S| | \in O(2^{3j/4}n^{1/4}(\log N)^{1/2}). \tag{3.4}
\]

At this point, we have come full circle. We store each of the sets \( S_0, \ldots, S_r \) in an optimal partition tree (Theorem 3.4) so that we can do range counting queries on each set \( S_i \) in \( O(|S_i|^{1/2}) \) time. This (finally) gives the result we need on approximate range counting:
Lemma 3.8. Given any set $S$ of $n$ points in $\mathbb{R}^2$ and any $N \geq n$, there exists a data structure that can be constructed in $O(n \log N)$ expected time and, with probability at least $1 - 1/N$, can, for any query halfplane $h$ and any integer $i \in \{0, \ldots, n\}$, return a number $r_i(h, S)$ such that
\[
|h \cap S| - r_i(h, S) \leq i.
\]
Such a query takes $O(\min\{n^{1/2}, (n/i)^{2/3}(\log N)^{1/3}\})$ expected time.

Proof. The data structure is a sequence of optimal partition trees on the sets $S_0, \ldots, S_r$. All of these structures can be computed in $O(n \log N)$ time, since $|S_0| = n$ and the size of each subsequent set decreases by a factor of 2.

To answer a query, $(h, i)$, we proceed as follows: If $i \leq n^{1/4}$, then we perform exact range counting on the set $S_0 = S$ in $O(n^{1/2})$ time to return the value $|h \cap S|$. Otherwise, we perform range counting on the set $S_j$ where $j$ is the largest value that satisfies
\[
C2^{3j/4}n^{1/4}(\log N)^{1/2} \leq i,
\]
where the constant $C$ depends on the constant in the big-Oh notation in (3.4). This means $|S_j| = O((n/i)^{4/3}(\log N)^{2/3})$ and the query takes expected time
\[
O(|S_j|^{1/2}) = O((n/i)^{2/3}(\log N)^{1/3}),
\]
as required. □

Our main application of Lemma 3.8 is a test that checks whether a halfplane, $h$, contains $n/2$ or more points of $S$.

Lemma 3.9. Given any set $S$ of $n$ points in $\mathbb{R}^2$ and any $N \geq n$, there exists a data structure that can be constructed in $O(n \log N)$ expected time and, with probability at least $1 - 1/N$, can, for any query halfplane $h$ determine if $|h \cap S| \leq n/2$. Such a query takes expected time
\[
Q(i) = \begin{cases} 
O(n^{1/2}) & \text{for } 0 \leq i \leq n^{1/4} \\
O((n/i)^{2/3}(\log N)^{1/3}) & \text{otherwise},
\end{cases}
\]
where \( i = |h \cap S| - n/2 |.\)

Proof. As preprocessing, we construct the data structure of Lemma 3.8. To perform a query, we perform a sequence of queries \((h, i_j),\) for \( j = 0, 1, 2, \ldots, \) where \( i_j = n/2^j.\) The \( j\)th such query takes \( O(2^{2j/3}(\log N)^{1/3})\) time and the question, "is \( |h \cap S| \geq n/2?\)" is resolved once \( n/2^j < i/2.\) Since the cost of successive queries is exponentially increasing, this final query takes time \( O(\min\{n^{1/3}, (n/i)^{2/3}(\log N)^{1/3}\})\) and dominates the total query time. \( \square \)
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Algorithms for Tukey Depth

Many different algorithms have been developed to compute the Tukey depth of a point, or to find a point that maximizes the Tukey depth [14, 21, 59, 65, 83]. There are also many algorithms for approximating Tukey depth in low dimensions [1, 36, 83, 98]. The Tukey depth problem is equivalent to the MAXIMUM FEASIBLE SUBSYSTEM problem which is a long-standing problem and has been extensively studied [30, Chapter 7].

In this chapter we give a fixed parameter tractable algorithm and a Monte Carlo approximation for Tukey depth in $\mathbb{R}^d$. The first algorithm is useful for applications like outlier removal where we want to identify low depth points. The second algorithm is better-suited to high depth points where an additive error is small compared to the true depth. The first part of this chapter appears in Ref. [15], and the second part appears in Ref. [27].

4.1 A Fixed Parameter Tractable Algorithm

In this section we give a fixed parameter tractable algorithm [43]. First we show that a Tukey depth problem can be reduced to a MAXIMUM FEASIBLE SUBSYSTEM (MAX FS) problem. If a linear system has no solution, we say this system is infeasible. Given an infeasible linear system, the MAX FS problem is to find a maximum cardinality feasible subsystem. This problem is NP-hard [17, 84], and it is also hard
to approximate within factor of 2 [5] for the systems that consist of only $\leq$ type of inequalities.

### 4.1.1 Tukey Depth and MAX FS

Let $\langle a, b \rangle$ denote the dot product of vector $a$ and $b$. Then the halfspace depth of point $p$ can also be described as:

$$
\min_{x \in \mathbb{R}^d} |\{ q \in S | \langle x, q \rangle \leq \langle x, p \rangle \}|
$$

(4.1)

where $x$ is the outward normal vector of the closed halfspace having $p$ on its boundary. As shown in Figure 4.1, if a point $q$ is contained in the closed halfspace, the corresponding inequality $\langle x, q \rangle \leq \langle x, p \rangle$ will be satisfied. Minimizing the number of the points contained in the halfspace is equivalent to maximizing the number of points excluded from the halfspace. Then, the definition of halfspace depth can also be described as:

$$
|S| - \max_{x \in \mathbb{R}^d} \{ q \in S | \langle x, q \rangle > \langle x, p \rangle \}
$$

(4.2)

When $p$ is contained in the convex hull of $S$, and $p$ is on the boundary of a closed halfspace, as shown in Figure 4.1, there must be some data contained by the halfspace.
Then the set of inequalities

\[ (x, q) > (x, p) \quad \forall q \in S \]  \quad (4.3)

or

\[ (x, q - p) > 0 \quad \forall q \in S \]  \quad (4.4)

in (4.2) cannot be satisfied at the same time, in other words, (4.4) is an infeasible linear system. To compute the halfspace depth of point \( p \) is then to find the maximum number of inequalities in (4.4) that can be satisfied at the same time, or say to find the maximum feasible subsystem of (4.4). Of course, if \( p \) is outside of the convex hull of \( S \), (4.4) will be feasible, and the depth for \( p \) will be 0. For convenience of the following discussion, we need to change the strict inequalities to non-strict ones. By the method in [24], we can change (4.4) to the following inequalities:

\[ (x, q - p) \geq 1 \quad \forall q \in S \]  \quad (4.5)

The two infeasible systems (4.4) and (4.5) have exactly the same MAX FS.

We can also transform a Tukey depth problem in \( \mathbb{R}^d \) to two MAX FS in \( \mathbb{R}^{d-1} \). First we transform the Tukey depth problem into a MAX FS as (4.4). Then we pick two parallel hyperplanes which are not parallel to the boundary of any halfspaces in (4.4), and the two hyperplanes are separated by \( p \). In each of the two hyperplanes we then get a MAX FS in \( \mathbb{R}^{d-1} \) with strict inequalities. The larger solution to the two MAX FS is the solution for the original MAX FS in \( \mathbb{R}^d \). If \( S \) is in general position, we treat the inequality in (4.4) as non-strict ones. If \( S \) is not in general position we can add a constant to right side of the inequalities to transform them into non-strict ones similar to (4.5). Now we will have an arrangement around \( p \). Then we need to pick two parallel hyperplanes that sandwich all the vertices in the arrangement.

Now we show that we can also transform a MAX FS \( T \) of size \( n \) in \( \mathbb{R}^d \) to a Tukey depth problem of size \( 2n \) in \( \mathbb{R}^{d+1} \). In the Euclidean space one dimension higher, the halfspaces in \( T \) are all contained in a hyperplane. We pick an arbitrary point \( p \) that is not on that hyperplane. For each halfspace in \( T \), we expand it to a halfspace \( h \) one
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... dimension higher and make \( p \) on its boundary. We then find a vector \( v_h \) orthogonal to the boundary of \( h \) and contained in \( h \). Finally we get a point \( p + v_h \) for point set \( S \). Repeat this procedure for all other hyperplanes, we can get a set \( S \) of \( n \) points. We now find a vector \( v_h \) that is orthogonal to the hyperplane containing \( T \), and points from \( p \) to the hyperplane. If the boundaries of the halfspaces in \( T \) are in general position, we can add \( n \) copies of point \( p + v_h \) to \( S \), then we can get the solution to \( T \) by finding the Tukey depth of \( p \) with respect to \( S \). Since the decision type of the MAX FS in \( \mathbb{R}^2 \) is 3 sum hard [52], a decision type Tukey depth problem in \( \mathbb{R}^2 \) is 3 sum hard too.

4.1.2 The algorithm

Now we give a fixed parameter tractable [43] algorithm for MAX FS problem that, for any fixed value of the output, \( k \), is polynomial in the dimension \( d \). The algorithm uses linear programming as a subroutine in the following way: Given a collection \( K \) of closed halfspaces in \( \mathbb{R}^d \), an algorithm for linear programming can be used to either:

1. Determine a point \( p \in \cap K \) if such a point exists or,
2. report a subset \( B \subseteq K, |B| \leq d + 1 \), such that \( \cap B = \emptyset \).

The set \( B \) reported in the later case is called a basic infeasible subsystem. Standard combinatorial algorithms for linear programming, including algorithms for linear programming in small dimensions [32, 45, 68, 69, 86, 88] as well as the simplex method (cf. [31]), can generate a basic infeasible subsystem given a infeasible linear program. The details of finding a basic infeasible subsystem using linear programming are discussed in Section 3.1.

Let \( \text{BIS}(K) \) denote a routine that outputs a basic infeasible subsystem of \( K \) if \( K \) is infeasible, and that outputs the empty set otherwise. Algorithm 1 solves the MAX FS decision problem. The correctness of Algorithm 1 is easily established by induction on the value of \( k \). The running time of the algorithm is given by the recurrence

\[
T(n, k) \leq \text{LP}(n, d) + (d + 1)T(n - 1, k - 1),
\]
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Algorithm 1 MAXIMUMFEASIBLESUBSYSTEM\((K, k)\)

Input: A collection of halfspaces \(K\), and an integer \(k\).

Output: Determine if there exists \(K' \subseteq K, |K'| \leq k\), such that \(\cap(K \setminus K') \neq \emptyset\).

1: \(B \leftarrow \text{BIS}(K)\)
2: if \(B = \emptyset\) then
3: return true
4: end if
5: if \(k = 0\) then
6: return false
7: end if
8: for each \(h \in B\) do
9: if MFS(\(K\setminus\{h\}, k - 1\)) = true then
10: return true
11: end if
12: end for
13: return false

where \(\text{LP}(n, d)\) denotes the running time of an algorithm for finding a basic infeasible subsystem in linear program with \(n\) constraints and \(d\) variables. This recurrence readily resolves to \(O((d + 1)^k \text{LP}(n, d))\). Using this as a subroutine for Tukey depth computation we obtain the following result:

**Theorem 4.1.** The Tukey depth of a point \(p\) with respect to a set \(S\) of \(n\) points in \(\mathbb{R}^d\) can be computed in \(O((d + 1)^k \text{LP}(n, d))\) time, where \(k\) is the value of the output and \(\text{LP}(n, d)\) is the time to solve a linear program with \(n\) constraints and \(d\) variables.

**Remark.** The algorithm described above is closely related to Matoušek's algorithm for MAX FS which, in our setting, has a running time of \(O(k^{d+1} \text{LP}(n, d))\) [66]. In the language of fixed-parameter tractability, the primary difference between the two algorithms is that Matoušek's algorithm explores the search tree in breadth-first order and uses a dictionary to ensure that identical subtrees are not explored, whereas the current algorithm explores the search tree in depth-first order. The two algorithms can, of course, be combined to obtain an algorithm with running time \(O(\min\{k^{d+1}, (d + 1)^k\} \times \text{LP}(n, d))\), by interleaving the execution of the two algorithms and stopping when the first one terminates.
4.2 A Monte Carlo Approximation

Due to the hardness of the Tukey depth problem, algorithms for approximating Tukey depth in low dimensions are of interest. Rousseeuw and Struyf [83] proposed four approximation algorithms. The basic idea is to randomly choose $m$ of four categories of lines: (1) all lines connecting $p$ and a point in $S$, (2) all lines connecting two points in $S$, (3) all lines perpendicular to the hyperplanes determined by $p$ and $d - 1$ points in $S$, (4) all lines perpendicular to the hyperplanes determined by $d$ points in $S$, then project all points onto the lines to solve one-dimensional Tukey depth problems, and take the best result as the approximation. Rousseeuw and Struyf claim that the fourth idea worked best.

Wilcox [98] proposed two approximation algorithms. The strategies are similar to those of Rousseeuw and Struyf. The difference is that, in the first approximation, the points are orthogonally projected onto the lines connecting an affine equivariant measure of location $e$ and a point in $S$; in the second approximation the points are projected onto all the lines determined by two points in $S$.

Cuesta-Albertos and Nieto-Reyes [36] proposed a notion of random Tukey depth where they project all points onto $m$ randomly chosen vectors, and take the best one-dimensional Tukey depth. They claim this depth is a reasonable approximation of Tukey depth. All the above approximations have no theoretical guarantee of the performance.

Afshani and Chan [1] gave a data structure for Tukey depth queries in 3D. For any constant $\epsilon > 0$, their data structure can preprocess a 3D point set in $O(n \log n)$ expected time into a data structure of size $O(n)$ such that the Tukey depth of any query point $q$ can be approximated in $O(\log n \log \log n)$ time. Here, the approximation is relative; their data structure returns a value $y$ such that

$$(1 - \epsilon) \text{dep}_T(q, S) \leq y \leq (1 - \epsilon)^{-1} \text{dep}_T(q, S).$$

In this section we will give a Monte Carlo approximation to the Tukey depth.
4.2.1 Introduction

Suppose points in $S$ are in general position, an upper bound on the Tukey depth of $p$ can be obtained by selecting any non-trivial vector $v \in \mathbb{R}^d$ and computing the Tukey depth of $\langle p, v \rangle$ in the one-dimensional point set

$$\langle S, v \rangle = \{ \langle x, v \rangle : x \in S \}. \quad (*)$$

If $v$ is the inner-normal of the boundary of the halfspace $h$ that defines the depth value of $p$, then

$$\text{dep}_T (p, S) = \text{dep}_T (\langle p, v \rangle, \langle S, v \rangle). \quad (4.6)$$

In $\mathbb{R}^1$, we rank the points $S \cup \{ p \}$ starting with 0 from both ends to the median, then the depth of $p$ is its rank. More generally, given any $k$-flat $f$ orthogonal to the boundary of $h$, we have

$$\text{dep}_T (p, S) = \text{dep}_T (\langle p, f \rangle, \langle S, f \rangle), \quad (4.7)$$

where $\langle p, f \rangle$ is the orthogonal projection of $p$ onto $f$, and $\langle S, f \rangle$ is the orthogonal projection of $S$ onto $f$.

In this section, we analyze the following 2 heuristics for this problem:

1 Randomly select a set $Q$ of $d-1$ points from $S$. Let $\pi$ be the unique hyperplane containing $Q \cup \{ p \}$, and let $v$ be a vector orthogonal to $\pi$. Apply (4.6) to get an upper bound on $\text{dep}_T (p, S)$.

2 Randomly select a set $Q$ of $d-k$ points from $S$. Let $\pi$ be the unique $(d-k)$-flat containing $Q \cup \{ p \}$, and let $f$ be a $k$-flat orthogonal to $\pi$. Apply (4.7) to get an upper bound on $\text{dep}_T (p, S)$.

The first algorithm described above is the third method proposed by Rousseeuw and Struyf. The second algorithm is a generalization of this method. Notice that when we project the points in $S$ to the vector or $k$-flat, those points in $Q$ do not contribute to the depth of $p$. 
The first algorithm reduces the original problem to a one-dimensional Tukey depth problem, but the second reduces to a \( k \)-dimensional Tukey depth problem. The projection of \( S \) to a vector takes \( O(dn) \) time. Then the first heuristic requires \( O(dn) \) time. In the second heuristic, the projection of \( S \) to a \( k \)-flat takes \( O(kdn) \) time, and the \( k \)-dimensional Tukey depth problem has the following time complexity:

For \( k = 1 \), the Tukey depth is easily computed in \( O(n) \) time by counting the number of points less than \( p \) and the number of points greater than \( p \), and taking the minimum of those 2 quantities.

For \( k = 2 \), the Tukey depth of \( p \) can be computed in \( O(n \log n) \) time by sorting the points of \( S \) radially about \( p \) and scanning this sorted list using two pointers [83].

For \( k \geq 3 \), the algorithms already become significantly more complicated. When \( k = 3 \), a brute-force algorithm runs in \( O(n^3) \) time, and an algorithm of Chan [22] runs in \( O((n + t^2) \log n) \) time, where \( t \) is the depth of \( p \).

The output of each of these heuristics is an upper bound on the depth of \( p \). In the remainder of this section we analyze how good these upper bounds can be with the following two theorems, which bound the probability that the approximated depth exceeds the true depth by more than \( \sigma \).

**Theorem 4.2.** Let \( S \) be a set of \( n \) points in general position in \( \mathbb{R}^d \), \( S' \) be a subset of \( d - 1 \) elements chosen at random and without replacement from \( S \), \( v \) be the vector perpendicular to the plane containing \( S' \) and another point \( p \), \( \sigma \) be an integer such that \( 0 \leq \sigma \leq \lfloor \frac{n}{2} \rfloor - 1 \). Then

\[
\Pr\{\text{dep}_T((p,v), (S,v)) \leq \text{dep}_T(p,S) + \sigma \} \geq \frac{(\sigma + d - 1)}{\binom{n}{d-1}}.
\]

**Theorem 4.3.** Let \( S \) be a set of \( n \) points in general position in \( \mathbb{R}^d \), \( S' \) be a subset of \( d - k \) elements chosen at random and without replacement from \( S \), \( f \) be the \( k \)-flat orthogonal to the \( (d - k) \)-flat containing \( S' \) and another point \( p \), \( \sigma \) be an integer such that \( 0 \leq \sigma \leq \lfloor \frac{n}{2} \rfloor - 1 \). Then

\[
\Pr\{\text{dep}_T((p,f), (S,f)) \leq \text{dep}_T(p,S) + \sigma \} \geq \frac{2^{d-k}(\sigma + d - k)}{(d-k)! \binom{n}{d-k}}.
\]
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Here is a sketch of the proof of Theorem 4.2: Under point/hyperplane duality, the selection of \( v \) is equivalent to selecting a random vertex in an arrangement of hyperplanes in \( d - 1 \) dimensions. This selection of \( v \) approximates \( \text{dep}_T(p, S) \) to within \( \sigma \) provided that the vertex is contained in a particular pseudo-ball of radius \( \sigma \). Therefore the proof boils down to showing that the number of vertices of an arrangement in a pseudo-ball of radius \( \sigma \) is sufficiently large. In particular, Lemma 3.1 shows that the number of vertices in such a pseudo-ball is at least \( n^{(d+1)/(d-1)} \).

The proof of Theorem 4.3 is similar, except that we lower-bound the number of \( k \) flats that intersect a pseudo-ball of radius \( \sigma \).

4.2.2 The Algorithm

In order to relate the hyperplane arrangements studied in Section 3.2 to the approximation algorithms for Tukey depth, we need to introduce a duality [46].

Point/hyperplane duality. For a point \( a = (a_1, a_2, \ldots, a_d) \) in \( S \), its dual image, denoted by \( a^* \), is a hyperplane in \( T \) with equation \( x_d = a_1 x_1 + a_2 x_2 + \cdots + a_{d-1} x_{d-1} - a_d \), and for a hyperplane \( b \) with equation \( x_d = b_1 x_1 + b_2 x_2 + \cdots + b_{d-1} x_{d-1} - b_d \), its dual image, denoted by \( b^* \), is the point \( (b_1, b_2, \ldots, b_d) \). Duality preserves incidences between points and hyperplanes and reverses the above/below relationship. The point \( a \) lies on the hyperplane \( b \) if and only if \( b^* \) lies on \( a^* \); \( a \) lies above \( b \) if and only if \( a^* \) is below \( b^* \). All the hyperplanes through point \( p \) in the primal dualize to all the points on the hyperplane \( p^* \) in the dual.

The dual arrangement. Given a set \( S \) of \( n \) points in \( \mathbb{R}^d \), we define the dual arrangement \( \mathcal{A}(T) \) of \( S \) as a set of \( n \) hyperplanes, \( T \), that are the duals of the points in \( S \). In the dual arrangement, we say a hyperplane is vertical if it contains a line parallel to the \( x_d \)-axis.

Duality and Tukey depth. Finding the Tukey depth of \( p \) is equivalent to finding a hyperplane \( h \) (with inner-normal \( v \)) through \( p \) with the fewest points either above
or below. In the dual, this is the same as finding a point $h_v^*$ on the hyperplane $p^*$ with the fewest hyperplanes of $T$ either below or above.

The hyperplanes in $T$ divide $p^*$ into cells. Within a cell, the number of hyperplanes above or below any two points is the same. Suppose cell $c$ in $T$ contains the optimal points ($h_v^*$ is a point inside $c$). For any vertex $b^*$ in $A(T)$ with $\delta_T(h_v^*, b^*) = \sigma$, the normal vector $v_b$ of its primal image $b$ gives a depth value at most $\sigma$ more than the optimal depth value (Heuristic 1 in page 30). Similarly, for any $k$-flat $y^*$ in $A(T)$ with $\delta^k_T(h_v^*, y^*) = \sigma$, the $(k+1)$-flat $f_y$ orthogonal to its primal image $y$ gives a depth value at most $\sigma$ more than optimal depth value (Heuristic 2 in page 30).

**Analysis of First Heuristic**

Now let us analyze how well the first heuristic works. Sampling $d - 1$ points from $S$ is the same as sampling $d - 1$ hyperplanes in $T$ which will define a vertex on $p^*$. Then we only need to consider the $d - 1$ dimensional arrangement $A(T_{p^*})$ restricted to $p^*$. According to Lemma 3.1, $|D_{T_{p^*}}(h_v^*, \sigma)| \geq \binom{\sigma + d - 1}{d - 1}$. Since there are $\binom{n}{d - 1}$ vertices on $p^*$, by one sampling, the probability that we get a depth value with an error no more than $\sigma$ is at least

$$\frac{\binom{\sigma + d - 1}{d - 1}}{\binom{n}{d - 1}!} \geq \frac{(\sigma + d - 1)!((n - d + 1)!}{\sigma!n!}. \quad (4.8)$$

Let $P_\sigma = \frac{(\sigma + d - 1)!((n - d + 1)!}{\sigma!n!}$. We can repeat this heuristic $s$ times and use the smallest result as an approximation. The probability that the smallest depth value that has an error more than $\sigma$ is at most $(1 - P_\sigma)^s$. Hence, the probability that we get a depth value with an error no more than $\sigma$ is at least

$$1 - (1 - P_\sigma)^s \geq 1 - \frac{1}{e} \text{ for } s = \frac{\sigma!n!}{(\sigma + d - 1)!((n - d + 1)!} \leq \left(\frac{n}{\sigma}\right)^{d - 1}. \quad (4.9)$$

If we set $\sigma$ to $en$, where $e$ is a fixed constant, this approximation runs in $O(e^{1-d}dn)$ time.
Analysis of Second Heuristic

In the second heuristic, sampling \(d - k\) points from \(S\) is the same as sampling \(d - k\) hyperplanes in \(T\) which will define a \((k - 1)\)-flat on \(p^*\). According to Lemma 3.3, we have \(|D^{-1}_{T,F^*}(h_{v^*}, \sigma)| \geq \frac{2^{d-k}}{(d-k)!} \binom{\sigma + d-k}{d-k}\). Since there are \(\binom{n}{d-k}\) \((k - 1)\)-flats on \(p^*\), by one sampling, the probability that we get a depth value with an error no more than \(\sigma\) is at least

\[
\frac{2^{d-k}}{(d-k)!} \binom{\sigma + d-k}{d-k} \geq \frac{2^{d-k}(\sigma + d - k)(n - d + k)!}{(d - k)!\sigma!n!}.
\]

(4.10)

Similar to the above analysis, we let \(P'_\sigma = \frac{2^{d-k}(\sigma + d - k)(n - d + k)!}{(d - k)!\sigma!n!}\). Running this heuristic \(s\) times, the probability that we get a depth value with an error no more than \(\sigma\) is at least

\[
1 - (1 - P'_\sigma)^s \geq 1 - \frac{1}{e}
\]

for \(s = \frac{(d - k)!\sigma!n!}{2^{d-k}(\sigma + d - k)(n - d + k)!} \leq \left(\frac{d - k}{2}\right)^{d-k} \cdot \left(\frac{n}{\sigma}\right)^{d-k}.
\]

(4.11)

This approximation needs less samples when \(d\) is small, but we need to solve \(s\) Tukey depth problems in \(\mathbb{R}^k\). For \(k = 2\), if we set \(\sigma\) to \(cn\), this approximation runs in \(O\left((\frac{d-2}{2})^{d-2} e^{-d} \cdot \log n\right)\) time. While this is asymptotically faster than our algorithms, \(\log^d n\) can be significantly larger than \(n\) in many cases. This is the case, for example, with all the data sets considered in the next section.

4.2.3 Experimental Results

We tested the two approximation algorithms on a Dell Precision 490 workstation with a 2.80 GHz Intel Xeon CPU. For the second approximation, we tested the case of
$k = 2$, and the 2-dimensional problems are solved with a scan and sort algorithm [83]. The two algorithms are run $s$ times (as indicated in (4.9) and (4.11)) and tested with the 9 data sets listed in Table 4.1:

<table>
<thead>
<tr>
<th>Name</th>
<th>Item #</th>
<th>Attrib #</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iris</td>
<td>150</td>
<td>4</td>
<td>UCI MLR.</td>
</tr>
<tr>
<td>Wine4d</td>
<td>178</td>
<td>4</td>
<td>UCI MLR. 4 attributes of the Wine data set</td>
</tr>
<tr>
<td>Wine5d</td>
<td>178</td>
<td>5</td>
<td>UCI MLR. 5 attributes of the Wine data set</td>
</tr>
<tr>
<td>Auto4d</td>
<td>392</td>
<td>4</td>
<td>UCI MLR. 4 attributes of the Auto MPG data set</td>
</tr>
<tr>
<td>Auto5d</td>
<td>392</td>
<td>5</td>
<td>UCI MLR. 5 attributes of the Auto MPG data set</td>
</tr>
<tr>
<td>Rand4d</td>
<td>500</td>
<td>4</td>
<td>Randomly generated</td>
</tr>
<tr>
<td>Forest4d</td>
<td>517</td>
<td>4</td>
<td>UCI MLR. 4 attributes of the Forest Fires data set [35]</td>
</tr>
<tr>
<td>Forest5d</td>
<td>517</td>
<td>5</td>
<td>UCI MLR. 5 attributes of the Forest Fires data set [35]</td>
</tr>
<tr>
<td>Pima4d</td>
<td>768</td>
<td>4</td>
<td>UCI MLR. 4 attributes of the Pima Indians Diabetes data set</td>
</tr>
<tr>
<td>Pima5d</td>
<td>768</td>
<td>5</td>
<td>UCI MLR. 5 attributes of the Pima Indians Diabetes data set</td>
</tr>
<tr>
<td>Yeast4d</td>
<td>1484</td>
<td>4</td>
<td>UCI MLR. 4 attributes of the Yeast data set</td>
</tr>
</tbody>
</table>

Table 4.1: The data sets

The Rand4d data set is randomly generated, and the data items are uniformly distributed in a unit ball. All other data sets are extracted from some data sets in the University of California, Irvine (UCI) Machine Learning Repository (MLR) [7]. The data points in the data sets extracted from UCI MLR are not in general position. Even worse, there are duplicate data points in some data sets. There are no duplicates in Wine4d, Wine5d, Pima4d, Pima5d, and Rand4d. There are a few duplicates in Iris, Auto4d, and Auto5d. There are many duplicates in Yeast, Forest4d, and Forest5d.

The running time of the algorithms on different data sets is given in Table 4.2. The second approximation runs faster, but it is more sensitive to rounding error. In order to generate a 2d problem in the second approximation, we first find 2 perpendicular vectors in the 2-flat orthogonal to the $(d-2)$-flat containing the $d-2$ sampling points and $p$, then project all points in the data set onto the 2 vectors. The values are used
as the coordinates of points in the 2-dimensional space. This projection and the sorting of the 2-dimensional points bring rounding errors. To overcome this problem, exact arithmetic is applied on the Iris data set with GMP (GNU Multiple Precision Library). GMP slows down the algorithm dramatically, hence it is not practical to use it on larger data sets.

<table>
<thead>
<tr>
<th>Data Set</th>
<th>(\sigma) value</th>
<th>Algorithm</th>
<th>Running time</th>
<th>Max error</th>
<th>Average error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iris</td>
<td>2</td>
<td>approx 1</td>
<td>50s(GMP)</td>
<td>2</td>
<td>0.309</td>
</tr>
<tr>
<td></td>
<td></td>
<td>approx 2</td>
<td>7s(GMP)</td>
<td>2</td>
<td>0.258</td>
</tr>
<tr>
<td>Wine4d</td>
<td>2</td>
<td>approx 1</td>
<td>2s</td>
<td>2</td>
<td>0.372</td>
</tr>
<tr>
<td></td>
<td></td>
<td>approx 2</td>
<td>1s</td>
<td>2</td>
<td>0.326</td>
</tr>
<tr>
<td>Wine5d</td>
<td>2</td>
<td>approx 1</td>
<td>70s</td>
<td>3</td>
<td>0.223</td>
</tr>
<tr>
<td></td>
<td></td>
<td>approx 2</td>
<td>8s</td>
<td>3</td>
<td>0.086</td>
</tr>
<tr>
<td>Auto4d</td>
<td>2</td>
<td>approx 1</td>
<td>31s</td>
<td>1</td>
<td>0.213</td>
</tr>
<tr>
<td></td>
<td></td>
<td>approx 2</td>
<td>2s</td>
<td>2</td>
<td>0.213</td>
</tr>
<tr>
<td>Auto5d</td>
<td>2</td>
<td>approx 1</td>
<td>2400s</td>
<td>1</td>
<td>0.164</td>
</tr>
<tr>
<td></td>
<td></td>
<td>approx 2</td>
<td>187s</td>
<td>1</td>
<td>0.071</td>
</tr>
<tr>
<td>Rand4d</td>
<td>2</td>
<td>approx 1</td>
<td>77s</td>
<td>1</td>
<td>0.186</td>
</tr>
<tr>
<td></td>
<td></td>
<td>approx 2</td>
<td>3s</td>
<td>2</td>
<td>0.169</td>
</tr>
<tr>
<td>Forest4d</td>
<td>2</td>
<td>approx 1</td>
<td>87s</td>
<td>2</td>
<td>0.309</td>
</tr>
<tr>
<td></td>
<td></td>
<td>approx 2</td>
<td>4s</td>
<td>2</td>
<td>0.136</td>
</tr>
<tr>
<td>Forest5d</td>
<td>3</td>
<td>approx 1</td>
<td>3880s</td>
<td>2</td>
<td>0.319(^2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>approx 2</td>
<td>287s</td>
<td>1</td>
<td>0.088(^3)</td>
</tr>
<tr>
<td>Pima4d</td>
<td>2</td>
<td>approx 1</td>
<td>387s</td>
<td>2</td>
<td>0.299</td>
</tr>
<tr>
<td></td>
<td></td>
<td>approx 2</td>
<td>12s</td>
<td>1</td>
<td>-1.031(^4)</td>
</tr>
<tr>
<td>Pima5d</td>
<td>4</td>
<td>approx 1</td>
<td>12350s</td>
<td>2</td>
<td>0.708</td>
</tr>
<tr>
<td></td>
<td></td>
<td>approx 2</td>
<td>815s</td>
<td>2</td>
<td>-0.333(^5)</td>
</tr>
<tr>
<td>Yeast4d</td>
<td>3</td>
<td>approx 1</td>
<td>2400s</td>
<td>1</td>
<td>0.571</td>
</tr>
<tr>
<td></td>
<td></td>
<td>approx 2</td>
<td>56s</td>
<td>1</td>
<td>0.429</td>
</tr>
</tbody>
</table>

\(^1\) Some points are not tested because we do not know the real depth of them.
\(^2\) 2 depth values are smaller than the real ones (due to rounding errors).
\(^3\) 7 depth values are smaller than the real ones (due to rounding errors).
\(^4\) 23 depth values are smaller than the real ones (due to rounding errors).
\(^5\) 14 depth values are smaller than the real ones (due to rounding errors).

Table 4.2: The performance of the algorithms

The true depth values are computed with the binary search idea in [24] which requires solving a series of mixed integer program. It takes a long time and a large
amount of memory to solve the integer programs. Many instances can not be solved due to time and memory limitations. The time required to solve integer programs is output-sensitive, so that problems with larger depth values take longer. For example, we need a few hours to solve a problem with depth 10 in Pima5d. On the other hand, the approximation algorithms do not have this sensitivity. They take roughly the same time to solve all the problems in the same data set.

For smaller data sets, the tests were run with the absolute error $\sigma$ set to 2. However, in the vast majority of cases (at least those in which the true depth can be computed exactly), both approximation algorithms computed the depth correctly with no error. In a small number of cases the error is 1 or 2. The second approximation gave less average error.

4.3 Conclusion

In this chapter we proposed several algorithms \cite{15, 27} for the Tukey depth problem. The fixed parameter tractable algorithm runs quickly when depth of $p$ is small, and is therefore well-suited to outlier removal, where the goal is to identify low-depth points. The Monte-Carlo approximation algorithms are simple, easy to implement, and our results show that, as well as having theoretical guarantees, they work well in practice. In addition to the algorithms themselves, the analysis of the the Monte-Carlo algorithm requires sharper and generalized bounds on the size of pseudoballs in $\mathbb{R}^d$. These results presented as Lemma 3.1 and Lemma 3.3 in Chapter 3 are of independent interest in the field of combinatorial geometry.
Chapter 5

Algorithms for Oja Depth

In this chapter we consider relationships between centers of mass of certain sets and Oja depth. The results in chapter appears in Ref. [26]. The center of mass of a finite point set $S \subset \mathbb{R}^d$ is the average of those points,

$$\text{com}(S) = |S|^{-1} \sum_{x \in S} x .$$

If $P \subset \mathbb{R}^d$ is a bounded object of non-zero volume, the center of mass of $P$ is

$$\text{com}(P) = \frac{\int_{x \in P} x \, dx}{\text{vol}(P)} .$$

In this chapter, we prove the following results about the Oja depth of an $n$ point set $S$, whose convex hull $A$ has unit volume and that has an Oja center $x$:

$$\text{dep}_O(\text{com}(A), S) \leq \left(\frac{n}{d}\right)/(d + 1) , \quad (5.1)$$

$$\text{dep}_O(\text{com}(S), S) \leq (d + 1) \text{dep}_O(x, S) . \quad (5.2)$$

The bound in (5.1) is not known to be tight. The bound in (5.2) is tight, up to a lower-order term, for some point sets $S$.

Our first result, (5.1), is a form of Centerpoint Theorem that upper-bounds the Oja depth of $\text{com}(A)$, and hence also the Oja depth of $x$, in terms of the volume of
the convex hull of $S$. Previously, centerpoint theorems were known for other depth functions such as Tukey depth [64, 76, 92] and simplicial depth [8, 13, 60]. To the best of our knowledge, this is the first such result for Oja depth.

Our next result, (5.2), can be viewed in two ways:

1. The first is a linear-time algorithm to find a point whose depth is a constant factor approximation of the depth of the Oja center. In 1-d, Oja depth is minimized by the median, which can be found in $O(n)$ time. However, in 2-d, the best known algorithm for minimizing Oja depth exactly takes $O(n \log^3 n)$ time [4], and is relatively complicated. Approximation algorithms for minimizing Oja depth, based on uniform grids and sampling from $\binom{S}{d}$, are given by Ronkainen, Oja, and Orponen [79]; this algorithm and several others are implemented in the R-package, OjaNP [50]. However, in pathological cases, their approximation algorithm is not guaranteed (or even likely) to find a point that closely approximates the Oja center, either in terms of distance or in terms of its Oja depth.

2. Another view of (5.2) is that it gives insight into the Oja depth function and the Oja center. In some sense, it tells us that the Oja center is not terribly different from the center of mass of $S$, since the center of mass of $S$ minimizes, to within a constant factor, the Oja depth function.

5.1 Oja Center and Mass Center of $A$

In this section, we relate the Oja depth of the center of mass of the convex hull of $S$ to the volume of the convex hull of $S$. Throughout this section, $A$ denotes the convex hull of $S$ and we assume, without loss of generality, that $\text{vol}(A) = 1$.

Our upper-bound is based on the following central identity: For any disjoint sets

---

1. This follows from the fact that the value of the Oja depth function and the location of the Oja center can be arbitrarily different for two sets $S_1$ and $S_2$ that differ in only $d$ points [74].
$X, Y \subseteq \mathbb{R}^d$ with $\text{vol}(X \cup Y) > 0$,

$$\text{com}(X \cup Y) = \frac{\text{vol}(X) \text{com}(X) + \text{vol}(Y) \text{com}(Y)}{\text{vol}(X \cup Y)}.$$  

We first give an inductive proof of our result for point sets in $\mathbb{R}^2$, and then give a proof for point sets in $\mathbb{R}^d$ that uses tools from convex geometry.

### 5.1.1 An Upper Bound in $\mathbb{R}^2$

The following result shows that, for a convex polygon $E$ (e.g., $E = A$), it is not possible to form an overly-large triangle that has $\text{com}(E)$ as one of its vertices:

**Lemma 5.1.** Let $A$ be a convex polygon and let $p_1$ and $p_2$ be any two points in $A$. Then $\text{vol}(p_1, p_2, \text{com}(A)) \leq \frac{\text{vol}(A)}{3}$.

**Proof.** Assume, without loss of generality, that $p_1p_2$ is horizontal and that $\text{com}(A)$ is above $p_1p_2$. We may assume that $p_1p_2$ is an edge of $A$ since, otherwise, we can remove the part of $A$ that is below $p_1p_2$. This decreases $\text{vol}(A)$ and moves $\text{com}(A)$ further away from the segment $p_1p_2$, which increases $\text{vol}(\text{com}(A), p_1, p_2)$.

The proof is by induction on the number of vertices of $A$. If $A$ is a triangle then one can easily verify the result. Therefore, assume $A$ has $n \geq 4$ vertices. Consider an edge $ab$ of $A$ where $a \neq p_2$ is adjacent to $p_1$ and let $c \neq a$ be adjacent to $b$ (see Figure 5.1). Since $A$ has 4 or more vertices, we may assume that the $y$-coordinate of $b$ is not smaller than the $y$-coordinate of $a$. Otherwise we can reverse the roles of $p_1$ and $p_2$ and redefine $a$ and $b$ with respect to the new $p_1$.

Draw a ray $r$ whose origin is at $p_1$ and such that the triangle $t_1$ supported by $p_1a$, $ab$ and $r$ and the triangle $t_2$ supported by $r$, $ab$, and the line through $bc$ have the same area. Such a ray is guaranteed to exist by a standard continuity argument that starts with $r$ containing $a$ and rotates about $p_1$ until $r$ contains $b$.

Now, convert $A$ into a polygon $A'$ by removing $t_1$ and adding $t_2$. This does not change the area of $A$. Furthermore, since $t_1$ and $t_2$ are separated by a horizontal line, with $t_2$ above $t_1$, this implies that $\text{com}(A')$ has a larger $y$-coordinate than $\text{com}(A)$, so
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Figure 5.1: The proof of Lemma 5.1.

\[ \text{vol}(\text{com}(A), p_1, p_2) \leq \text{vol}(\text{com}(A'), p_1, p_2). \]
Note, also, that \( A' \) has \( n - 1 \) vertices so, by induction,

\[ \text{vol}(\text{com}(A), p_1, p_2) \leq \text{vol}(\text{com}(A'), p_1, p_2) \leq \text{vol}(A')/3 = \text{vol}(A)/3 , \]
completing the proof.

This bound is tight when \( A \) is a triangle, and \( p_1 \) and \( p_2 \) are two of the vertices of the triangle.

**Theorem 5.2.** Let \( S \) be a set of points in \( \mathbb{R}^2 \) whose convex hull, \( A \), has unit area. Then \( \text{dep}_O(\text{com}(A), S) \leq n^2/6. \)

**Proof.** Applying Lemma 5.1, we immediately get

\[ \text{dep}_O(\text{com}(A), S) = \sum_{p_1, p_2 \in (S)} \text{vol}(p_1, p_2, \text{com}(A)) \leq \binom{n}{2}/3 < \frac{n^2}{6} , \]
as required.

\[ \square \]

5.1.2 An Upper Bound in \( \mathbb{R}^d \)

In this section, we extend our bound to \( \mathbb{R}^d \). However, it seems difficult to apply induction to polytopes in \( \mathbb{R}^d \), so we resort to some tools from convex geometry.

Let \( A \) be a convex body in \( \mathbb{R}^d \), where \( d \geq 2 \). Suppose \( A \) lies between parallel hyperplanes \( x_1 = a \) and \( x_1 = b \), where \( a < b \). For each \( x \) with \( a \leq x \leq b \), let \( A_x \) be
the intersection of $A$ with the hyperplane $x_1 = x$, and define $r_x$ by the equation

$$
\omega_{d-1}r_x^{d-1} = \text{vol}_{d-1}(A_x),
$$

where $\text{vol}_{d-1}(X)$ denotes the $(d-1)$-dimensional volume of $X$ and $\omega_{d-1}$ is the $(d-1)$-dimensional volume of the unit $(d-1)$-ball. In this way, $r_x$ is the radius of a $(d-1)$-ball whose $(d-1)$-dimensional volume is the same as that of $A_x$. For each $a \leq x \leq b$, let $C_x$ be defined by the equation

$$
C_x = \{(x, x_2, \ldots, x_d) : x_1 + \cdots + x_d \leq r_x^2\}.
$$

Then the set

$$
C = \cup \{C_x : a \leq x \leq b\}
$$

is called the Schr"{o}tz rotation-symmetrical of $A$ in the $x_1$-axis. For example, in $\mathbb{R}^3$, $C$ is a stack of disks perpendicular to, and centered on, the $x$-axis. Each disk has the same area as the corresponding slice of $A$.

**Theorem 5.3** (Webster [96]). Let $A$ be a convex body in $\mathbb{R}^d$ ($d \geq 2$) whose Schr"{o}tz rotation-symmetrical in the $x_1$-axis is $C$. Then $C$ is a convex body having the same volume as $A$.

**Lemma 5.4.** Let $P$ be a convex polytope in $\mathbb{R}^d$ and let $p_1, \ldots, p_d$ be any $d$ points in $P$. Then $\text{vol}(p_1, \ldots, p_d, \text{com}(P)) \leq \text{vol}(P)/(d+1)$.

**Proof.** Our proof this lemma is based on the fact that the center of mass of a cone or pyramid with height $\ell$ in $\mathbb{R}^d$ is $\frac{\ell}{d+1}$. To see this, we assume that base of the cone of pyramid contains the origin and is perpendicular to the $x_1$-axis. According to central identity, the $x_1$-value of the center of mass is

$$
\int_0^\ell x_1 a(\ell - x_1)^{d-1}dx_1,
$$

where $a$ is the constant involved in the computing the $(d-1)$-dimensional volume of the base. Solving this integration we get $\frac{\ell}{d+1}$ [49].
Let $h$ be a hyperplane that contains $p_1, \ldots, p_d$. If $\text{com}(P)$ is in $h$, or $p_1, \ldots, p_d$ are not in general position, $\text{vol}(p_1, \ldots, p_d, \text{com}(P)) = 0$ and there is nothing to prove. Otherwise, rotate $P$ to make $h$ perpendicular to the $x_1$-axis with $\text{com}(P)$ above $h$. If there is any volume of $P$ below $h$, we can cut that part off from $P$ to obtain a new polytope $P'$. The volume of $P'$ will be less than that of $P$, and its center of mass $\text{com}(P')$ will be above $\text{com}(P)$. In this way, if $(P, p_1, \ldots, p_d)$ is a counterexample to the lemma, then so is $(P', p_1, \ldots, p_d)$.

The face, $B$, of $P'$ in $h$ contains $p_1, \ldots, p_d$. If $P'$ is a pyramid, we have

$$\text{vol}(p_1, \ldots, p_d, \text{com}(P')) \leq \text{vol}(B, \text{com}(P')) = \text{vol}(P')/(d + 1) \leq \text{vol}(P)/(d + 1).$$

If $P'$ is not a pyramid, let $q$ be a point on the $x_1$ axis, above $h$, and such that the pyramid $D$ with $B$ as base and $q$ as apex has the same volume as $P'$. Let $C$ be the Schwarz rotation-symmetral of $P'$ in the $x_1$-axis, and $R$ be that of $D$ (see Figure 5.2). Note that $R$ is a conic pyramid. By Theorem 5.3, $C$ is convex and $\text{vol}(C) = \text{vol}(P') = \text{vol}(R)$. Let $c$ be the intersection of the surfaces of $C$ and $R$ above $B$. Note that the surface of $R$ is bounded by a collection of lines that pass through $q$. By convexity, each of these lines intersects $C$ in at most 2 points. One of these points has the same $x_1$-coordinate as $B$ and the other points lie on the boundary of a $(d - 1)$-ball $c$.

Let $x_c$ be the $x_1$-coordinate of $c$. Since $C$ is convex and a rotation symmetrical, the surface of $C$ below $x_1 = x_c$ is outside $R$. By the definition of Schwarz rotation-symmetrical, the volume of $C$ that is outside of $R$ is below $x_c$, and the volume of $R$ outside of $C$ is above $x_c$. According to central identity, we have

$$\text{com}(R) = \frac{\text{vol}(R \cap C) \text{com}(R \cap C) + \text{vol}(R \setminus C) \text{com}(R \setminus C)}{\text{vol}(R)},$$

and

$$\text{com}(C) = \frac{\text{vol}(R \cap C) \text{com}(R \cap C) + \text{vol}(C \setminus R) \text{com}(C \setminus R)}{\text{vol}(C)}.$$

Since $\text{com}(R \setminus C)$ is above $\text{com}(C \setminus R)$, $\text{com}(R)$ is above $\text{com}(C)$.

The centers of mass of $P'$ and $C$ have the same $x_1$ value because, in the Schwarz
rotation-symmetrical, $C_x$ has the same $x_1$ value as $A_x$. So do the centers of mass of $D$ and $R$. Since $D$ is a pyramid, the convex hull of $p_1, \ldots, p_d$ is contained in $B$, $\text{com}(P)$ is below $\text{com}(P')$, and $\text{com}(P')$ is below $\text{com}(D)$, we have
\[
\text{vol}(p_1, \ldots, p_d, \text{com}(P')) \leq \text{vol}(P)/(d+1) \leq \text{vol}(P)/(d+1).
\]
To see why the first inequality is true, observe that
\[
\text{vol}(p_1, \ldots, p_d, \text{com}(P')) \leq \text{vol}(B, \text{com}(P')) = \text{vol}(B, \text{com}(C)) \\
\leq \text{vol}(B, \text{com}(D)) = \text{vol}(R)/(d+1) = \text{vol}(P')/(d+1).
\]
This completes the proof. \hfill \Box

The bound in Lemma 5.4 is tight, for example, when $S$ consists of the $d+1$ vertices of a simplex. Next we show how this relates to Oja depth:

**Theorem 5.5.** Let $S$ be a set of points in $\mathbb{R}^d$ whose convex hull, $A$, has unit volume. Then $\text{dep}_O(\text{com}(A), S) \leq \binom{n}{d}/(d+1)$. 
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Proof.

\[
\text{dep}_O(\text{com}(A), S) = \sum_{y_1, \ldots, y_d \in \binom{S}{d}} \text{vol}(\text{com}(A), y_1, \ldots, y_d)
\]
\[
\leq \binom{n}{d}/(d+1) ,
\]
where the inequality is an application of Lemma 5.4. 

\[\square\]

5.2 Oja Center and Mass Center of \(S\)

In this section, we show that the center of mass of \(S\) provides a constant-factor approximation of the minimum Oja depth. We begin by proving the result for point sets in 1 dimension:

**Lemma 5.6.** For any finite set \(S \subset \mathbb{R}\), and any \(x \in \mathbb{R}\), \(\text{dep}_O(\text{com}(S), S) \leq 2 \text{dep}_O(x, S)\).

**Proof.** Denote the elements of \(S\) by \(p_1, \ldots, p_n\) in any order. Let the multiset \(S_i\) contain \(p_1, \ldots, p_i\) as well as \(n - i\) copies of \(x\). Let \(c_i = \text{com}(S_i)\). We will show, by induction on \(i\), that \(\text{dep}_O(c_i, S_i) \leq 2 \text{dep}_O(x, S_i)\) for all \(i \in \{0, \ldots, n\}\). This is sufficient, since \(S_n = S\).

For the base case \(S_0\) consists of \(n\) copies of \(x\), so \(c_0 = x\) and \(\text{dep}_O(c_0, S_0) = 0 = 2 \text{dep}_O(x, S_0)\). Next, we assume that \(\text{dep}_O(c_i, S_i) \leq 2 \text{dep}_O(x, S_i)\) and prove that \(\text{dep}_O(c_{i+1}, S_{i+1}) \leq 2 \text{dep}_O(x, S_{i+1})\). Note that

\[
\text{dep}_O(x, S_{i+1}) = \text{dep}_O(x, S_i) + |p_{i+1} - x| .
\]

Furthermore,

\[
c_{i+1} = c_i + (p_{i+1} - x)/n ,
\]
so
\[
\begin{align*}
\text{dep}_O(c_{i+1}, S_{i+1}) \\
= \text{dep}_O(c_i, S_i) + \sum_{q \in S_i} ((|c_{i+1} - q| - |c_i - q|) + (|c_{i+1} - p_{i+1}| - |c_i - x|)) \\
\leq \text{dep}_O(c_i, S_i) + n|p_{i+1} - x|/n + (|c_{i+1} - p_{i+1}| - |c_i - x|) \\
\leq \text{dep}_O(c_i, S_i) + 2|p_{i+1} - x| \\
\leq 2 \text{dep}_O(x, S_i) + 2|p_{i+1} - x| \\
= 2 \text{dep}_O(x, S_i+1),
\end{align*}
\]

as required. \(\Box\)

We remark that the above proof uses little more than triangle inequality. In particular, the same proof shows that the center of mass gives a 2-approximation for the Fermat-Weber center in any dimension,\(^2\) which has also been proved by Bereg et al. with a different technique [12]. Unfortunately, in higher dimensions, Oja depth does not enjoy this nice property.

**Theorem 5.7.** For any finite set \(S \subseteq \mathbb{R}^d\), \(\text{dep}_O(\text{com}(S), S) \leq (d + 1) \text{dep}_O(x, S)\) for any \(x \in \mathbb{R}^d\).

**Proof.** The case \(d = 1\) is covered by Lemma 5.6, so we assume \(d \geq 2\). In this proof, we will make use of the fact that, for any \(d\)-simplex \(T\) with vertex set \(V_T\) and a point \(q \in \mathbb{R}^d\),
\[
\text{vol}(T) \leq \sum_{p_1, \ldots, p_d \in (V_T)'} \text{vol}(p_1, \ldots, p_d, q),
\]
\[
(5.3)
\]
since \(T\) is contained in the union of the simplices on the right hand side. Equality occurs if \(q\) is inside \(T\).

Define \(S_i\) as in the proof of Lemma 5.6. Let \(S'\) be \(S_{i+1}\) with one occurrence of \(p_{i+1}\) removed. The induction and base case are the same as in Lemma 5.6. First, we

\(^2\)The Fermat-Weber center of a point set \(S\) in \(\mathbb{R}^d\) is the point \(x\) that minimizes \(\sum_{y \in S} \|x - y\|\).
have

$$\text{dep}_0(x, S_{i+1}) = \text{dep}_0(x, S_i)$$
$$+ \sum_{Q \in (\mathcal{S}_i)} \text{vol}(x, p_{i+1}, Q).$$  \hspace{1cm}(5.4)$$

and

$$\text{dep}_0(c_{i+1}, S_{i+1}) = \text{dep}_0(c_i, S_i)$$
$$+ \sum_{P \in (\mathcal{S}_d)} (\text{vol}(c_{i+1}, P) - \text{vol}(c_i, P))$$
$$+ \sum_{Q \in (\mathcal{S}_{d-1})} (\text{vol}(c_{i+1}, p_{i+1}, Q) - \text{vol}(c_{i+1}, x, Q)).$$ \hspace{1cm}(5.5)$$

We denote by $y^\perp$ the projection of a point $y$ on a line perpendicular to the $d - 1$

dimensional simplex $P$ (see Figure 5.3), and by $||pq||$ the Euclidean distance between
points $p$ and $q$. Let $p$ be any point on $P$, then

$$\text{vol}|(c_{i+1}, P) - \text{vol}(c_i, P)| = (1/d) \text{vol}_{d-1}(P) \left| ||c_i^\perp p^\perp|| - ||c_{i+1}^\perp p^\perp|| \right|$$
$$\leq (1/d) \text{vol}_{d-1}(P) ||c_i^\perp c_{i+1}||$$
$$\leq (1/d) \text{vol}_{d-1}(P) \left| (1/n)x^\perp p_{i+1}^\perp \right|. $$

Figure 5.3: The projection of $y$ and $P$
Then if $x^\perp$ and $p_{t+1}^\perp$ are on the same side of the hyperplane supporting $P$, we have

\[
(1/d) \text{vol}_{d-1}(P)\|x^\perp p_{t+1}^\perp\| \leq (1/nd) \text{vol}_{d-1}(P) \left| \|x^\perp\| - \|p_{t+1}^\perp\| \right|
\leq (1/n) \left| \text{vol}(p_{t+1}, P) - \text{vol}(x, P) \right|
\leq (1/n) \sum_{Q \in (d-1)} \text{vol}(x, p_{t+1}, Q)
\]

Otherwise if $x^\perp$ and $p_{t+1}^\perp$ are on different sides of the hyperplane supporting $P$, we have $\|x^\perp p_{t+1}^\perp\| = \|x^\perp p^\perp\| + \|p_{t+1}^\perp p^\perp\|$. In this case the two simplices $Px$ and $Pp_{t+1}$ are disjoints and the convex hull of $Px p_{t+1}$ is covered by the union of the simplices $Qx p_{t+1}$ for $Q \in (d-1)$ (see Figure 5.4), thus

\[
(1/d) \text{vol}_{d-1}(P)\|x^\perp p_{t+1}^\perp\| \leq (1/nd) \text{vol}_{d-1}(P)(\|x^\perp p^\perp\| + \|p_{t+1}^\perp p^\perp\|)
\leq (1/n)(\text{vol}(p_{t+1}, P) + \text{vol}(x, P))
\leq (1/n) \sum_{Q \in (d-1)} \text{vol}(x, p_{t+1}, Q)
\]
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We can now prove that (5.5) ≤ (5.4) as follows:

\[
\sum_{P \in (s^d)} (\text{vol}(c_{i+1}, P) - \text{vol}(c_i, P)) \leq \sum_{P \in (s^d)} |\text{vol}(c_{i+1}, P) - \text{vol}(c_i, P)|
\]

\[
\leq \frac{1}{n} \sum_{P \in (s^d)} \sum_{K \in (a^d')} \text{vol}(x, p_{i+1}, K)
\]

\[
\leq \frac{(n - (d - 1))}{n} \sum_{K \in (s^d)} \text{vol}(x, p_{i+1}, K).
\]

Next, we show that (5.6) ≤ d × (5.4). Applying (5.3),

\[
\sum_{Q \in (s^d')} (\text{vol}(c_{i+1}, p_{i+1}, Q) - \text{vol}(c_{i+1}, x, Q))
\]

\[
\leq \sum_{Q \in (s^d')} \left( \text{vol}(x, p_{i+1}, Q) + \sum_{R \in (s^d')} \text{vol}(x, p_{i+1}, c_{i+1}, R) \right)
\]

\[
\leq \sum_{Q \in (s^d')} \text{vol}(x, p_{i+1}, Q) + (n - 1 - (d - 2)) \sum_{R \in (s^d')} \text{vol}(x, p_{i+1}, c_{i+1}, R).
\]

Let \(\text{vol}(p_1, \ldots, p_{d+1})\) denote the signed volume of the simplex with vertices \(p_1, \ldots, p_{d+1}\).

By linearity of the determinant we have

\[
\text{vol}(x, p_{i+1}, c_{i+1}, R) = \frac{1}{n} \sum_{y \in S_{i+1}} \text{vol}(x, p_{i+1}, y, R)
\]

\[
= \frac{1}{n} \sum_{y \in S_i} \text{vol}(x, p_{i+1}, y, R)
\]

Since the absolute value of the sum can be bounded by the sum of the absolute values, we get

\[
\text{vol}(x, p_{i+1}, c_{i+1}, R) \leq \frac{1}{n} \sum_{y \in S_i} \text{vol}(x, p_{i+1}, y, R),
\]
and thus
\[
\sum_{R \in \binom{S_i}{d-2}} \text{vol}(x, p_{i+1}, c_{i+1}, R) \leq \left((d - 1)/n\right) \sum_{Q \in \binom{S_i}{d-1}} \text{vol}(x, p_{i+1}, Q).
\]
Thus we get (5.6) ≤ d × (5.4).

Finally, we resubstitute to obtain
\[
\text{dep}_0(c_{i+1}, S_{i+1}) \leq \text{dep}_0(c_i, S_i) + (d + 1) \sum_{Q \in \binom{S_i}{d-1}} \text{vol}(x, p_{i+1}, Q)
\leq (d + 1) \text{dep}_0(x, S_i) + (d + 1) \sum_{Q \in \binom{S_i}{d-1}} \text{vol}(x, p_{i+1}, Q)
= (d + 1) \text{dep}_0(x, S_{i+1}).
\]
Thus we have \(\text{dep}_0(\text{com}(S), S) \leq (d + 1) \text{dep}_0(x, S)\), completing the proof.

We remark that Lemma 5.6 and Theorem 5.7 are essentially the best possible. To see this, take the multiset \(S\) that contains \(n - d\) copies of the origin \(o\), and each of the remaining \(d\) points has one different coordinate 1 and all other coordinates 0. In this case \(\text{dep}_0(o, S) = 1/d!\) and \(\text{dep}_0(\text{com}(S), S) = (d + 1 - O(d^2/n)) \times 1/d!\).

### 5.3 Conclusion

We have given several results relating Oja depth and centers of mass. Our first result is a form of centerpoint theorem for Oja depth. Our second result gives an extremely simple constant factor approximation for the Oja center. There are several directions for future work.

We do not know of any point set that gives a lower-bound matching the upper-bound of Theorem 5.5. The best lower-bound we know is that placing \(n/(d+1)\) points at each vertex of any \(d\)-simplex of unit volume yields to an Oja depth of \(n^d/(d + 1)^d\) for any point inside the simplex. For \(d = 2\), for example, Theorem 5.5 implies \(\text{dep}_0(x, S) \leq n^2/6 - O(n)\) where as the best lower bound (above) has \(\text{dep}_0(x, S) \geq n^2/9\). This construction leads us to the following conjecture:
Conjecture 1. For any point set $S \subset \mathbb{R}^d$ whose convex hull has unit volume, there exists $x \in \mathbb{R}^d$, such that $\text{dep}_0(x, S) \leq n^d/(d+1)^d$. 
Chapter 6

Algorithms for Majority Depth

In this chapter we consider the problem of computing the majority depth of a point \( p \) with respect to a set \( S \) of \( n \) points in \( \mathbb{R}^2 \). We assume that the points in \( S \) are in general position. For the algorithms in Section 6.3 and Section 6.4, the tools are given in Section 6.1 and Section 6.2. For the algorithm in Section 6.5, the tools are given in Section 6.5.1, and Section 3.3.

6.1 Majority Depth in the Dual Arrangement

In this section we examine the majority depth in the dual arrangement of \( S \). Let \( \mathcal{A}(T) \) be the dual arrangement \([2, 46, 55]\) of \( S \), where \( T \) is a set of dual hyperplanes of the points in \( S \). For a hyperplane \( h \) determined by \( d \) points in \( S \), the major side of \( h \) contains at least \( \lceil \frac{n-d}{2} \rceil \) points in its interior, and they are either above or below \( h \). Let \( h^* \) be the dual image of \( h \) in \( \mathcal{A}(T) \). Then, below or above \( h^* \) there are the same number of hyperplanes. We define the major side of \( h^* \) as a direction of the \( x_d \)-axis along which the ray from \( h^* \) intersects at least \( \lceil \frac{n-d}{2} \rceil \) hyperplanes. The directions of the major sides of \( h \) and \( h^* \) are opposite since the relative position between a point and a hyperplane is reversed in the dual space. However, if a point is in the major side of \( h \), the dual image of the point (a hyperplane) is on the major side of \( h^* \).

In the dual arrangement, we call vertices red if they have major side facing down, blue if the have major side facing up, and purple if they have major side facing both
up and down (both sides are major). Then the majority depth of \( p \) is equal to the number of purple vertices plus the number of red vertices above \( p^* \) plus the number of blue vertices below \( p^* \).

When \( n \) is odd, the vertices with level less than \( \lfloor \frac{n-d}{2} \rfloor \) in \( A(T) \) are blue, and the ones with level more than that are red (see Figure 6.1). For each vertex on the \( \lfloor \frac{n-d}{2} \rfloor \)-level, if the convex angle of its two adjacent segments faces up it is blue, and if it faces down it is red.

When \( n \) is even, the situation is a little different. As shown in Figure 6.2, the vertices with level less than \( \lfloor \frac{n-d}{2} + 1 \rfloor \) are blue, and the ones with level more than \( \lfloor \frac{n-d}{2} \rfloor \) are red. The ones on both of these two levels are purple.

Computing the majority depth of \( p \) with respect to \( S \) is to count the number of major sides \( p \) is in. Since the total number of vertices in a simple arrangement is \( \binom{n}{d} \), to compute the majority depth it is sufficient to count the number of vertices
in \( A(T) \) whose major side does not contain \( p^* \). This problem involves counting the number of vertices of \( A(T) \) that are contained in a set of polygons whose boundary is determined by \( p^* \) and the median level of \( A(T) \). We study this problem in the next section.

### 6.2 Counting Vertices

In this section we discuss how to count the vertices of a 2-dimensional arrangement of \( n \) line segments confined by a simple polygon (see Figure 6.3). Since there can be \( \Omega(n^2) \) intersections in this arrangement, a sweep line algorithm would take too much time. In the following we discuss a couple of more efficient ways of counting the vertices.

![Figure 6.3: An arrangement in a simple polygon](image)

We first transform the arrangement into a structure as shown in Figure 6.4, which makes the pattern of intersections clearer to us. In this structure, the polygon is cut at some point and laid flat, and all the line segments are bent into arcs, so that no two arcs intersect twice. The number of intersections in the new structure is the same as that in the original one, because, for any two line segments intersecting in the polygon, the corresponding arcs intersect once.

![Figure 6.4: The transformed arrangement](image)
Notice that for an arc \( a \), any other arc that intersects \( a \) has an endpoint laying between the two ends of \( a \). To count the intersections in the new structure, we can use a queue. Starting from one end of the new structure, we add the endpoints of the arcs to the queue. Once the other end of an arc is in the queue, we count the number of endpoints between the two endpoints of the arc, which is the number of intersections the arc contributes. We then remove the two ends from the queue. Upon reaching the other end of the structure, the queue will be empty and all the intersections will be counted. If we implement the queue with an augmented binary tree [34, Chapter 14.1], finding the distance between the two ends of an arc and deleting the other end of the arc takes \( O(\log n) \) time, so the number of intersections can be counted in \( O(n \log n) \) time.

Another way to count the intersections is to use an array \( A \) of size \( 2n \). Starting from one end of the structure, we walk to the other end. Once we come across a starting end of an arc, we append a 1 to \( A \). Once we come across a finishing end of an arc \( a \), we append a 0 to \( A \). Let the index of the starting end of \( a \) in \( A \) be \( i \), and that of the finishing end be \( j \). We then set \( A[i] \) to 0. Let \( \text{sum}(k) \) denote \( \sum_{i \leq k} A[i] \). The number of the intersections that \( a \) contributes is the number of endpoints we came across between \( A[i] \) and \( A[j] \), which is \( \text{sum}(j) - \text{sum}(i) \). We can compute \( \text{sum}(k) \) in \( O\left(\frac{\log n}{\log \log n}\right) \) time with Dietz's algorithm [39] in the word RAM model. Then counting all intersections takes \( O\left(\frac{n \log n}{\log \log n}\right) \) time.

### 6.3 Algorithms for Bivariate Majority Depth

In this section we show how to use the intersection counting structure of the previous section to obtain an efficient algorithm for the majority depth problem in \( \mathbb{R}^2 \). In the following we will first describe the algorithm when \( n \) is odd, then we describe the modifications needed when \( n \) is even.

If \( n \) is odd, we first compute the median level of the dual arrangement of \( S \) and the intersections between it and \( p^* \). If they intersect, \( p^* \) splits the levels into sections (as the schematic example shown in Figure 6.5). Each section along with \( p^* \) form a simple polygon except the leftmost and rightmost sections, which form unbounded
regions. In order to count the vertices in the unbounded region with the methods in Section 6.2, we need to find the leftmost and rightmost vertices. Since the extreme points of the set of vertices of $\mathcal{A}(T)$ can be found in $O(n \log n)$ time (in $O(n \log \log n)$ time in the word RAM model [6]) by sorting the lines by slope [29], we can find those two vertices in $O(n \log n)$ time. Then we can add a vertical line to the left of the leftmost vertex, and one to the right of the rightmost vertex to bound the unbounded region (An example is shown in Figure 6.6). Now we can count the vertices in each polygon, and the ones on the median level whose major side does not contain $p^*$.  

If $n$ is even we need to compute both the $\frac{n}{2}$-level and $(\frac{n}{2} - 1)$-level. The polygons should be formed by part of $p^*$ and the one of the two median levels which is further away from $p^*$ (see the schematic example in Figure 6.7). In Figure 6.8 is an example where all regions are bounded. Then we need to count all the vertices in the polygons, and count the vertices that on both those levels since they should be counted twice for the depth of $p$.

The number of lines that intersect with $p^*$ is $n$, and the number of lines that intersect with the two vertical lines is no more than $2n$. Since, in the polygons, each
The line segment that intersects with the median level has a unique extension on the median level, the total number of line segments that intersect with the median level is no more than \( m \), the number of vertices of the median level. Each line segment in the polygons has two ends on the boundaries, therefore, the total number of line segments in all the polygons is no more than \( 3n + m \).

We obtain two different algorithms for computing majority depth depending on which algorithm we use for computing the median level and counting the vertices in a polygon.

**Theorem 6.1.** The majority depth in \( \mathbb{R}^2 \) can be computed in

1. \( O((n + m) \log n) \) time with Brodal and Jacob's data structure.
2. \( O\left(n + m \frac{\log n}{\log \log n}\right) \) time in the word RAM model.
The complexity of these algorithms is determined by the value of $m$, which is the number of vertices of the median level.

### 6.4 A Simple Approximation

According to Dey [38, Theorem 4.2], we have the following result for the number of vertices between two levels.

**Lemma 6.2.** Let $L$ be any set of $n$ lines and let $s$ be the number of vertices of $A(L)$ that are on levels $k, k+1, \ldots, k+j-1$. Then, $s \in O(nk^{1/3}j^{2/3})$.

For a constant $\epsilon > 0$, the complexity between the $(\frac{n}{2} - \lfloor \epsilon^{3/2}n \rfloor)$-level and $(\frac{n}{2} + \lfloor \epsilon^{3/2}n \rfloor)$-level is $O(en^2)$. If we pick a random level from these two levels, the expected complexity of this level is $O(\frac{n}{\sqrt{n}})$. This leads to the following approximation algorithm for majority depth.

We pick a random number $r \in \{0, \ldots, \lfloor \epsilon^{3/2}n \rfloor\}$, and compute $(\frac{n}{2} - r)$-level and $(\frac{n}{2} + r)$-level. We then count the vertices above both $p^*$ and the $(\frac{n}{2} + r)$-level, and the ones below both $p^*$ and the $(\frac{n}{2} - r)$-level with the technique discussed above. This approximation has an additive error $O(en^2)$ which is given by the vertices between those two levels, and we can count the error exactly.

Since the expected complexity of each of these two levels is $O(\frac{n}{\sqrt{n}})$, the expected running time is $O(\frac{n}{\sqrt{n}} \log n)$ with Brodal and Jacob's data structure. Furthermore, the time complexity will not be changed if we count the error exactly.

### 6.5 A Monte Carlo Approximation

It seems difficult for any algorithm that computes the exact majority depth of a point to avoid (at least implicitly) computing the median level of $A(T)$. This motivates approximation by random sampling. In particular, one can use the simple technique of sampling vertices of $A(T)$ and check whether

1. each sample lies above or below $p^*$; and
2. each sample lies above or below the median level of \( \mathcal{A}(T) \).

In the primal, this is equivalent to taking random pairs of points in \( S \) and checking, for each such pair, \((x, y)\), if, (1) the closed upper halfplane, \( h_{xy} \), with \( x \) and \( y \) on its boundary, contains \( p \) and (2) if \( h_{xy} \) contains \( n/2 \) or more points of \( S \).

The former test takes constant time, but the later test leads to a data structuring problem: Preprocess the set \( T \) so that one can quickly test, for any query point, \( x \), whether \( x \) is above or below the median level of \( \mathcal{A}(T) \). (Equivalently, does a query halfplane, \( h \), contain \( n/2 \) or more points of \( S \).) We know of two immediate solutions to this problem. The first solution is to compute the median level explicitly, in \( O(\min\{m \log n, n^{4/3}\}) \) time, after which any query can be answered in \( O(\log n) \) time by binary search on the \( x \)-coordinate of \( x \). The second solution is to construct a half-space range counting structure—a partition tree—in \( O(n \log n) \) time that can count the number of points of \( S \) in \( h_{xy} \) in \( O(n^{1/2}) \) time [19].

The first solution is not terribly good, since the algorithm in Section 6.3 that computing the exact majority depth of \( p \) can be done in time that is within a logarithmic factor of \( m \), the complexity of the median level. (Though if the goal is to preprocess in order to approximate the majority depth for many different points, then this method may be the right choice.)

In this section, we show that the second solution can be improved considerably, at least when the application is approximating majority depth. In particular, we show that when the query point is a randomly chosen vertex of the arrangement \( \mathcal{A}(T) \), a careful combination of partition trees [19] and \( \varepsilon \)-approximations [67] can be used to answer queries in \( O((\log n)^{4/3}) \) expected time. This faster query time means that we can use more random samples which leads to a more accurate approximation.

### 6.5.1 Side of Median Level Testing

We now use the results in Section 3.3 to tackle the main problem that comes up in trying to estimate majority depth in \( \mathbb{R}^2 \) by random sampling: Given a pair of points \( x, y \in S \), determine if there are more than \( n/2 \) points in the upper halfspace, \( h_{xy} \), whose boundary is the line through \( x \) and \( y \). In the dual setting the question
becomes: Given a random vertex, \( x \), of \( \mathcal{A}(T) \), determine whether \( x \) is above or below the median level of \( \mathcal{A}(T) \). The data structure in Lemma 3.9 answers these queries in time \( O((n/i)^{2/3}(\log N)^{1/3}) \) when the vertex \( x \) is on the \( n/2 - i \) or \( n/2 + i \) level.

To prove our main theorem, we need a special case of Lemma 6.2 where \( k = n/2 - i \) and \( j = 2i + 1 \):

**Corollary 6.3.** Let \( L \) be any set of \( n \) lines. Then, for any \( i \in \{1, \ldots, n/2\} \) the maximum total number of vertices of \( \mathcal{A}(L) \) whose level is in \( \{n/2 - i, \ldots, n/2 + i\} \) is \( O(n^{4/3}i^{2/3}) \).

Corollary 6.3 is useful because it gives bounds on the distribution of the level of a randomly chosen vertex of \( \mathcal{A}(T) \).

**Theorem 6.4.** Given any set, \( L \), of \( n \) lines and any \( c > 0 \), there exists a data structure that can test if a point \( x \) is above or below the median level of \( L \). For any constant, \( c \), this structure can be made to have the following properties:

1. It can be constructed in \( O(n \log n) \) expected time and uses \( O(n) \) space;
2. with probability at least \( 1 - n^{-c} \), it answers correctly for all possible queries; and
3. when given a random vertex of \( \mathcal{A}(L) \) as a query, the expected query time is \( O((\log n)^{4/3}) \).

**Proof.** The data structure is, of course, the data structure of Lemma 3.8 with \( N = n^c \). Let \( n_i \) be the number of vertices of \( \mathcal{A}(L) \) on levels \( n/2 - i \) and \( n/2 + i \). Then the expected query time of this data structure is at most

\[
F(n_0, \ldots, n_{n/2}) = \frac{1}{\binom{n}{n/2}} \sum_{i=0}^{n/2} n_i Q(i),
\]

(6.1)

where, for sufficiently large \( n \), \( Q(i) \) is upper-bounded by

\[
Q(i) \leq \begin{cases} 
\beta n^{1/2} & \text{for } 0 \leq i \leq n^{1/4} \\
\beta (n/i)^{2/3}(\log N)^{1/3} & \text{otherwise},
\end{cases}
\]
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for some constant $\beta > 0$. Our goal, therefore, is to upper-bound $F(n_0, \ldots, n_{n/2})$
subject to Dey's constraints (Lemma 6.2):

$$\sum_{i=0}^{j} n_i \leq \gamma n_4^{4/3} j^{2/3}$$

for some constant $\gamma > 0$ and all $j \in \{0, \ldots, n/2\}$.

Working in our favour is that $Q(i) \geq Q(i')$ for all $i \leq i'$. This implies that, to
obtain an upper bound on $F(n_0, \ldots, n_{n/2})$, we can set

$$\sum_{i=0}^{j} n_i = \begin{cases} 
\gamma n_4^{4/3} & \text{if } j = 0 \\
\gamma n_4^{4/3} j^{2/3} & \text{otherwise}
\end{cases} \quad (6.2)$$

for all $j \in \{0, \ldots, n/2\}$. To see why this is so, suppose we have a sequence $s = n_0, \ldots, n_{n/2}$ that satisfies Dey's constraints but for which $\sum_{t=0}^{j} n_t < \gamma n_4^{4/3} j^{2/3}$ for some
index $j$. If $j = n/2$ then we can obviously increase the value of $n_j$, still satisfy Dey's
constraints and increase the value of $F(n_0, \ldots, n_j)$. Otherwise ($j \in \{0, \ldots, n/2 - 1\}$),
the sequence

$$s' = n_0, \ldots, n_j + \delta, n_{j+1} - \delta, \ldots, n_{n/2},$$

where $\delta = \gamma n_4^{4/3} j^{2/3} - \sum_{i=0}^{j} n_i$, also satisfies Dey's constraints. Furthermore,

$$F(s') - F(s) = \delta Q(j) - \delta Q(j + 1) \geq 0,$$

so $F(s') \geq F(s)$. Repeatedly applying this type of modification (or using induction)
shows that the sequence $s = n_0, \ldots, n_{n/2}$ that satisfies (6.2) is a sequence that
maximizes $F(s)$.

Finally, we can bound the sequence that satisfies (6.2) by differentiating $\gamma n_4^{4/3} j^{2/3}$
with respect to $j$. This yields $n_i \in O(n_4^{4/3} / i^{1/3})$ for all $i \in \{1, \ldots, n/2\}$. Plugging this
back into (6.1) yields

\[
F(n_0, \ldots, n_{n/2}) \leq \frac{1}{\binom{n}{2}} \left( O\left(n^{4/3}Q(0)\right) + \sum_{i=0}^{n/2} O\left(n^{4/3}Q(i)/i^{1/3}\right) \right)
\leq o(1)
\]

\[
+ \frac{1}{\binom{n}{2}} \sum_{i=1}^{n^{1/4}} O\left(n^{4/3}n^{1/2}/i^{1/3}\right) 
\]

(6.3)

\[
+ \frac{1}{\binom{n}{2}} \sum_{i=n^{1/4+1}}^{n/2} O\left(n^{4/3}(n/i)^{2/3}(\log N)^{1/3}/i^{1/3}\right) 
\]

(6.4)

Recall that \( \int_1^n i^{-1/3} \, di = \frac{3}{2}(n^{2/3} - 1) \). Using this integral to bound the sum in (6.3) allows us to just squeak by:

\[
(6.3) = \frac{1}{\binom{n}{2}} \sum_{i=1}^{n^{1/4}} O\left(n^{4/3}n^{1/2}/i^{1/3}\right)
\]

\[
= \frac{1}{\binom{n}{2}} O\left(n^{4/3}n^{1/2}(n^{1/4})^{2/3}\right) \quad \text{(bounding by integral)}
\]

\[
= O(1)
\]

We are not so lucky with the sum in (6.4), which ends up being harmonic:

\[
(6.4) = \frac{1}{\binom{n}{2}} \sum_{i=n^{1/4+1}}^{n/2} O\left(n^{4/3}(n/i)^{2/3}(\log N)^{1/3}/i^{1/3}\right)
\]

\[
= \sum_{i=n^{1/4+1}}^{n/2} O\left((\log N)^{1/3}/i\right)
\]

\[
= O\left((\log n)(\log N)^{1/3}\right) \quad \text{(since} \sum_{i=1}^{n} \frac{1}{i} = O(\log n))
\]

\[
= O\left((\log n)^{4/3}\right),
\]

since \( N = n^c \) and \( c \) is a constant. To summarize, the expected running time of the
query algorithm is at most

\[ F(n_0, \ldots, n_{n/2}) \leq o(1) + (6.3) + (6.4) = O((\log n)^{4/3}). \]

\[ \square \]

### 6.5.2 Estimating Majority Depth

Finally, we return to our application, namely estimating majority depth.

**Theorem 6.5.** Given a set \( S \) of \( n \) points in \( \mathbb{R}^2 \) and any constant \( c > 0 \), there exists a data structure that can preprocess \( S \) in \( O(n \log n) \) expected time such that, for any point \( p \), the data structure can compute, in \( O(r(\log n)^{4/3}) \) expected time, a value \( \text{dep}_M'(p, S) \) such that

\[
\Pr\left\{ \left| \frac{\text{dep}_M'(p, S) - \text{dep}_M(p, S)}{\text{dep}_M(p, S)} \right| \geq \epsilon \right\} \leq \exp(-\Omega(\epsilon^2 rd_n)) + n^{-c},
\]

where \( \text{dep}_M(p, S) \) is the majority depth of \( p \) with respect to \( S \) and \( d_n = \text{dep}_M(p, S)/(\binom{n}{2}) \) is the normalized majority depth of \( p \).

**Proof.** The data structure is the one described in Theorem 6.4. Let \( d_n = \text{dep}_M(p, S)/(\binom{n}{2}) \).

Select \( r \) random vertices of \( A(T) \) (by taking random pairs of lines in \( T \)) and, for each sample, test if it contributes to \( \text{dep}_M(p, S) \). This yields a count \( r' \leq r \) where

\[ E[r'] = rd_n. \]

We then return the value \( \text{dep}_M'(p, S) = (r'/r)\binom{n}{2} \), so that \( E[\text{dep}_M'(p, S)] = \text{dep}_M(p, S) \), as required.

To prove the error bound, we use the fact that \( r' \) is a binomial \( (d_n, r) \) random variable. Applying Chernoff Bounds [28] on \( r' \) yields:

\[ \Pr\{|r' - rd_n| \geq \epsilon rd_n\} \leq \exp(-\Omega(\epsilon^2 rd_n)). \]

Finally, the algorithm may fail not because of badly chosen samples, but rather,
because the data structure of Theorem 6.4 fails. The probability that this happens is at most \( n^{-c} \). Therefore, the overall result follows from the union bound.

\[ \square \]

### 6.6 Conclusion

We have given an algorithm for computing the majority depth of a point \( p \) with respect to a set \( S \) of \( n \) points in \( \mathbb{R}^2 \). The algorithm's running time is dependent on the size of the median level of the dual arrangement of \( S \). Even without leaving 2 dimensions, this work leaves several open questions:

1. (Depth of a point) Is there an \( O(n \log^{O(1)} n) \) time algorithm for computing the majority depth of a point \( p \) with respect to a set \( S \) of \( n \) points in \( \mathbb{R}^2 \)?

2. (Deepest point) Given a set \( S \) of \( n \) points in \( \mathbb{R}^2 \), how quickly can we compute a point \( p \) whose majority depth (with respect to \( S \)) is maximum?

3. (Centerpoint) Determine the maximum value \( k = f(n) \) for which the following statement is true: For any set \( S \) of \( n \) points in \( \mathbb{R}^2 \), there exists a point \( p \in \mathbb{R}^2 \) whose majority depth, with respect to \( S \), is at least \( (\binom{n}{2})/2 + k \).

4. (Faster algorithm in the word RAM model) The related problem of counting inversions has recently been solved in \( O(n \sqrt{\log n}) \) running time \([20]\). This unfortunately does not improve our algorithm. Can the factor \( \frac{\log n}{\log \log n} \) in the running time of our algorithm be replaced by \( \sqrt{\log n} \)?

An algorithm for the first problem would have to avoid computing the median level. The second problem is easily solved in \( O(n^4) \) time and \( O(n^2) \) space by traversing the arrangement of lines through all \( \binom{n}{2} \) pairs of points in \( S \) using the topological sweep algorithm \([47]\).

Although the estimation of majority depth is the original motivation for studying this problem, the underlying question of the tradeoffs involved in preprocessing for testing whether a point is above or below the median level seems a fundamental question that is still far from answered. In particular, we have no good answer to the following question:
5. What is the fastest linear-space data structure for testing if an arbitrary query point is above or below the median level of a set of $n$ lines?

To the best of our knowledge, the current state of the art is partition trees, which can only answer these queries in $O(n^{1/2})$ time.
Chapter 7

Conclusion

Due to the geometric nature of the data depth problems, the development of computational geometry has been contributing greatly to the development of data depth. In the following we summarize our contributions and directions for future work.

7.1 Summary of Contributions

7.1.1 Algorithms for Tukey Depth

This thesis contains three main contributions related to Tukey depth.

• A new fixed parameter tractable algorithm for Tukey depth that is fast when the depth is small (Section 4.1).

• An extremely simple approximation algorithms for Tukey depth (Section 4.2)
  - Theoretical bounds and experimental results that show these algorithms work even better than the theoretical bounds suggest (Section 4.2.3).

• New bounds on sizes of pseudoballs and its generalizations in the arrangement of hyperplanes in \( \mathbb{R}^d \) (Section 3.2).
7.1.2 New Results on Oja Depth

This thesis presents two new contributions related to Oja depth.

- A centerpoint Theorem showing that Oja depth of center point can be upper-bounded by a constant fraction of the convex hull. This is devised by an (apparently new) theorem about simplices contained in convex bodies (Section 5.1).

- An approximation algorithm obtained by proving that the center of mass of the point set minimizes Oja depth to within a constant factor (Section 5.2).

7.1.3 Algorithms for Majority Depth

This thesis contains three new contributions related to the majority depth in $\mathbb{R}^2$.

- An exact algorithm by counting the vertices of the dual arrangement of $S$ in a simple polygon (Section 6.3).

- An approximation algorithm, in which the expected running time of computing the "median level" is less the worst case running time of that in the exact algorithm (Section 6.4).

- Another approximation algorithm, in which we use a new range counting approximation data structure (Section 6.5).

7.2 Directions for future work

- For any point set $S \subset \mathbb{R}^d$ whose convex hull has unit volume, can we always find an $x \in \mathbb{R}^d$, such that $\text{dep}_O(x, S) \leq n^d/(d + 1)^d$?

- Is there an $O(n \log^{O(1)} n)$ time algorithm for computing the majority depth of a point $p$ with respect to a set $S$ of $n$ points in $\mathbb{R}^2$?

- Given a set $S$ of $n$ points in $\mathbb{R}^2$, how quickly can we compute a point $p$ whose majority depth (with respect to $S$) is maximum?
• Determine the maximum value $k = f(n)$ for which the following statement is true: For any set $S$ of $n$ points in $\mathbb{R}^2$, there exists a point $p \in \mathbb{R}^2$ whose majority depth, with respect to $S$, is at least $\left(\frac{n}{2}\right)/2 + k$.

• The related problem of counting inversions has recently been solved in $O(n\sqrt{\log n})$ running time [20]. This unfortunately does not improve our algorithm in Section 6.3. Can the factor $\frac{\log n}{\log \log n}$ in the running time of this algorithm be replaced by $\sqrt{\log n}$?

• What is the fastest linear-space data structure for testing if an arbitrary query point is above or below the median level of a set of $n$ lines?
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