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Abstract

This thesis describes a mathematical study of the evolution of Rossby waves in the atmosphere. These are large scale waves that result from the Earth’s rotation. Analytical methods including Laplace transforms, multiple scaling and asymptotic expansions are used to obtain approximate solutions that describe the propagation of the waves. Each fluid variable in the governing equation is written as the sum of a basic steady term and a time dependent perturbation. In previous related studies the basic flow was considered to be a function of the latitude only, but in this thesis we study a configuration where the basic flow varies slowly with respect to the zonal variable. This is a more realistic representation of the general circulation of the real atmosphere. The governing equation includes these small parameters and depending on the relative magnitude of these parameters the problem can be linear or nonlinear. We consider the scalings that lead to linear problems and derive an approximate solution in each case. These approximate solutions describe interactions between the waves and the basic flow.
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Chapter 1

Introduction

The study of the stability and propagation of waves in hydrodynamic flows has received a lot attention in the past century. Research on hydrodynamic stability has been motivated by the goal of understanding the transition from laminar (smooth and ordered) flow to turbulent (disordered) flow. Hydrodynamic stability theory is used to predict the behavior of the fluid flow before the onset of turbulence. In studying wave propagation, waves are generally considered to be perturbations on some basic flow. In linear stability theory, the wave amplitudes are assumed to be small enough so that the governing equations can be linearized with respect to perturbations. With larger wave amplitudes the problems are nonlinear, and interactions between waves and the basic flow can be studied. These nonlinear interactions sometimes lead to wave breaking and eventually to turbulence. Once the fluid flow becomes turbulent, special “turbulence models” are required (see any book on fluid dynamics such as Kundu and Cohen, 2002).

In studying waves in laminar flows it is often assumed that the basic flow is a
parallel shear flow. In rectangular coordinates $x$ and $y$, a parallel flow is one that has a velocity component in only one coordinate direction e.g. a flow with velocity $(U,0)$. The parallel flow is a shear flow if the velocity varies in the direction of the other coordinate, e.g., $(\bar{u}(y),0)$. To study wave propagation in a parallel shear flow the fluid velocity is written as the sum of the basic velocity $(\bar{u}(y),0)$ and the perturbation $(u',v')$. The velocity is usually taken to be the initial mean in the $x$-direction, with the mean being calculated over a wavelength in the $x$-direction. Equations for the perturbations are obtained, and since $\bar{u}(y)$ is specified one can solve for $u'$ and $v'$.

One situation that can lead to wave-mean flow interactions occurs if the mean velocity $\bar{u}(y)$ is equal to the phase speed of the waves at some value of $y$. This value of $y$ is called a critical line and it corresponds to a singularity in the linear equation for the perturbations. The singularity arises due to the assumptions that are made in simplifying the equations: that the equations are linear and there is no viscosity (friction). In order to obtain solutions near the singularity, a “critical layer” is defined around the critical line and either the viscous terms (Lin, 1966) or the nonlinear terms (Benney and Bergeron, 1969, Davis, 1969) are re-introduced to the equations within the critical layer, in order to remove the singularity. The procedure is analogous to that used to study boundary layers in fluid flows near solid boundaries. Once a solution is obtained in the critical layer it can be matched to the outer solution, i.e., the linear inviscid solution away from the critical line.

An alternative procedure for obtaining a solution in a shear flow with a critical layer is to allow the amplitude of the perturbations to be time dependent and thus remove the singularity from the linear inviscid equations. This method was used by
Dickinson (1970) and Warn and Warn (1976) to study the time evolution of Rossby waves propagating in the north-south direction in a horizontal plane. Rossby waves are planetary-scale waves that occur in the atmosphere and result from the effects of the rotation of the Earth, i.e., the Coriolis force.

In the time dependent problem studied by Dickinson (1970) and Warn and Warn (1976), the waves are forced by specifying a boundary condition periodic in the zonal or longitudinal ($x$) direction at some fixed latitude ($y$) corresponding to the northern boundary at some rectangular region on a horizontal plane. As a result of the boundary condition a Rossby wave periodic in $x$ direction and in time propagates southwards towards the critical line or the critical latitude. The solution can be obtained by taking a Laplace transform in the time variable. The solution shows that the wave amplitude is reduced to zero at the critical layer. The momentum flux of the waves is also reduced to zero, i.e., there is a jump in the wave momentum flux from one side of critical layer to the other. The physical interpretation of this discontinuity is that the waves are absorbed by the mean flow in the critical layer. However since the equations are linear the waves can not actually affect the mean flow.

In the nonlinear version of this problem (Stewartson 1978, Warn and Warn 1978) an approximate analytic solution in the form of asymptotic series can be found. Since the equations are nonlinear, the interaction between the waves and mean flow can be studied. The solution shows that the wave momentum flux goes to zero at the critical layer and the mean flow $\bar{u}(y)$ is modified accordingly in the critical layer. The physical interpretation of these changes is that the waves are absorbed by the mean flow, and as a result the mean flow is accelerated. In the nonlinear
problem this absorption of the waves occurs at early time. However, the nonlinear terms in the equation grow with time, and eventually they become the same order of magnitude as the linear terms. At late time the solution shows that the jump in the momentum flux at the critical layer becomes zero and eventually changes sign. This means that the waves are being reflected by the mean flow. Numerical solutions show that at late time the flow alternates between a state in which the waves are absorbed by the mean flow and one in which they are reflected (Béland, 1978, Campbell, 2004). Eventually, if the wave amplitudes are large enough, they overturn and break.

Critical layer phenomena are of great importance in the study of waves in geophysical flows, i.e., in the atmosphere and ocean, because the wave absorption and reflection that occur in critical layers lead to changes in the general circulation. Critical layers occur not only for Rossby waves but also for internal gravity waves, the small scale waves that result from the density stratification and buoyancy of the atmosphere and ocean. Booker and Bretherton (1967) derived analytic solutions for linear gravity waves in the presence of a critical layer and showed that gravity waves are also absorbed at their critical layers.

Brown and Stewartson’s (1982) analytic studies of the corresponding nonlinear problem show that gravity wave reflections can occur at late time. More recently nonlinear numerical simulations of Campbell and Maslowe (2003) show that at late time the flow alternates between absorption and reflection in a similar manner to that of the Rossby wave critical layer.

Critical layer theories may help in our understanding of certain phenomena observed in the atmosphere and ocean, for example, the quasi-biennial oscillation in the
equatorial stratosphere (Lindzen and Holton, 1968), stratospheric sudden warming in the northern hemisphere (Matsuno, 1971) and the dynamics of the southern ocean (Hughes, 1996). Observations of wave motion in the atmosphere illustrate critical layer absorption, for example (Holton, 1975, Fig 1.9, Hare, 1968), and critical layer reflection (Molteni et al, Brunet and Haynes, 1996).

The configuration studied by Stewartson (1978) and Warn and Warn (1978) in which the basic flow velocity is \((\bar{u}(y), 0)\) is a reasonable approximation for the flow in the stratosphere, i.e., the region in the atmosphere above 50km. In the stratosphere the basic flow is more or less zonally uniform, i.e., it varies with latitude \(y\) but is independent of \(x\), the zonal coordinate. However, Enomoto and Matsuda (1999) point out that in the troposphere, the lower region of the atmosphere, the zonal variations of the basic flow are generally not negligible and thus a more realistic basic flow in that region would be one that varies in the \(x\) direction as well as \(y\). Based on this observation, Enomoto and Matsuda carried out a numerical investigation of Rossby wave propagation in the presence of a critical layer in a zonally-varying basic flow. The basic flow was assumed to consist of a zonally-uniform and a zonally-varying component. A different reflection mechanism was found in their results. Because of the zonal variation in the flow, reflection could take place even in the linear problem where there was no wave induced mean flow.

Enomoto and Matsuda's numerical study is the motivation for the project described in this thesis. The goal of the thesis is to understand and more completely describe the critical layer behavior in the configuration where the basic flow varies in the zonal direction. In particular, we are interested in finding out whether there can be critical layer reflection of the waves in a linearized problem. In our inves-
tigation we shall use analytic techniques, Laplace transform, perturbation theory, asymptotic expansions and multiple scaling, to derive approximate solutions for this configuration. In our formulation there are three small parameters, which describe the amplitude of the waves relative to the basic flow, the magnitude of the zonally-varying component of the basic flow relative to the zonally-uniform part, and the zonal extent of the zonally-varying component. Each of these parameters could be chosen based on typical values in the real atmosphere. Depending on the relative magnitude of the three parameters, the problem can be either linear or nonlinear at leading order. We shall derive solutions for three of the linear configurations.

Our configuration differs from that of Enomoto and Matsuda in several respects, the most important being that we solve two-dimensional equations in a rectangular region in a horizontal plane while their model is based on the spherical coordinates. In spite of the differences in the model formulation we shall see that our conclusions are in qualitative agreement with theirs. In particular, we shall see that with a zonally-varying basic flow it is possible to have wave reflections at the critical layer even when the equations are linear, which is consistent with their conclusions.

An overview of the thesis is as follows: in chapter 2 we give a brief introduction to the equations of fluid dynamics and then describe the assumptions that lead to a governing equation that describes the propagation of forced Rossby waves in a two-dimensional horizontal plane. We also introduce and define some basic concepts that will be needed to clearly define our problem. In chapter 3 we describe the formulation that we shall use to study the zonally-varying basic flow. The equations are written in non-dimensional form and the three relevant parameters are defined. Chapter 4 describes the analytic procedure used to obtain approximate linear solu-
tions. Finally, in chapter 5 we discuss these solutions and give some suggestions for further related projects, including a discussion of the nonlinear configurations.
Chapter 2

The governing equations

2.1 Derivation of the Governing Equations

In this chapter we shall give a brief overview of the derivation of the governing equations for fluid flow and the assumptions that are made to obtain simplified equations describing the propagation of Rossby waves on a horizontal plane. To derive these equations we consider fluid motion in some region in space and time defined by a spatial variable \( \mathbf{x} \) and time \( t \). The vector \( \mathbf{x} \) could be defined in any coordinate system. Throughout this thesis we shall use rectangular Cartesian coordinates so \( \mathbf{x} = (x, y, z) \) where \( x \), \( y \) and \( z \) are the independent variables defined in the direction of longitude, latitude and altitude respectively. The dependent variables in the equations are the fluid properties, e.g. pressure \( p \), density \( \rho \), temperature \( T \) and velocity \( \mathbf{u} = (u, v, w) \).

First we need to introduce some basic concepts. An important concept is that of frame of reference. There are two types of reference frames for fluid motion,
the Eulerian and the Lagrangian. In the Eulerian frame the fluid properties are measured relative to the fixed coordinate axes. In the Lagrangian frame the fluid properties are measured following the fluid motion which means that if we study fluid within a control volume it moves with the fluid and thus always contains the same fluid particles. In general, the Lagrangian frame is preferred for deriving conservation laws. However, the Eulerian frame is more convenient for the present context and we shall use it here. In the Eulerian frame we introduce a special notation to define the rate of change of a property following the fluid motion. This rate of change is called the total derivative and is represented by the notation $\frac{D}{Dt}$. The total derivative is given by $\frac{D}{Dt} = \frac{\partial}{\partial t} + u \cdot \nabla$, where $\frac{\partial}{\partial t}$ is the ratio of change of the property in the fixed Eulerian frame with respect to time.

The governing equations for fluid motion are based on conservation laws for mass, momentum and energy which we shall describe in the following sections. A detailed derivation is given in fluid dynamics texts such as Kundu and Cohen (2002). In addition the state of a fluid can be specified by a relationship between pressure, temperature and density which is called the equation of state. For example, for a so-called perfect or ideal fluid the equation of state is $p = \rho RT$ where $R$ is the ideal gas constant, $\rho$ is the pressure and $T$ is the temperature. Dry air in the atmosphere can be considered as an ideal gas so this equation is valid for atmospheric flows.

2.1.1 Continuity Equation

According to the basic principles of physics, matter can neither be created nor destroyed so the mass of a closed system does not change with time. In the context
of fluid motion, the rate of mass flow into any volume $V$ must be equal to the rate of change of mass in $V$. To put this concept in mathematical terms, let us consider a fixed volume $V$, bounded by a closed surface defined in terms of rectangular coordinates $x, y, z$ in three-dimensions. Then the rate of change of mass in $V$ is given by

$$\frac{d}{dt} \int_V \rho dV = \int_V \frac{\partial \rho}{\partial t} dV$$

where $\rho(x, y, z, t)$ is the density. Also the rate of mass flow across the volume is

$$\int_A \rho \mathbf{u} \cdot d\mathbf{A}$$

where $d\mathbf{A} = \mathbf{n} dA$ with $\mathbf{n}$ being the unit outward normal vector to the surface and the scalar $dA$ being an area element on the surface $A$ of the volume $V$. So conservation of mass requires that:

$$\int_V \frac{\partial \rho}{\partial t} dV = - \int_A \rho \mathbf{u} \cdot d\mathbf{A} \quad (2.1)$$

By the divergence theorem,

$$\int_A \rho \mathbf{u} \cdot d\mathbf{A} = \int_V \nabla \cdot (\rho \mathbf{u}) dV \quad (2.2)$$

Putting (2.1) and (2.2) together gives

$$\int_V \left[ \frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{u}) \right] dV = 0$$

This relation is valid for an arbitrary volume, therefore the integrand should be zero at every point since $\rho$ and $\mathbf{u}$ are assumed to be continuous functions. The differential
equation for conservation of mass is

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{u}) = 0
\]  

(2.3)

This equation is referred to as the continuity equation. It should be stated that for an incompressible fluid for which \( \rho \) does not change with pressure, the continuity equation simply becomes \( \nabla \cdot \mathbf{u} = 0 \).

### 2.1.2 Momentum Equation

Newton’s second law of motion states that the rate of change of momentum of an object is equal to the sum of forces acting on it. This can be written as

\[
\frac{D}{Dt} (M \mathbf{u}) = \sum \mathbf{F}
\]

where \( M \) is the mass and \( \mathbf{F} \) represents forces acting on the system. For a fluid these forces could included the forces resulting from viscosity, gravity, compression or expansion, i.e., pressure, and in the case of geophysical flows, the Coriolis force which results from the rotation of the Earth. For an incompressible rotating fluid the equations for conservation of momentum in three-dimensional rectangular coor-
The equations are:

\[
\rho \left( \frac{D_u}{Dt} + f \ast w - f v \right) = -\frac{\partial p}{\partial x} + \frac{\partial \tau^{xx}}{\partial x} + \frac{\partial \tau^{xy}}{\partial y} + \frac{\partial \tau^{xz}}{\partial z} \\
\rho \left( \frac{D_v}{Dt} + f u \right) = -\frac{\partial p}{\partial y} + \frac{\partial \tau^{xy}}{\partial x} + \frac{\partial \tau^{yy}}{\partial y} + \frac{\partial \tau^{yz}}{\partial z} \\
\rho \left( \frac{D_w}{Dt} - f \ast u \right) = -\frac{\partial p}{\partial z} - \rho g + \frac{\partial \tau^{xz}}{\partial x} + \frac{\partial \tau^{yz}}{\partial y} + \frac{\partial \tau^{zz}}{\partial z}
\]

(2.4)

where \( f = 2\Omega \sin \phi \) is the Coriolis parameter and \( f_* = 2\Omega \cos \phi \) is the reciprocal Coriolis parameter, \( \Omega \) is the earth's angular velocity and \( \phi \) is the latitude, \( \rho \) is the density, \( p \) is the pressure, \( g \) is the acceleration due to gravity, and the \( \tau \) terms are normal and shear stresses due to viscosity. Processes of internal friction occur when different fluid particles move with different velocities so that there is relative motion between various parts of the fluid. Thus, the stress components can be expressed in terms of velocity gradients, and if the velocity gradients are assumed to be small the stress can be considered to be a linear function of the first derivatives only. These assumptions define a Newtonian fluid. The additional assumption that the fluid is isotropic, i.e., homogeneous, leads to the following expressions for the components of the stress.

\[
\tau^{xx} = \mu \left( \frac{\partial u}{\partial x} + \frac{\partial u}{\partial x} \right), \quad \tau^{yy} = \mu \left( \frac{\partial v}{\partial y} + \frac{\partial v}{\partial y} \right) \\
\tau^{zz} = \mu \left( \frac{\partial w}{\partial z} + \frac{\partial w}{\partial z} \right), \quad \tau^{xy} = \mu \left( \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} \right) \\
\tau^{xz} = \mu \left( \frac{\partial u}{\partial z} + \frac{\partial w}{\partial x} \right), \quad \tau^{yz} = \mu \left( \frac{\partial v}{\partial z} + \frac{\partial w}{\partial y} \right)
\]

(2.5)
The parameter $\mu$ is called the coefficient of dynamic viscosity. For incompressible fluids for which $\rho$ is constant, it is customary to define another constant $\nu = \frac{\mu}{\rho}$, which is called the coefficient of kinematic viscosity. We substitute the expression (2.5) into (2.4). For example in the first equation in (2.4) the viscous terms are

$$\frac{\partial}{\partial x} \left( \frac{\partial u}{\partial x} + \frac{\partial u}{\partial x} \right) + \frac{\partial}{\partial y} \left( \frac{\partial u}{\partial y} + \frac{\partial u}{\partial x} \right) + \frac{\partial}{\partial z} \left( \frac{\partial u}{\partial z} + \frac{\partial u}{\partial x} \right)$$

$$= \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} + \frac{\partial^2 u}{\partial z^2} + \frac{\partial}{\partial x} \left( \frac{\partial u}{\partial x} \right) + \frac{\partial}{\partial y} \left( \frac{\partial u}{\partial y} \right) + \frac{\partial}{\partial z} \left( \frac{\partial u}{\partial z} \right)$$

$$= \nabla^2 u + \frac{\partial}{\partial x} (\nabla \cdot \vec{u})$$

Since the flow is incompressible $\nabla \cdot \vec{u} = 0$ and so the viscous term is simply $\nabla^2 u$. Similarly in the second and the third equations in (2.4) the viscous terms are $\nabla^2 v$ and $\nabla^2 w$, respectively.

The momentum equations (2.4) can thus be written as

$$\left( \frac{Du}{Dt} + f_x w - f_v \right) = -\frac{1}{\rho} \frac{\partial p}{\partial x} + \nu \nabla^2 u \quad (2.6)$$

$$\left( \frac{Dv}{Dt} + f_u \right) = -\frac{1}{\rho} \frac{\partial p}{\partial y} + \nu \nabla^2 v \quad (2.7)$$

$$\left( \frac{Dw}{Dt} - f_x u \right) = -\frac{1}{\rho} \frac{\partial p}{\partial z} - g + \nu \nabla^2 w \quad (2.8)$$

Equations (2.6)-(2.8) are the Navier-Stokes equations for an incompressible rotating fluid flow. Geophysical flows are in general nearly inviscid and so one is justified in setting $\nu = 0$. The Navier-Stokes equations with $\nu$ set to zero are called the Euler equations.
2.1.3 Energy Equation

The first law of thermodynamics states that the rate of change of total energy is equal to the rate of work done by the system plus the rate of heat addition. In other words, the energy of any particle in the moving fluid does not change, when we consider adiabatic motion of the fluid in which the entropy remains constant. This law can be written as

$$\rho \frac{De}{Dt} = -p(\nabla \cdot u) + \Phi - \nabla \cdot q$$

(2.9)

where $e$ is the energy, the first term on the right hand side is the work done due to compression or expansion, $\Phi$ is the work done by friction forces, $q$ is the heat flux per unit area. Equations (2.3), (2.6)-(2.8) and (2.9) completely describe the evolution of the fluid. In general, however, it is complicated to solve these equations analytically unless many simplifying assumptions are made.

For incompressible inviscid flow the energy equation can be simplified. As we mentioned before for an incompressible fluid the continuity equation is $\nabla \cdot u = 0$. For an inviscid flow $\Phi = 0$. If the fluid also satisfies the perfect gas law then it can be shown that the energy $e$ is a linear function of temperature $T$. If it is also assumed that the heat flux $q$ satisfies Fourier’s law

$$q = -k \nabla \cdot T$$
then the energy equation can be written in terms of \( T \) in the form

\[
\frac{DT}{Dt} \sim \nabla \cdot T \tag{2.10}
\]

In this simplified problem we can solve for \( T \) independently of the other dependent variables \( u, v, w \) and \( \rho \). To solve for the velocity components we do not need to know \( T \). Since our problem deals with incompressible inviscid flow we will only consider (2.3) and (2.6)-(2.8).

### 2.2 Streamfunction and vorticity

For a two-dimensional incompressible fluid with velocity components \( u \) and \( v \) in the \( xy \)-plane the continuity equation becomes

\[
\nabla \cdot \mathbf{u} = \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} = 0,
\]

and the momentum equations are

\[
\begin{align*}
\left( \frac{Du}{Dt} - fv \right) &= -\frac{1}{\rho} \frac{\partial p}{\partial x} + \nu \nabla^2 u, \tag{2.11} \\
\left( \frac{Dv}{Dt} + fu \right) &= -\frac{1}{\rho} \frac{\partial p}{\partial y} + \nu \nabla^2 v. \tag{2.12}
\end{align*}
\]

We can use the continuity equation to define another fluid property called the streamfunction. The streamfunction \( \Psi \) serves as a scalar potential for the veloc-
ity and is defined as
\[
\frac{\partial \Psi}{\partial x} = v, \text{ and } \frac{\partial \Psi}{\partial y} = -u
\]
The lines of constant \( \Psi \) are everywhere tangent to the velocity field at a given time. Hence there is no flow perpendicular to them. These lines are streamlines.

We also define a fluid property called the vorticity that measures the extent of rotation in the fluid. The vorticity is defined as the curl of the velocity,

\[
\zeta \equiv \nabla \times u.
\]
In a two-dimensional flow, \( w = 0 \) and \( \frac{\partial}{\partial z} = 0 \), so the vorticity is related to the streamfunction by the vorticity defined as the \( z \) component of \( \nabla \times u \) so

\[
\zeta = \frac{\partial v}{\partial x} - \frac{\partial u}{\partial y} = \nabla^2 \psi
\]
(2.13)

The vorticity equation can be derived by manipulating the momentum equation (2.11)-(2.12). We differentiate equation (2.11) by \( y \) and (2.12) by \( x \). In order to eliminate the pressure gradient from the equations, we subtract the first from the second. Using the relation (2.13) gives the streamfunction-vorticity formulation

\[
\frac{D\zeta}{Dt} = (u \cdot \nabla)\zeta + \nu \nabla^2 \zeta - \frac{\partial f}{\partial y} \psi_x.
\]
(2.14)

Thus in terms of the streamfunction we get

\[
\nabla^2 \psi_t - \psi_x \nabla^2 \psi_y + \psi_y \nabla^2 \psi_x + \frac{\partial f}{\partial y} \psi_x = \nu \nabla^4 \psi
\]
(2.15)
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where the subscripts denote partial differentiation.

2.3 The Coriolis force and the $\beta$-plane approximation

If we consider an object in uniform motion, in a rotating system with the axis of rotation perpendicular to the plane of motion, the resulting path of the object would be a curved line with a direction opposite to the direction of coordinate rotation. The force that defines this curved path is the Coriolis force. In geophysical fluid dynamics, we consider the Earth to be a perfect sphere rotating around its north-pole to south-pole axis with rotation rate $\omega$. The angular velocity is given by

$$\Omega = (0, 2\omega \cos \phi, 2\omega \sin \phi) = (0, f_*, f)$$

as a vector along the rotation axis, $\omega$ is the rotation rate of the Earth and $\phi$ is the latitude. And also consider the absolute acceleration minus the centrifugal component $\frac{du}{dt} + 2\Omega \times u$ which has three components

$$\begin{align*}
\frac{du}{dt} + 2\omega \cos \phi w - 2\omega \sin \phi v \\
\frac{dv}{dt} + 2\omega \sin \phi u \\
\frac{dw}{dt} - 2\omega \cos \phi w
\end{align*}$$

(2.16)

The term $f = 2\Omega \sin \phi$ is called the Coriolis parameter and $f_* = 2\Omega \cos \phi$ is the reciprocal Coriolis parameter. In the northern hemisphere, $f$ is positive, at the
equator it is zero and it is negative in the southern hemisphere. $f_\ast$ is zero at the poles and positive in both hemispheres. To study wave motion in a horizontal plane we define a local Cartesian frame of reference by eastward and northward coordinates, $x$ and $y$, respectively. We can expand the Coriolis parameter in Taylor series about a fixed latitude $\phi_0$ as

$$f = f_0 + \beta y + \text{higher order terms},$$

where $\beta \equiv \left( \frac{df}{dy} \right)_{\phi_0}$ and $y = 0$ at $\phi_0$. If $L$ is the latitudinal scale of the motion, then in the expansion of $f$,

$$\frac{\beta L}{f_0} \sin \frac{\cos \phi_0 L}{\sin \phi_0 r}$$

Thus if the latitudinal scale is much smaller than the radius of the Earth, i.e., if $\frac{L}{r} \ll 1$, then $\frac{df}{dy} = \beta$ can be assumed to be constant. This approximation is called the $\beta$-plane approximation.

Substituting the $\beta$-plane approximation $f \sim f_0 + \beta y$ into the equation for conservation of potential vorticity and setting the viscosity to zero gives

$$\nabla^2 \Psi_t - \Psi_x \nabla^2 \Psi_y + \Psi_y \nabla^2 \Psi_x + \beta \Psi_x = 0 \quad (2.17)$$

This is the barotropic vorticity equation and it will be starting point for our analysis.
Chapter 3

Geophysical flows

3.1 Nondimensionalization

The starting point for this study is the barotropic vorticity equation (2.17) which was derived in chapter 2 and is in terms of dimensional variables and parameters. Let us represent these dimensional quantities as $x^*, y^*, t^*, \Psi^*$ and $\beta^*$. The dimensional Laplacian operator is the usual Laplacian operator in two variables $\nabla^{*2} = \frac{\partial^2}{\partial x^*^2} + \frac{\partial^2}{\partial y^*^2}$.

We write the equation as

$$\nabla^{*2}x^* + \Psi^*_{x^*} \nabla^{*2}x^* - \Psi^*_{y^*} \nabla^{*2}x^* + \beta^*x^* = 0,$$  \hspace{1cm} (3.1)

To allow comparisons between different scales in the problem we non-dimensionalize our equation with respect to typical length scales $L_x$ and $L_y$ in the zonal and meridional directions respectively and $U$ a typical velocity scale. The non-dimensional
variables (without asterisks) are defined in terms of the dimensional ones as:

\[ x = \frac{x^*}{L_x}, \quad y = \frac{y^*}{L_y}, \quad t = \frac{Ut^*}{L_x}, \quad \Psi = \frac{\Psi^*}{L_y U}, \quad \beta = \frac{L_y^2 \beta^*}{U}. \]

Substituting into (3.1) gives

\[
\frac{U^2}{L_x L_y} \nabla^2 \Psi_t + \frac{U^2}{L_x L_y} \Psi_x \nabla^2 \Psi_y - \frac{U^2}{L_x L_y} \Psi_y \nabla^2 \Psi_x + \frac{U^2 \beta}{L_x L_y} \Psi_x = 0,
\]

where we define the non-dimensional Laplacian operator \( \nabla^2 \) as

\[
\nabla^2 = L_y^2 \nabla^2 = \delta \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2},
\]

where \( \delta = L_y^2 / L_x^2 \) is the square of the aspect ratio. Multiplying by \( L_y L_x / U^2 \), the evolution of the flow is found to be described by the non-dimensional barotropic vorticity equation

\[
\nabla^2 \Psi_t + \Psi_x \nabla^2 \Psi_y - \Psi_y \nabla^2 \Psi_x + \beta \Psi_x = 0,
\]

where \( \Psi(x,y,t) \) is the total streamfunction and \( \beta \) is the non-dimensional gradient of planetary vorticity in the \( y \)-direction.

In perturbation theory, the total streamfunction is usually written as the sum of the mean part and the perturbation

\[
\Psi(x,y,t) = \bar{\Psi}_0(y) + \epsilon \psi(x,y,t).
\]
The corresponding velocity components for the mean flow and for the disturbance are 
\( \bar{u}(y) = -\bar{v}_0 y \) and \( u' = -\psi_y , v' = \psi_x \) respectively. The non-dimensional parameter \( \varepsilon \) is defined to be \( \varepsilon = \varphi / (L_y U) \) where \( \varphi \) is the dimensional amplitude of the forcing and \( \varepsilon \) therefore gives a measure of the amplitude of the disturbance relative to the magnitude of the basic flow. The equation for the perturbation streamfunction is

\[
\nabla^2 \psi_t + \bar{u}_0 \nabla^2 \psi_x + (\beta - \bar{u}_0') \psi_x + \varepsilon (\psi_x \nabla^2 \psi_y - \psi_y \nabla^2 \psi_x) = 0. \tag{3.5}
\]

This can be written in terms of the perturbation vorticity \( \zeta(x, y, t) = \nabla^2 \psi(x, y, t) \), as

\[
\zeta_t + \bar{u}_0 \zeta_x + (\beta - \bar{u}_0'') \psi_x + \varepsilon (\psi_x \zeta_y - \psi_y \zeta_x) = 0, \tag{3.6}
\]

If \( \varepsilon \ll 1 \) the equation can be linearized by setting \( \varepsilon = 0 \).

### 3.2 Critical layer

In this section we shall describe what a critical layer is and what happens to the solution near a critical layer. Setting \( \varepsilon = 0 \) in (3.5) gives the linear equation

\[
\left( \frac{\partial}{\partial t} + \bar{u}_0 \frac{\partial}{\partial x} \right) \nabla^2 \psi + (\beta - \bar{u}_0'') \frac{\partial}{\partial x} \psi = 0 \tag{3.7}
\]

If \( \psi \) is assumed to be sinusoidal in \( x \) and \( t \) it can be written in the form

\[
\psi(x, y, t) = \phi(y) e^{ik(x-ct)} + \text{c.c.} \tag{3.8}
\]
where $k$ is the zonal wavenumber, $c$ is the phase speed, both assumed to be real, and $\phi(y)$ is the complex amplitude of the streamfunction. By adding the complex conjugate we ensure that $\psi$ is real.

By substituting (3.8) into (3.7) we obtain an ordinary differential equation for the amplitude $\phi$:

$$\phi'' + \left( \frac{\beta - \bar{u}_0''}{\bar{u}_0 - c} - \delta k^2 \right) \phi = 0, \quad (3.9)$$

This equation is known as the Rayleigh-Kuo equation. The equation is singular at any point $y = y_c$, where $\bar{u}_0(y_c) = c$. Using the method of Frobenius to solve (3.9) gives two linearly independent series solutions near the singular point $y = y_c$.

$$\phi(y) = a\phi_a(y) + b\phi_b(y) \quad (3.10)$$

where $a$ and $b$ are constants. This solution is not valid at $y = y_c$ since at that point the zonal component of the perturbation velocity $u' = -\psi_y$ has a logarithmic singularity. Near the singular point $y_c$ the leading order term of the solution is $(y - y_c) \log(y - y_c)$. Lin (1966) derived this solution and then included viscosity in a critical layer around the singularity and derived a nonsingular critical layer solution. He showed that for negative $(y - y_c)$ the logarithm must be defined as

$$\log(y - y_c) = \log|y - y_c| + i\theta \, \text{sgn}(\bar{u}'_c)$$

with $\theta = -\pi$. This means that there is a “phase shift” of $\theta = -\pi$ across the critical layer.

The general solution of (3.9) is $\phi = a^\pm \phi_a(y) + b^\pm \phi_b(y)$, and the constants are
found by matching the inviscid outer solution and the viscous critical layer solution

\[ b^+ = b^- = b, \]

\[ a^+ - a^- = i\frac{(\beta - \bar{u}_c'' \theta)}{|\bar{u}_c'|} b\theta. \]

Consequently the streamfunction perturbation is discontinuous across the critical layer and there is a corresponding discontinuity in the wave momentum flux. Of particular interest is the meridional flux of wave momentum flux which is defined as \( \tilde{\rho} uv \) where \( \tilde{\rho} \) is the density of basic flow, \( u \) and \( v \) are the velocity components of the perturbation. In our configuration where \( \tilde{\rho} \) is constant it is customary to set \( \tilde{\rho} = 1 \) and consider the average of \( uv \) in the \( x \) direction. The average is defined over a zonal wavelength and we shall denote it by an overbar, as follows

\[ F(y,t) = -\frac{k}{2\pi} \int_0^{2\pi/k} uv dx = -\overline{uv} \quad (3.11) \]

This averaged momentum flux is called the Reynold’s stress. We first note that for waves that are sinusoidal in \( x, y \) and \( t \) the Reynold’s stress is constant. It is straightforward to show this. If we write \( \psi = A e^{i(kx+ly-kt)} + \text{c.c.} \) then

\[ u = -iAe^{i(kx+ly-kt)} + iA* e^{-i(kx+ly-kt)} \]

and

\[ v = iAe^{i(kx+ly-kt)} - iA* e^{-i(kx+ly-kt)} \]
\[ F = -uv = -2kl|A|^2 \]

is constant, and if \( k \) and \( l \) are positive, \( F \) is negative.

In the more general problem that we are studying

\[ \psi = \phi(y, t)e^{ikx} + \phi^*(y, t)e^{-ikx} \]

and the Reynold’s stress is a function of \( y \) and \( t \). Since we will be using the streamfunction as the dependent variable it will be convenient to write the momentum flux in terms of the streamfunction. The velocity components are

\[ u = -\Psi_y = -(\phi_y e^{ikx} + \phi_y^* e^{-ikx}) \]

and

\[ v = \Psi_x = ik\phi e^{ikx} - ik\phi^* e^{-ikx} \]

Thus,

\[ -uv = \Psi_x \Psi_y = ik\phi\phi_y e^{2ikx} - ik\phi^* \phi_y^* e^{-2ikx} + ik\phi\phi_y^* - ik\phi^* \phi_y \] (3.12)

Averaging over a wavelength \( 2\pi/k \) gives

\[ F = -\bar{uv} = ik\phi\phi_y^* - ik\phi^* \phi_y = 2k\text{Im}(\phi^* \phi_y) \] (3.13)

In the absence of a critical layer \( F \) is approximately constant (independent of \( y \))
if the wave amplitude is oscillatory in the $y$ direction, i.e., if $\phi \sim e^{i\psi}$. If $k$ and $l$ are positive $F$ is negative. In problems with critical layers the momentum flux is discontinuous across the critical layer, $F$ is negative between the forced boundary and the critical layer and the it goes to zero at the critical layer. So there is a jump in $F$ across the critical layer which we shall denote as $[F]$. It can be seen from (3.13) that the phase change is related to the Reynolds stress.

Dickinson (1970) and Warn and Warn (1976) studied the time dependent configuration where $\psi(x, y, t) = \phi(y, t)e^{ikx} + \text{c.c}$ and showed that in the limit as $t \to \infty$ a steady solution is obtained which is equal to the solution of the steady Rayleigh-Kuo equation. So for large time the time dependent solution has similar properties to the steady solution. The waves are absorbed at the critical layer, the momentum flux is negative between the forced boundary and the critical layer, and goes to zero at the critical layer. These conditions were also obtained in the numerical solutions of Béland (1976). In the nonlinear problem ($\varepsilon \neq 0$) the nonlinear solution behaves like the linear solution at early time, i.e., the critical layer, and as a result there is a change in the basic flow. To understand how the waves affect the basic flow we take the $x$ average of equation (3.4) by integrating each term with respect to $x$ over one wavelength. Let us define $\bar{u}(y, t) = \overline{\Psi_y(x, y, t)}$ to be the mean velocity at time $t$. After averaging equation (3.4) and simplifying we obtain

$$\frac{\partial \bar{u}}{\partial t} = \varepsilon^2 \frac{\partial (-\bar{w})}{\partial y} = \varepsilon^2 \frac{\partial F}{\partial y}. \quad (3.14)$$

This means that in regions where $F$ is constant the mean flow does not change with time, i.e., $\bar{u}(y, t) = \bar{u}_0(y)$ the initial mean velocity. Across the critical layer, there is
a jump in $F$ and so the mean flow changes with time in the critical layer. Since $F$ is negative above the critical layer and zero below, $[F]$ is positive and so the mean flow is accelerated.
Chapter 4

Formulation of the problem for a zonally-varying basic flow

4.1 Derivation of the equation

To study wave propagation we make use of the perturbation method in which each field variable is written as the sum of a basic steady part and a time dependent perturbation that represents the local deviation of the field from the basic part. Thus if $\Psi(x, y, t)$ is the total streamfunction, it can be written as the sum of a contribution from the steady basic flow and a time dependent perturbation which is considered to be a periodic function. The basic flow streamfunction is usually assumed to be a function of $y$ only and it is taken to represent the initial zonal mean value of the total streamfunction $\Psi(x, y, t)$

$$
\Psi(x, y, t) = \bar{\Psi}(y) + \varepsilon \psi(x, y, t),
$$

(4.1)
The basic flow velocity is $(\bar{u}_0(y), 0)$ where $\bar{u}_0(y) = -\bar{\psi}_0y$. This is the configuration studied by Stewartson (1978) and Warn and Warn (1978). It is a reasonable approximation for the flow in the stratosphere, i.e., the region in the atmosphere above 50km. In the stratosphere the basic flow is more or less zonally uniform, i.e., it varies with latitude $y$ but is independent of $x$, the zonal coordinate. However, Enomoto and Matsuda (1999) point out that in troposphere, the lower region of the atmosphere, the zonal variations of the basic flow are generally not negligible and thus a more realistic basic flow in that region would be one that varies in the $x$ direction as well as in $y$. Based on this observation Enomoto and Matsuda carried out a numerical investigation of Rossby wave propagation in the presence of a critical layer in a zonally-varying basic flow. The basic flow was assumed to consist of a zonally-uniform and a zonally-varying component. A different reflection mechanism was found in their results: because of the zonally-varying flow, reflection could take place even in the linear problem where was no wave induced mean flow.

In this thesis we examine a configuration in which the basic flow depends on $x$ as well as $y$, but its variation in the $x$-direction is slow compared with its variation in the $y$-direction. At this point we shall assume that the basic flow has an extra component of the form $\gamma \bar{\psi}_1(\mu x, y)$ where $\mu$ and $\gamma$ are nondimensional parameters and both are assumed to be much smaller than unity, so that the total streamfunction is

$$\Psi(x, y, t) = \bar{\psi}_0(y) + \gamma \bar{\psi}_1(\mu x, y) + \varepsilon \psi(x, y, t).$$

(4.3)

It is assumed that $\bar{\psi}_0, \bar{\psi}_1$ and $\psi$ are $O(1)$ so that, as before, the parameter $\varepsilon$ gives
a measure of the magnitude of the perturbation relative to that of the basic flow. The parameter $\gamma$ measures the magnitude of the zonally-varying component of the basic flow relative to the zonally-uniform part, while $\mu$ defines the slow variation of the zonally-varying flow with respect to $x$.

To solve for $\psi$ with given $\bar{\psi}_0$ and $\bar{\psi}_1$, we substitute (4.3) into (3.4). We will use the method of multiple scaling and a new variable $X = \mu x$ to define the slow variation in $x$. We will refer to $X$ as the slow variable and $x$ as the fast variable. We will see that $\psi$ has to depend on $X$ also, so we will write

$$\Psi(x, X, y, t) = \bar{\psi}_0(y) + \gamma \bar{\psi}_1(X, y) + \varepsilon \psi(x, X, y, t),$$

(4.4)

The basic flow velocity has components $u_0(y) = -\bar{\psi}_0'(y)$ for the zonally-uniform part and $u_1(X, y) = -\bar{\psi}_1_y$ and $v_1(X, y) = \mu\gamma \bar{\psi}_{1X}$ for the zonally-varying part. This means that the $y$ component of the basic flow is non-zero but small relative to the $x$ component. The basic flow is weakly non-parallel. This is one of the characteristics of boundary layer flow. In fact, our configuration could be generalized and used to study wave propagation in boundary layer flow over a solid boundary.
Substituting (4.4) into (3.4) gives

\[ \nabla^2 \psi_t + u_0 \nabla^2 \psi_x + (\beta - u_0') \psi_x \quad I \]
\[ + \epsilon (\psi_x \nabla^2 \psi_y - \psi_y \nabla^2 \psi_x) \quad II \]
\[ + \mu (\bar{u}_0 \nabla^2 \psi_X + (\beta - \bar{u}_0') \psi_X) \quad III \]
\[ + \gamma (\psi_x \nabla^2 \psi_{1y} - \bar{\psi}_{1y} \nabla^2 \psi_x) \quad IV \]
\[ + \gamma \mu \epsilon^{-1} (\bar{u}_0 \nabla^2 \bar{\psi}_{1X} + (\beta - \bar{u}_0'') \bar{\psi}_{1X}) \quad V \]
\[ + \gamma (\bar{\psi}_{1X} \nabla^2 \psi_y - \psi_y \nabla^2 \bar{\psi}_{1X}) + \gamma \mu (\psi_X \nabla^2 \bar{\psi}_{1y} - \bar{\psi}_{1y} \nabla^2 \psi_X) \quad VI \]
\[ + \gamma^2 \mu \epsilon^{-1} (\bar{\psi}_{1X} \nabla^2 \bar{\psi}_{1y} - \bar{\psi}_{1y} \nabla^2 \bar{\psi}_{1X}) \quad VII \]
\[ + \epsilon \mu (\psi_X \nabla^2 \psi_y - \psi_y \nabla^2 \psi_X) = 0 \quad VIII \]

The terms are grouped according to the parameter multiplying them and labeled as (I) order 1 terms, (II) \( O(\epsilon) \) terms, (III) \( O(\mu) \) terms, (IV) \( O(\gamma) \) terms, (V) \( O(\gamma \mu \epsilon^{-1}) \), (VI) \( O(\gamma \mu) \), (VII) \( O(\gamma^2 \mu \epsilon^{-1}) \) and (VIII) \( O(\epsilon \mu) \) terms. Depending on the relative magnitude of the three parameters \( \epsilon, \gamma \) and \( \mu \) we can obtain a different balance between the terms (II)-(VIII). We have summarized all the different possible scalings for these three parameters in Table 4.1. The Laplacian operator which is defined as (3.3) can be written in terms of \( x, X \) and \( y \) as

\[ \nabla^2 = \frac{\partial^2}{\partial y^2} + \delta \frac{\partial^2}{\partial x^2} + \delta \mu^2 \frac{\partial^2}{\partial X^2}. \]

We will only study the case where \( \delta \ll \epsilon, \delta \ll \mu, \delta \ll \gamma \) and \( \delta \ll \gamma \mu \epsilon^{-1} \) so that we can set \( \delta = 0 \) and omit the \( x \) derivative in the Laplacian operator.

If \( \delta \) is as large as the other parameters we need to include the \( x \) derivative in
the Laplacian. However at leading order the qualitative behavior of the solution is unchanged by including these $x$ derivatives in the linear problem. Campbell (2004) derived analytic solutions for a configuration with $\delta = 0$ and found that the results were in very good agreement with numerical results obtained with larger values of $\delta$. We also rule out the possibility that $(\varepsilon \ll \mu \ll \gamma)$ or $(\varepsilon \ll \gamma \ll \mu)$, since these inequalities both lead to a situation where $\gamma \mu \varepsilon^{-1} > O(1)$ and so the term $V$ is larger than the term $I$. The scalings that ensure that $\varepsilon \ll O(1), \mu \ll O(1), \gamma \ll O(1)$ and $\gamma \mu \varepsilon^{-1} \ll O(1)$ are listed in Table 4.1. The leading order terms are shown in the third column.

<table>
<thead>
<tr>
<th>Case</th>
<th>Scaling 1</th>
<th>Scaling 2</th>
<th>Linear/Nonlinear</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\mu \ll \varepsilon \ll \gamma$</td>
<td>$\gamma$</td>
<td>linear</td>
</tr>
<tr>
<td>2</td>
<td>$\varepsilon \ll \gamma = \mu$</td>
<td>$\gamma \mu \varepsilon^{-1}$</td>
<td>linear</td>
</tr>
<tr>
<td>3</td>
<td>$\mu = \varepsilon \ll \gamma, \gamma \mu \varepsilon^{-1}$</td>
<td>linear</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>$\varepsilon = \gamma \ll \mu, \mu \gamma \mu \varepsilon^{-1}$</td>
<td>linear</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>$\gamma \ll \varepsilon \ll \mu$</td>
<td>$\mu$</td>
<td>linear</td>
</tr>
<tr>
<td>6</td>
<td>$\mu \ll \varepsilon \ll \gamma$</td>
<td>$\varepsilon, \gamma$</td>
<td>nonlinear</td>
</tr>
<tr>
<td>7 (a)</td>
<td>$\mu = \gamma \ll \varepsilon$</td>
<td>$\varepsilon$</td>
<td>nonlinear</td>
</tr>
<tr>
<td>7 (b)</td>
<td>$\mu \ll \gamma \ll \varepsilon$</td>
<td>$\varepsilon$</td>
<td>nonlinear</td>
</tr>
<tr>
<td>7 (c)</td>
<td>$\gamma \ll \mu \ll \varepsilon$</td>
<td>$\varepsilon$</td>
<td>nonlinear</td>
</tr>
<tr>
<td>8</td>
<td>$\mu = \gamma = \varepsilon$</td>
<td>$\varepsilon, \gamma, \mu$</td>
<td>nonlinear</td>
</tr>
<tr>
<td>9</td>
<td>$\gamma \ll \mu = \varepsilon$</td>
<td>$\varepsilon, \mu$</td>
<td>nonlinear</td>
</tr>
</tbody>
</table>

Table 4.1: Parameter scaling

Cases 1-5 give all the possible linear scalings and correspond to situations where the effects of the zonal variation are greater than the effects of nonlinearity. That excludes the case where $\gamma \ll \varepsilon \ll \mu$. For case 5 where $\gamma \ll \varepsilon \ll \mu$ we shall see that
the zonal variation does not affect the solution. This is described in section 5.2. We shall examine cases 1, 2, 3 and 4 in detail in sections 5.3-5.5 and derive approximate solutions based on the largest terms in the linear equation in each case.

Case 7 gives the nonlinear equation comprising I and II. It corresponds to a situation where the effects of nonlinearity dominate. This is the problem that was studied by Warn and Warn (1978). We shall discuss it in chapter 6. Cases 8, 9 give scalings that include both the nonlinear terms and the terms arising from the zonal variation of the basic flow. In that case the solution would include terms representing both effects.

### 4.2 Linear scalings

We shall consider all 5 linear cases. For the moment the cases of interest are cases 1, 2, 3. Cases 1, 2 and 3 are correspond to: (1) \( \mu \ll \varepsilon \ll \gamma \), (2) \( \varepsilon \ll \gamma = \mu \), (3) \( \mu = \varepsilon \ll \gamma \), (4) \( \varepsilon = \gamma \ll \mu \). Case 1 corresponds to a case where \( \mu = \varepsilon^p, \gamma = \varepsilon^q \) with \( p > 1, q > 1 \). The largest terms in (4.5) are the (I) terms which are \( O(1) \), followed by the (III) which are \( O(\gamma) \), and all the remaining terms are of \( O(\gamma^2) \) or higher. In case 2 we can choose for example, \( \varepsilon = \gamma^p = \mu^p \ll 1 \) with \( p > 1 \), so the largest terms in (4.5) are (I) followed by the \( O(\gamma \mu e^{-1}) \) (III). Case 3 corresponds to a case where \( \mu = \varepsilon = \gamma^p \ll 1 \) with \( p > 1 \), so that the largest terms are the terms \( O(1) \), followed by the \( O(\gamma) \) terms (II) and the \( O(\gamma \mu e^{-1}) \) terms (V) which are also \( O(\gamma) \).

We shall see in section 5.2 that in case 5 the \( O(\mu) \) terms are zero so up to that order the solution is comprises just the \( O(1) \) part. Case 4 is considered in section 5.5. In each of these balances, some of the terms arising from the zonal variations
in the basic flow are larger than nonlinear terms. These balances thus allow us the
opportunity to examine the effect of the basic flow zonal variation in the context of
a linear problem. In chapter 5 we derive solutions for each of these cases. For case
1 after linearization we have the equation

\[ \nabla^2 \psi_t + \bar{u}_0 \nabla^2 \psi_x + (\beta - \bar{u}_0') \psi_x + \gamma (p_x \nabla^2 \bar{\psi}_{1y} - \bar{\psi}_{1y} \nabla^2 \psi_x) = 0 \]  

(4.6)

For case 2 the linear equation is

\[ \nabla^2 \psi_t + \bar{u}_0 \nabla^2 \psi_x + (\beta - \bar{u}_0'') \psi_x + \gamma (\bar{u}_0 \nabla^2 \bar{\psi}_{1x} + (\beta - \bar{u}_0') \bar{\psi}_{1x}) = 0 \]  

(4.7)

For case 3 the linear equation is

\[ \nabla^2 \psi_t + \bar{u}_0 \nabla^2 \psi_x + (\beta - \bar{u}_0'') \psi_x + \gamma (\psi_x \nabla^2 \bar{\psi}_{1y} - \bar{\psi}_{1y} \nabla^2 \psi_x) + \gamma (\bar{u}_0 \nabla^2 \bar{\psi}_{1x} + (\beta - \bar{u}_0') \bar{\psi}_{1x}) = 0 \]  

(4.8)

We solve each of these linear equations by writing the solution in powers of the
parameter \( \gamma \)

\[ \psi \sim \psi^{(0)} + \gamma \psi^{(1)} + \ldots \]

Substituting this form into the linear equation in each case gives a series of equations
for \( \psi^{(0)}, \psi^{(1)} \) and \( \ldots \) which are solved successively. In each case, the \( O(1) \) equation
is

\[ \nabla^2 \psi_t^{(0)} + \psi_x^{(0)} (\beta - \bar{u}_0'') + \bar{u}_0 \nabla^2 \psi_x^{(0)} = 0 \]

Once this equation is solved we substitute it into the \( O(\gamma) \) equation to obtain \( \psi^{(1)} \)
in each case. The $O(1)$ equation is the linear equation that is obtained in the configuration where the basic flow is zonally-uniform ($\varepsilon = \mu = \gamma = 0$). We shall describe its solution in the next section.

### 4.3 Solution of the $O(1)$ equation

For a zonally-uniform linear Rossby wave in shear flow $\bar{u}_0(y)$, $\varepsilon = \mu = \gamma = 0$, the solution is $\psi = \psi^{(0)}$, and we only have the $O(1)$ equation

$$\nabla^2 \psi_t + \bar{u}_0 \nabla^2 \psi_x + (\beta - \bar{u}_0^\prime) \psi_x = 0. \quad (4.9)$$

Warn and Warn (1976) solved this equation for the special case in which $\bar{u}_0 = y$ and the aspect ratio $L_y/L_x$ is small enough so that $\delta$ can be set to zero in the Laplacian operator. Campbell and Maslowe (1998) extended Warn and Warn’s solution to take into account a forcing in the form of a spatially localized wave packet. In this section we give an overview of the derivation of the solution for our configuration following the procedure used by Campbell and Maslowe (1998).

In general, equation (4.9) can be solved by writing

$$\psi(x,y,t) = \phi(y,t)e^{ikx} + \text{c.c.},$$

to give an equation for $\phi(y,t)$ and then taking a Laplace transform in time, and applying the method of Frobenius to find the first few terms in the series solution of the transformed equation. In the special case where $\delta = 0$ and $\bar{u}_0$ is a linear function of $y$, the transformed equation can be solved exactly and the solution can...
be represented in terms of modified Bessel functions. In the linear problem, the qualitative behavior of the solutions is unchanged by considering this special case (Campbell, 2004). There is no loss in generality in setting $\beta = 1$. To do that we will derive the nondimensional variables $y$ and $t$ in terms of the dimensional variables $y^*$ and $t^*$ by $y = y^*/(\beta L_y)$ and $t = \beta U t^*/L_x$. In summary, the assumptions made in this special case are

$$\delta = 0, \quad \beta = 1, \quad \bar{u}_0 = y.$$  \hfill (4.10)

The $O(1)$ equation (4.9) then becomes

$$\left( \frac{\partial}{\partial t} + y \frac{\partial}{\partial x} \right) \psi_{yy} + \psi_x = 0.$$  \hfill (4.11)

We solve this equation on a semi-infinite rectangular region $-\infty < y \leq y_1$ and $0 \leq x \leq 2\pi$. A sinusoidal boundary condition

$$\psi(x, y, t) = e^{ikx} + \text{c.c.}$$

is applied at $y = y_1$. This is intended to represent the forcing of Rossby waves at northern latitudes and propagating southwards. The boundary condition implies that the solution of the linear problem is of the form

$$\psi(x, y, t) = \phi(y, t)e^{ikx} + \text{c.c.}$$  \hfill (4.12)

We require that $\psi \to 0$ as $y \to -\infty$ and that the solution be bounded for all time.
Substituting (4.12) into (4.11), gives

\[
\left( \frac{\partial}{\partial t} + iky \right) \phi_{yy} + ik\phi = 0 \tag{4.13}
\]

with boundary condition \( \phi(y_1, t) = 1 \) and initial condition \( \phi_{yy} = 0 \) at \( t = 0 \), i.e., that the vorticity is zero at \( t = 0 \).

To solve (4.13) we take a Laplace transform in \( t \), and we obtain

\[
(s + iky)\tilde{\phi}_{yy} + ik\tilde{\phi} = 0 \tag{4.14}
\]

where \( \tilde{\phi}(y, s) = \mathcal{L}[\phi(y, t)] \), with boundary condition \( \tilde{\phi}(y_1, s) = \frac{1}{s} \). This equation can be transformed into a modified Bessel equation by making the substitution \( Y = y - \frac{is}{k} \) and \( w = 2\tilde{\phi}/s \). By letting \( z = (-Y)^{1/2} \) we find that the solution of (4.14) is

\[
\tilde{\phi} = azK_1(2z) + bzI_1(2z), \tag{4.15}
\]

where \( K_1 \) and \( I_1 \) are modified Bessel functions of order 1. For the solution to be bounded as \( y \to -\infty \), the constant \( b \) must be zero. Applying the boundary condition at \( y = y_1 \) gives

\[
\tilde{\phi}^{(0)} = \frac{1}{s} \frac{(is/k - y)^{1/2}K_1(2(is/k - y)^{1/2})}{(is/k - y_1)^{1/2}K_1(2(is/k - y_1)^{1/2})}, \tag{4.16}
\]

and \( \psi^{(0)} \) can be found by taking an inverse Laplace transform. Let us first define

\[
F(s) = \frac{(is/k - y)^{1/2}K_1(2(is/k - y)^{1/2})}{(is/k - y_1)^{1/2}K_1(2(is/k - y_1)^{1/2})}
\]
so that

\[ \phi^{(0)}(t) = \mathcal{L}^{-1} \left[ \frac{F(s)}{s} \right] = \frac{1}{2\pi i} \int_{\alpha-i\infty}^{\alpha+i\infty} e^{st} \frac{(\frac{t^2}{k^2} - y)^{1/2} K_1(2(\frac{t^2}{k^2} - y)^{1/2})}{s (\frac{t^2}{k^2} - y_1)^{1/2} K_1(2(\frac{t^2}{k^2} - y_1)^{1/2})} \, ds \]  

(4.17)

The contour of integration is chosen to lie to the right of all the singularities of the integrand in order to ensure that the integrand is bounded for \( t > 0 \). The integrand has a pole at \( s = 0 \) and two branch points \( s = -iky \) and \( s = -iky_1 \). The residue at the pole is found to be

\[ \lim_{s \to 0} s \left[ \frac{F(s)}{s} \right] = \frac{(-y)^{1/2} K_1(2(-y)^{1/2})}{(-y_1)^{1/2} K_1(2(-y_1)^{1/2})}. \]  

(4.18)

To evaluate the contribution to the integral from the branch points, we integrate around the closed contour shown in Fig A.1. The details are given in Appendix A.

The contribution from the branch point \( s = -iky \) is found to be

\[ I \sim i\pi \frac{e^{-ikyt}}{t^2 k^2 y(y - y_1)^{1/2} K_1(2(y - y_1)^{1/2})}, \]  

(4.19)

while the contribution from the branch point \( s = -iky_1 \) is found to be

\[ I' \sim -4i\pi \frac{e^{-ikyt}}{t^2 k^2 y_1(y_1 - y)^{1/2} K_1(2(y_1 - y)^{1/2})}. \]  

(4.20)
According to Cauchy's theorem the integral of (4.17) is the sum of

\[
\phi^{(0)} \sim \frac{(-y)^{1/2} K_1(2(-y)^{1/2})}{(-y_1)^{1/2} K_1(2(-y_1)^{1/2})} e^{-ikyt} \\
+ \frac{2t^2 k^2 y(y - y_1)^{1/2} K_1(2(y - y_1)^{1/2})}{y_1 k^2} \\
+ 2 \frac{e^{ikyt}(y_1 - y)^{1/2} K_1(2(y_1 - y)^{1/2})}{t^2 y_1 k^2}
\]

(4.21)

Thus the solution of equation (4.9) can be written as

\[
\psi^{(0)} = e^{ikx} \left[ h_1^{(0)}(y) + \frac{e^{-ikyt}}{t^2} h_2^{(0)}(y) + \frac{e^{-ikyt}}{t^2} h_3^{(0)}(y) \right] + \text{c.c.}
\]

(4.22)

where

\[
h_1^{(0)}(y) = \frac{(-y)^{1/2} K_1(2(-y)^{1/2})}{(-y_1)^{1/2} K_1(2(-y_1)^{1/2})}
\]

(4.23)

\[
h_2^{(0)}(y) = -\frac{1}{2k^2 y(y - y_1)^{1/2} K_1(2(y - y_1)^{1/2})}
\]

(4.24)

\[
h_3^{(0)}(y) = \frac{2(y_1 - y)^{1/2} K_1(2(y_1 - y)^{1/2})}{y_1 k^2}
\]

(4.25)

For small \( z \) the modified Bessel function \( K_1 \) can be written as

\[
K_1(z) = \frac{1}{2} \left( \frac{1}{2} z \right)^{-1} \log \left( \frac{1}{2} z \right) I_1(z) + \cdots
\]

This tells us that \( h_1^{(0)}(y) \) and \( h_2^{(0)}(y) \) are singular at \( y = 0 \). As \( y \to 0 \), \( h_1^{(0)}(y) \sim O(y \log y) \) and \( h_2^{(0)}(y) \sim O(y) \). Thus, the solution (4.22) breaks down near the critical latitude \( (y = 0) \). In the limit as \( t \to \infty \) the time dependent terms in (4.22)
vanish and a steady singular solution is obtained. In the more general problem without the assumptions (4.10), the steady solution obtained in the limit $t \to \infty$ is the solution (3.10), which behaves like $(y - y_c) \log(y - y_c)$ as $y \to y_c$. Thus the critical layer behavior of the solution is unchanged by having made the assumptions (4.10). Around $y = y_c$ a critical layer is defined and the inner solution is found there.

In our problem where $\bar{u}_0 = y$ the critical layer is defined around $y = 0$. 
Chapter 5

Derivation of the linear solutions

5.1 The zonally-varying flow

In this chapter we derive approximate solutions for the linear equations (4.6), (4.7), (4.8) and also case (4) starting with case 1. As in section 4.3 we consider the configuration given by the assumptions (4.10). We need to specify the form of the zonally-varying part of the basic flow $\tilde{\psi}_1(\mu x, y)$.

First let us define the variable $X = \mu x$. Since $\mu \ll 1$, $X$ varies slowly compared with $x$. We shall refer to $X$ as the slow $x$-variable and $x$ as the fast $x$-variable. We require that the solution $\psi \to 0$ as $X \to \pm \infty$ and is bounded as $y \to -\infty$ so must specify that

$$\tilde{\psi}_1(X, y) \to 0 \text{ as } X \to \pm \infty$$

and

$$\tilde{\psi}_1(X, y) \to 0 \text{ as } y \to -\infty.$$
Moreover since we wish to compare our results with the conclusions of Enomoto and Matsuda (1999) we choose $\tilde{\psi}_1(X,y)$ to be a function that can be written as a product of a function of $X$ that goes to zero as $X \to \pm \infty$ and a function of $y$ that goes to zero as $y \to -\infty$.

In order to derive explicit expressions for our solutions we shall define $\tilde{\psi}_1(X,y) = B(y)e^{-X^2}$. The solution described in this chapter also could be obtained by specifying the more general form $\tilde{\psi}_1(X,y) = B(y)A(X)$ provided

$$A \to 0 \text{ as } X \to \pm \infty.$$ 

We shall leave the function $B(y)$ unspecified but restrict it to be nonsingular for all $-\infty < y \leq y_1$ to ensure that it does not contribute to the singular critical layer behavior of the solution.

### 5.2 The $O(\mu)$ term

In chapter 4 we derived the solution of the $O(1)$ equation. With the specified boundary condition, the $O(1)$ solution depends on $x$, $y$ and $t$ but is independent of slow variable $X$. In this section we consider the case 5 in which $\gamma \ll \varepsilon \ll \mu$ and the leading order terms are

$$\nabla^2 \psi_t + \bar{u}_0\nabla^2 \psi_x + (\beta - \bar{u}_0)\psi_x + \mu(\bar{u}_0\nabla^2 \psi_X + (\beta - \bar{u}_0)\psi_X) = 0 \quad (5.1)$$
We seek the solution in powers of $\mu$,

$$\psi \sim \psi^{(0)} + \mu\psi^{(1)} + \ldots$$  \hfill (5.2)

and substitute into equation (5.1). At leading order we get an equation for $\psi^{(0)}$ with solution (4.22). At $O(\mu)$ we obtain

$$\psi_{yyt}^{(1)} + \bar{u}_0\psi_{yyx}^{(1)} + (\beta - \bar{u}_0')\psi_x^{(1)} + \mu \left[ \bar{u}_0\psi_{yy}^{(0)} + (\beta - \bar{u}_0')\psi_X^{(0)} \right] = 0$$  \hfill (5.3)

Since $\psi^{(0)}$ is independent of $X$ the $O(\mu)$ term is zero. To solve for $\psi^{(1)}$ substitute

$$\psi^{(1)}(x, X, y, t) = e^{ikx}\phi^{(1)}(X, y, t)$$

and then take a Laplace transform of the resulting equation. After applying the boundary condition it turns out that $\psi^{(1)} = 0$.

### 5.3 Case 1

In this section we derive an approximate solution for case 1. The leading order terms in the governing equation in that case are $I$ and $IV$ so the equation is

$$\nabla^2 \psi_t + \bar{u}_0 \nabla^2 \psi_x + (\beta - \bar{u}_0'')\psi_x + \gamma(\psi_x \nabla^2 \bar{\psi}_{1y} - \bar{\psi}_{1y} \nabla^2 \psi_x) = 0$$  \hfill (5.4)
We seek a solution in powers of $\gamma$

$$\psi \sim \psi^{(0)} + \gamma \psi^{(1)} + \ldots \quad (5.5)$$

Substitution of this series into (5.4) gives a series of equations for $\psi^{(0)}$, $\psi^{(1)}$, $\ldots$ which are solved successively. At $O(1)$ the solution for $\psi^{(0)}$ is the same as equation (4.22).

At $O(\gamma)$ the equation for $\psi^{(1)}$ is non-homogeneous with the non-homogeneous term being dependent on the known function $\tilde{u}_1(X, y) = B(y)e^{-x^2}$ (the basic flow) and on the $O(1)$ solution $\psi^{(0)}$ which is given in equation (4.22). The equation for $\psi^{(1)}$ is

$$\nabla^2 \psi^{(1)}_t + u_0 \nabla^2 \psi^{(1)}_x + (\beta - u^{''}_0) \psi^{(1)}_x = -(\psi^{(0)}_x \nabla^2 \psi^{(1)}_y - \psi^{(1)}_y \nabla^2 \psi^{(0)}_x) \quad (5.6)$$

As before, we make the assumptions (4.10). At this order, the disturbance stream function is written in the form

$$\psi^{(1)} = \phi^{(1)}(X, y, t)e^{ikx} + \text{c.c.},$$

and we obtain the following equation for the amplitude $\phi^{(1)}$:

$$\left( \frac{\partial}{\partial t} + iky \right) \phi^{(1)} + \phi^{(1)} = ike^{-x^2}N(y, t), \quad (5.7)$$

where

$$N(y, t) = B'(y)\phi^{(0)}_{yy}(y, t) - B''''(y)\phi^{(0)}(y, t). \quad (5.8)$$
To solve (5.7) we take the Laplace transform with respect to \( t \). The result is

\[
\left( y - \frac{is}{k} \right) \hat{\phi}_{yy}^{(1)} + \hat{\phi}^{(1)} = ike^{-x^2} \tilde{N}(y, s),
\]

(5.9)

where \( \hat{\phi}^{(1)}(y, s) = \mathcal{L}[\phi^{(1)}(y, t)] \) and \( \tilde{N}(y, s) = \mathcal{L}[N(y, t)] \).

We then use the method of variation of parameters to solve (5.9). The details of the solution procedure are given in Appendix B. The solution \( \hat{\phi}^{(1)}(y, s) \) is the sum of the homogeneous equation and a particular solution of the non-homogeneous equation.

Up to this point we have not specified the function \( B(y) \). However the solution can not be simplified any further without specifying the function \( B(y) \). Since \( B(y) \) is required to be a smooth function with no singularity its choice does not affect the qualitative behavior of the inner solution. Since \( B \) is nonsingular near \( y = 0 \), \( B(y) \) can be approximated by the first few terms in the Taylor series as \( y \to 0 \).

\[
B(y) \sim b_0 + b_1 y + O(y^2)
\]

Thus for small \( y \), the leading order term in the function \( N(y, t) \) is \( b_1 \phi_{yy}^{(0)} \). In Appendix B.1 we make this approximation to simplify the solution for \( \psi^{(1)} \). In that case the solution takes the form

\[
\psi^{(1)} \sim e^{ikx} h_1^{(1)}(y) + O(\frac{1}{t})
\]

(5.10)

where

\[
h_1^{(1)} = b_1 e^{-x^2} \left[ \frac{G(2(-y_1)^{1/2}) H(2(-y)^{1/2})}{H(2(-y_1)^{1/2})} + \frac{G(2(-y)^{1/2})}{H(2(-y)^{1/2})} \right]
\]

and \( G(z) \) is the function given in (B.17) in Appendix B.1 and \( H(z) = \frac{\pi}{2} \mathcal{K}_1(z) \). As
$y \to 0$ the first term is $O(y \log y)$.

### 5.4 Case 2

In this section we consider case 2, i.e., the configuration in which $\varepsilon = \gamma \ll \mu \ll 1$. The governing equation in this case is

$$\nabla^2 \psi + \bar{u}_0 \nabla^2 \psi_x + (\beta - \bar{u}_0^\prime) \psi_x + \alpha (\bar{u}_0 \nabla^2 \bar{\psi}_1 \psi + (\beta - \bar{u}_0) \bar{\psi}_1 \psi_x) = 0. \quad (5.11)$$

We shall define a new parameter $\alpha = \gamma \mu \varepsilon^{-1}$. We shall see that the presence of the $O(\alpha)$ term gives a term in the solution that grows linearly with time. As before, we make the assumptions (4.10). Substituting the function form of $\bar{\psi}_1(X, y)$ into (5.11) gives

$$\psi_y + y \psi_{yy} + \psi_x - \alpha 2X e^{-X^2} (y B''(y) + B(y)) = 0. \quad (5.12)$$

Let us combine all the non-homogeneous terms and denote them

$$M(X, y) = +2X e^{-X^2} (y B''(y) + B(y)).$$

As before, we seek a solution of the form

$$\psi \sim \psi^{(0)} + \alpha \psi^{(1)} + \cdots$$
and substitute this into (5.12). At $O(1)$ the solution is the same as in chapter 4, i.e.,
\[ \psi^{(0)} \sim e^{ikx}[h_1^{(0)}(y) + \frac{e^{-ikyt}}{t^2}h_2^{(0)}(y) + \frac{e^{-ikyt}}{t^2}h_3^{(0)}(y)] \]  
(5.13)

At $O(x^\alpha)$, we get the following equation
\[ \psi^{(1)}_{yy} + y\psi^{(1)}_{yyx} + \psi^{(1)}_x - M(X, y) = 0, \]  
(5.14)

and we can solve this non-homogeneous equation to find $\psi^{(1)}$. Note that $\psi^{(1)}$ is independent of $\psi^{(0)}$ in this case. The solution of (5.14) is the sum of a particular solution of the non-homogeneous equation and the solution $\psi^{(1)}$ of the corresponding homogeneous equation.

The homogeneous equation is the same as the $O(1)$ equation. Since the non-homogeneous term $M(X, y)$ is independent of $x$, the particular solution of the non-homogeneous equation will also be $x$ independent. The solution of the homogeneous equation, on the other hand, depends on $x$. To solve it we write $\psi^{(1)}$ in the form $\phi^{(1)}(X, y, t)e^{ikx}$ and then take the Laplace transform and obtain an equation for $\tilde{\psi}^{(1)}(X, y, s)$ the Laplace transform of $\phi^{(1)}(X, y, t)$. The solution of the transformed equation that is bounded as $y \to -\infty$ is the solution of the form
\[ a(x, X, s)(y - \frac{is}{k})^{1/2}K_1(2(y - \frac{is}{k})^{1/2}). \]

This is the $x$ dependent part of the solution and it must satisfy a zero boundary condition at $y = y_1$. Thus $a(x, X, s) = 0$ and so $\psi^{(1)}_h = 0$.

Since the non-homogeneous term in (5.14) does not depend on the fast $x$-
scale, a particular solution of the non-homogeneous equation must take the form $\psi_p^{(1)}(X, y, t)$, independent of $x$. Thus the non-homogeneous equation is

$$\psi^{(1)}_{ytt} = M(X, y)$$

(5.15)

Equation (5.15) can be solved by direct integration. Integrating with respect to $t$ and using the initial condition of zero vorticity gives

$$\phi_{yy} = M(X, y)t$$

This is then integrated twice with respect to $y$ to give

$$\phi = M_1(X, y)t + ya_1(X, t) + a_2(X, t)$$

where $M_{yy} = M(X, y)$. The requirement that $\phi \to 0$ as $y \to -\infty$ tells us that $a_1(X, t) = 0 = a_2(X, t)$. Thus at $O(\alpha)$

$$\phi = M_1(X, y)t$$

(5.16)

and therefore the solution grows with time. At $t \sim O(\alpha^{-1})$ it becomes the same order of magnitude as the $O(1)$ term. The solution takes the form

$$\psi = e^{ikx}O(1) + \alpha O(t) + \cdots$$

(5.17)

This tells us that for $t \gg O(\alpha^{-1})$ we need to introduce a new scale for the late time
evolution of the solution. We define a slow time variable $T = \alpha t$. We consider the solution (5.16) to the early time solution and we seek a late time solution. In terms of the new time scale we have

$$\frac{\partial}{\partial t} \rightarrow \alpha \frac{\partial}{\partial T}.$$ 

The early time solution (5.17) can be written in terms of the late time variable as

$$\psi(x, X, y, T) \sim e^{ikz} h_1^{(0)}(y) + M_1(X, y)T + O(\alpha). \quad (5.18)$$

In order to match with the early time solution, the late time solution must take the form

$$G(x, X, y, T) = G^{(0)}(x, X, y, T) + \alpha G^{(1)}(x, X, y, T) + \cdots \quad (5.19)$$

So the late time solution does not depend on $t$. We substitute (5.19) into (5.12) to give

$$\alpha G_{yy}^{(0)} + yG_{yy}^{(0)} + G_x^{(0)} + \alpha yG_{yy}^{(1)} + \alpha G_x^{(1)} = \alpha M(X, y) \quad (5.20)$$

At $O(1)$ we obtain

$$yG_{xy}^{(0)} + G_x^{(0)} = 0 \quad (5.21)$$

The general form of the solution of (5.21) is

$$G^{(0)}(x, X, y, T) = e^{ikx} g_1(X, y, T) + g_2(X, y, T)$$

To match with early time solution as $T \rightarrow 1$ we must also have

$$g_2^{(0)} \rightarrow 0 \text{ as } T \rightarrow 1.$$
Thus the $O(1)$ solution is

$$G^{(0)}(X, x, y, T) \rightarrow e^{ikx} h_1^{(0)}(y).$$

At $O(\alpha)$ the equation becomes

$$G^{(0)}_{yyT} + yG^{(1)}_{yyx} + G^{(1)}_x = M(X, y). \quad (5.22)$$

In order to avoid getting secular terms, i.e., terms proportional to $x$ we specify that

$$yG^{(1)}_{yyx} + G^{(1)}_x = 0$$

and

$$G^{(0)}_{yyT} = M(X, y) \quad (5.23)$$

Equation (5.23) implies that

$$g^{(0)}_{2yyT} = M(X, y)$$

which given us

$$g^{(0)}_{2yy} = M(X, y)T$$

which matches with the early time solution. The $x$ independent part continues to grow with $T$. To find a bounded solution we would need to include more terms in our solution either the nonlinear $O(\varepsilon)$ terms or the $O(\mu)$ terms. In the next section we consider the effect of adding the $O(\mu)$ terms to our equation. This gives case 4 describe in section 5.6.
5.5 Late time solution

We consider case 4 ($\varepsilon = \gamma \ll \mu$) which means that $\alpha = \mu \gamma \varepsilon^{-1} = \mu$ so the leading order terms are $O(1)$, $O(\mu)$, $O(\alpha)$. After making the assumptions (4.10) and defining $M(X, y) = -2xe^{-x^2} \left(yB''(y) + B(y)\right)$ as before we obtain

$$\psi_{ytt} + y\psi_{yyx} + \psi_x + \alpha(y\psi_{yyx} + \psi_X) - \alpha M(X, y) = 0 \quad (5.24)$$

We introduce the late time variable $T = \mu t = \alpha t$. The governing equation in terms of late time variable is

$$\alpha\psi_{yyT} + y\psi_{yyx} + \psi_x + \alpha(y\psi_{yyx} + \psi_X) - \alpha M(X, y) = 0 \quad (5.25)$$

As in case 2 the late time solution does not depend on $t$. We seek a late time solution in powers of $\alpha$.

$$\psi(x, X, y, T) = G^{(0)}(x, X, y, T) + \alpha G^{(1)}(x, X, y, T) \quad (5.26)$$

The $O(1)$ equation is the same as in case 2, equation (5.20). The solution of the $O(1)$ equation satisfies the boundary condition at $y = y_1$ is of the form

$$G^{(0)}(x, X, y, T) = e^{ikx}h^{(0)}_1(y) + g_2(X, y, T) \quad (5.27)$$

In order to match (5.27) with the early time solution as $T \to 1$, we should have $g_2(X, y, 1) = 0$. 
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At $O(\alpha)$ we have

\[ yG_{yy}^{(1)} + G_x^{(1)} = -[G_{yy}^{(0)} + yG_{yy}^{(0)} + G_x^{(0)}] - M(X, y) \]
\[ = -[g_{yy}^{(0)} + yg_{yy}^{(0)} + g_x^{(0)} - M(X, y)] \tag{5.28} \]

The right hand side of (5.28) is independent of $x$, so taking the integral with respect to $x$ of both sides gives

\[ yG_{yy}^{(1)} + G_x^{(1)} = -x[g_{yy}^{(0)} + yg_{yy}^{(0)} + g_x^{(0)} - M(X, y)] \tag{5.29} \]

As $x \to \pm \infty$ the solution would be unbounded. So we should have

\[ g_{yy}^{(0)} + yg_{yy}^{(0)} + g_x^{(0)} = M(X, y) \tag{5.30} \]

which is a nonhomogeneous equation for $g_2$. Thus the solution of (5.30) is the sum of the solution of the corresponding homogeneous equation which we shall call $g_H$ and a particular solution $g_p$. The homogeneous equation

\[ g_H^{(0)}_{yy} + yg_H^{(0)}_{yy} + g_H^{(0)}_{xx} = 0 \tag{5.31} \]

can be solved by defining the transformation $\xi = \frac{X}{T}$. The transformed equation is

\[ \frac{-X}{T^2} g_H^{(0)}_{yy} + y \frac{y}{T} g_H^{(0)}_{yy} + \frac{1}{T} g_H^{(0)}_{xx} = 0 \tag{5.32} \]
which simplifies (5.32) to give

\[(y - \xi)g^H_{2yy} + g^H_{2\xi} = 0\]  \hspace{1cm} (5.33)

The solutions of (5.33) are modified Bessel functions. Therefore

\[g^H_{\xi} = a(\xi)(y - \xi)^{1/2}K_1(2(y - \xi)^{1/2}) + b(\xi)(y - \xi)^{1/2}I_1(2(y - \xi)^{1/2})\]  \hspace{1cm} (5.34)

where \(a(\xi)\) and \(b(\xi)\) can be determined from the boundary condition and matching condition. We integrate with respect to \(\xi\) to find \(g^H\) and get

\[g_H = \int a(\xi)(y - \xi)^{1/2}K_1(2(y - \xi)^{1/2})d\xi + f(y)\]  \hspace{1cm} (5.35)

As \(X \to \pm\infty\), which is equivalent to \(\xi \to \pm\infty\) for finite \(t\), we have \(g^H = 0\) and therefore \(f(y) = 0\).

To find a particular solution of (5.30), we first note that the right hand side of the equation is independent of \(T\), so we can find a particular solution that is independent of \(T\) by solving the equation

\[yg_{2yy} + g_2 = -2Xe^{-X^2}(yB''(y) + B(y))\]  \hspace{1cm} (5.36)

We integrate (5.36) with respect to \(X\) to get

\[yg_{2yy} + g_2 = e^{-X^2}(yB''(y) + B(y))\]  \hspace{1cm} (5.37)
which could be solved using variation of parameters. The solutions of the form
\[ g_p = e^{-X^2}f_p(y) \] where \( f_p(y) \) a linear combination of the modified Bessel functions \( I_1 \) and \( K_1 \). Thus the general solution for the equation (5.30) is
\[ g_2(X, y, T) = g_H\left(\frac{X}{T}, y\right) + g_p(X, y) \] (5.38)
However this solution can not match the early time solution and also satisfy the boundary condition at \( y = y_1 \). From this we conclude that we need to consider extra terms in our late time solution, for example the \( O(\varepsilon) \) terms.

### 5.6 Case 3

In this section, we consider the case 3 (\( \mu = \varepsilon \ll \gamma \)) which means that \( \gamma = \gamma \mu \varepsilon^{-1} \), i.e., \( \alpha = \gamma \). In fact, case 3 is the combination of case 1 and case 2 since the leading order terms are \( O(1) \), \( O(\gamma) \) and \( O(\gamma \mu \varepsilon^{-1}) \). So we can find the solution for case 3 by making use of the solutions for case 1 and 2 derived in sections 5.3 and 5.4. In case 3, the \( O(1) \) and \( O(\gamma) \) terms are
\[ \nabla^2 \psi_t + \bar{u}_0 \nabla^2 \psi_x + (\beta - \bar{u}_0)\psi_x + \gamma(\psi_x \nabla^2 \bar{\psi}_1y - \bar{\psi}_1y \nabla^2 \psi_x) \]
\[ + \gamma(\bar{u}_0 \nabla^2 \bar{\psi}_1x + (\beta - \bar{u}_0)\bar{\psi}_1x) = 0. \] (5.39)
As before we let \( \bar{\psi}_1(X, y) = B(y)e^{-X^2} \), make the assumptions (4.10), and substitute
\[ \psi \sim \psi^{(0)} + \gamma \psi^{(1)} + \cdots \]
The $O(1)$ equation is the same as in the previous sections, i.e.,

$$
\psi^{(0)} = e^{ikx} \left[ h_1^{(0)}(y) + \frac{e^{-ikyt}}{t^2} h_2^{(0)}(y) + \frac{e^{-ikyt}}{t^2} h_3^{(0)}(y) \right].
$$

However, at $O(\gamma)$ there are extra terms containing products of $\tilde{\psi}_0$ and $\tilde{\psi}_1$ and their derivatives. Since $\tilde{\psi}_0$ and $\tilde{\psi}_1$ are the components of the basic flow, they are not periodic. In fact, both functions depend on the slow variable $X$, as well as on $y$, but not on the fast variable $x$. Thus, the result of the extra terms is that the $O(\gamma)$ solution includes an extra term that does not depend on the fast $x$ scale. The simplified governing equation for case 3 is

$$
\psi_{yxt} + \gamma \psi_{yyx} + \psi_x + \gamma \left( -\psi_x B''(y) e^{-x^2} - B'(y) e^{-x^2} \psi_{yxy} \right) \\
+ \gamma \left( -2X e^{-x^2} (y B''(y) + B(y)) \right) = 0. 
$$

As in case 2, we let $M(X,y) = +2X e^{-x^2} (y B''(y) + B(y))$ and substitute this into (5.40). At $O(1)$ the solution is the same as in chapter 4. At $O(\gamma)$, we solve a non-homogeneous equation to determine $\psi^{(1)}$ as the sum of the solution of the homogeneous equation and particular solution of the non-homogeneous equation. The equation is

$$
\psi_{yxt}^{(1)} + \gamma \psi_{yyx}^{(1)} + \psi_x^{(1)} \\
+ \left[ -\psi_x^{(0)} B''(y) e^{-x^2} - B'(y) e^{-x^2} \psi_{yxy}^{(0)} \right] - M(X,y) = 0 
$$

The general solution of the homogeneous equation is the same as in case 1. The
solution of non-homogeneous equation comprises two parts; one which depends on
the fast scale \( x \) corresponding to term IV and the other corresponding to term V,
which is independent of \( x \). Thus, the solution can be written as

\[
\psi^{(1)}(X, x, y, t) = e^{ikx} \phi^{(1)}(X, y, t) + \bar{\phi}(X, y, t). \tag{5.42}
\]

The term \( \bar{\phi}(X, y, t) \) depends only on the slow scale \( X \) but not on the fast scale \( x \). It is a “long wave” centered about the zero wave number. Substitution of the
form (5.42) into equation (5.41) gives

\[
e^{ikx} \left[ \left( \frac{\partial}{\partial t} + iky \right) \phi^{(1)}_{yy} + i k \phi^{(1)} \right] + \frac{\partial}{\partial t} \phi_{yy} =
\]

\[
e^{ikx}[ik \phi^{(0)} B''(y)e^{-X^2} + B'(y)e^{-X^2} \phi^{(0)}_{yy} + M(X, y)] \tag{5.43}
\]

We thus obtain two equations at \( O(\gamma) \):

\[
e^{ikx} \left[ \left( \frac{\partial}{\partial t} + iky \right) \phi^{(1)}_{yy} + i k \phi^{(1)} \right] =
\]

\[
e^{ikx}[ik \phi^{(0)} B''(y)e^{-X^2} + B'(y)e^{-X^2} \phi^{(0)}_{yy}] \tag{5.44}
\]

for the component of the solution centered at wave number \( k \) and

\[
\bar{\phi}_{yyt} = M(X, y). \tag{5.45}
\]

So as in case 2 we have a term centered at wave number 0 which grows with time.
Equation (5.44) is the equation solved in case 1. The solution satisfying the bound-
ary and initial conditions can be found in Appendix B.
Thus the solution in case 3 is

$$\psi = e^{ikx}O(1) + \gamma e^{ikx}O(1) + \gamma M_1(X, y)O(t).$$

As discussed in section 5.4, the last term grows with time, and when $t > O(\gamma^{-1})$ it becomes larger than $O(1)$. To find a solution for this late time regime we can define a late time variable $T = \gamma t$ which is $O(1)$ when $t \sim O(\gamma^{-1})$.

### 5.7 The critical layer thickness

In the linear problem with a zonally uniform basic flow, the critical layer thickness is $y \sim O(t^{-1})$ (Warn and Warn 1976). In our linear problem with the zonally-varying basic flow the same critical layer thickness applies since the leading order term is the same. In their study, (Warn and Warn 1976) considered the three regions $|y|t \gg 1$, $|y|t \sim O(1)$ and $|y|t \ll 1$. These three regions are represented in the Fig 5.1. They showed that the nonlinear terms are the same order of magnitude as the linear terms when $t > O(\varepsilon^{-1/2})$. In that time regime, the critical layer thickness is $|y| \sim O(t^{-1/2}) \sim O(\varepsilon^{1/2})$ as shown in Fig 5.1.

In our linear problem the same critical layer thickness $|y| \sim O(t^{-1})$ applies since the leading order term is the same as in the case without the zonal variation of the basic flow. But our solutions in cases 2 and 3 show that at $t \sim O(\alpha^{-1})$ the term resulting from the zonal variation is the same order of magnitude as the leading order term. Our late time regime starts at $t \sim O(\alpha^{-1})$. This is shown in Fig 5.1.
Figure 5.1: Time regime comparison
5.8 Inner solution

The functions \( h_1^{(0)}(y) \) and \( h_1^{(1)}(y) \) in the \( O(1) \) solution that were derived in section 5.1 are singular as \( y \to 0 \), so that the outer solution is not valid there. We need to define a critical layer around the singular point \( y = 0 \).

For \( |y| \ll 1 \) we can not approximate the integrand in (4.17) by the first term in the series expansion for \( \rho \), since the first of the neglected terms would be \( O(1) \) after integrating. We need to retain all the terms in the expansion for \( (\rho - iky) \). The procedure for evaluating the integrand in this regime is described in Appendix C. The solution turns out to be

\[
\psi(x, y, t) = e^{ikx} \left\{ h_1^{(0)}(y) + \frac{h_1^{(0)}(y)}{kt} E_2^{(\text{sgny})}(ik|y|t) + h_4(y) E_3^{(\text{sgny})}(ik|y|t) + e^{-ikyt} \left[ O(t^{-1}) + O(t^{-2}) \right] \right\},
\]

where

\[
E_+^k(z) = \int_1^\infty \frac{e^{-zu}}{uk} \, du, \quad \text{Re } z \geq 0 \quad (5.47)
\]

\[
E_-^k(z) = \int_1^\infty \frac{e^{zu}}{uk} \, du, \quad \text{Re } z \leq 0. \quad (5.48)
\]

with \( k = 0, 1, 2, \cdots \) and \( h_4(y) = \frac{1}{4} (g_1(y) + g_2(y)) \). Expanding in powers of \( y \) gives

\[
(-y)^{1/2} K_1(2(-y)^{1/2}) \sim 1 - y \log y + (1 - 2\lambda)y + \cdots
\]

where Euler's constant, which is usually denoted as \( \gamma \), has been denoted as \( \lambda \) here to avoid confusion with our parameter \( \gamma \).
At late time $t \sim O(\gamma^{-1})$ if $|y|t \sim O(1)$ then $|y| \sim O(\gamma)$. Thus in the critical layer we can define a critical layer variable $Y = \gamma^{-1}y$. The critical layer solution can thus be written as

$$
\psi(x, X, Y, T) = a_1 e^{ikx} e^{-x^2} \left\{ 1 - \gamma Y \log \gamma + \gamma(1 - 2\lambda)Y - \gamma Y \log Y + O(\gamma^2) \right\}
$$

(5.49)

with the constant $a_1$ given by

$$
a_1 = \frac{1}{2(-y_1)^{1/2}K_1(2(-y_1)^{1/2})},
$$

and for $Y < 0$, the logarithm is defined to be

$$
\log Y = \log |Y| + i\pi.
$$

This tells us the form of the critical layer solution. Campbell and Maslowe (1998) considered this critical layer solution and derived a series of inner equations which can be solved to give

$$
\psi \sim a_1 e^{ikx} e^{-x^2} \left( 1 - Y \gamma \log \gamma - (\text{sgn} Y) - \gamma \left[ \frac{i}{kT} + \frac{i k Y^2 T}{2} + \frac{k^2 |Y|^3 T^2}{12} + \cdots \right] + \gamma Y (\log kT - \alpha - \frac{i\pi}{2}) \right)
$$

(5.50)

Campbell and Maslowe (1998) derived the inner equations and matched with the outer solution. We can do the same here. At $O(\gamma)$ our outer solution in case 1 takes
the form

$$\psi^{(1)} \sim e^{ikx_h^{(1)}(y)} + O\left(\frac{1}{t}\right)$$  \hfill (5.51)

As \( y \to 0 \), \( h_1^{(1)}(y) \sim y \log y \) so there are additional terms in our inner solution, which take the form \((\gamma \log \gamma)Y\) and \(\gamma Y \log Y\). This tells us that the \(O(\gamma)\) term gives a contribution to the singular behavior of the solution in the critical layer.

In case 3 the outer solution is

$$\psi \sim \psi^{(0)} + \gamma \left[ e^{ikx_h^{(1)}(y)} + O\left(\frac{1}{t}\right) \right] + \gamma O(t).$$  \hfill (5.52)

The terms that grow with time are nonsingular so they do not affect the inner solution. Table 5.1 summarizes the solutions in each of the different space and time regimes.

<table>
<thead>
<tr>
<th>case 4</th>
<th>case 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>case 1</td>
<td>case 2 and 3</td>
</tr>
<tr>
<td>Outer solution</td>
<td>Outer solution early time</td>
</tr>
<tr>
<td>( A )</td>
<td>( A + B(t) )</td>
</tr>
<tr>
<td>( A ) is singular as ( y \to 0 )</td>
<td>( A ) is singular as ( y \to 0 )</td>
</tr>
<tr>
<td>( B(t) \to \infty ) as ( t \to \infty )</td>
<td>( C ) bounded as ( T \to \infty )</td>
</tr>
<tr>
<td>inner solution</td>
<td>inner solution early time</td>
</tr>
<tr>
<td>( A' )</td>
<td>( A' + B(t) )</td>
</tr>
</tbody>
</table>

Table 5.1: Total view for the late time and early time solution.
Chapter 6

Conclusions

In this thesis we used analytical methods to study Rossby wave propagation in the presence of a critical layer on a $\beta$-plane in a configuration where the basic flow has a zonally-varying component. We considered different scalings of the parameters $\mu$, $\varepsilon$ and $\gamma$ that led to linear problems describing small amplitude waves. With the scaling for cases 2 and 3 we found that the solution becomes unbounded for large time.

For zonally-varying uniform basic flow the Reynolds stress, which is defined in (3.11), is discontinuous at the critical layer, and the waves are absorbed there. The Reynolds stress is given by

$$F = 2k\text{Im}(\phi^* \phi_y) = 2k\text{Im}(h_1^{(0)*} h_y^{(0)})$$

as $t \to \infty$.

In the nonlinear problem (Warn and Warn, 1978, Béland, 1976) the mean flow
is accelerated by the waves according to (3.14). Since $F$ is negative above the critical layer, and zero below the critical layer the jump $[F]$ is positive and so the mean velocity $\bar{u}$ is accelerated. This corresponds to absorption of the waves by the mean flow. The change in the mean flow is the zero wavenumber component of the disturbance. In addition, higher wave number components develop corresponding to wavenumbers $2k, 3k, 4k$ and so on. Warn and Warn (1978) concluded that at late time these components become the same order of magnitude as the component corresponding to wavenumber $k$. In the nonlinear problem total momentum flux is the sum over the wavenumbers

$$F = \sum_k F_k = \sum_k 2k(\text{Im} \phi_k^* \phi_k),$$

where $\phi_k(y,t)$ is the component of the solution corresponding to a wavenumber $k$. Warn and Warn concluded from their solution that at late time the jump $[F_k]$ would have to be zero for all wavenumbers $k$, and so $[F] = 0$. Numerical solutions (Béland, 1976) show that at late time $t > O(\varepsilon^{-1/2})$, $[F]$ goes to zero, then becomes negative and oscillates between negative and positive values. When it is negative the mean flow is accelerated and the waves are reflected.

In our linear problem the momentum flux is

$$F = 2k\text{Im}[h^*h_y + (M_1h_y + M_{1y}h^*)T].$$

The momentum flux does not reach a steady state as $t \to \infty$ and so the jump $[F]$ could be negative, zero or positive depending on the choice of $B(y)$, which determines
$M(X, y)$. 

Hence we could have reflection or absorption in our linear problem. So our configuration describes a general mechanism which allows for both possibilities (reflection and absorption) in a linear framework. This is in contrast to the case with zonally uniform flow where only absorption can occur in the linear problem. This is also, in general, consistent with Enomoto and Matsuda’s (1999) conclusions. The obvious next step in our study would be to consider the scalings that lead to nonlinear problems, i.e., cases 6, 7, 8 and 9 in Table 4.1. With both nonlinear effects and effects of the zonally-varying flow we could expect either absorption or reflection but could also study the interactions between the waves, the basic flow and the higher wavenumbers.
Appendix A

Evaluation of the contributions from the branch points in case 1

The $O(1)$ solution was derived by Campbell and Maslowe (1998). In this appendix we describe the procedure used to evaluate the integral (4.17).

To evaluate the integral (4.17) we integrate along the closed contour shown in Fig A.1. The large semicircle has radius $R$ and the small circles have radii $r$, and we take the limit as $R \to \infty$ and $r \to 0$ so that the straight part of the semicircle becomes infinite.

Along the curved contour $C_0$ we set

\[ s = Re^{i\theta} + s_0 \quad \Rightarrow \quad ds = iRe^{i\theta}d\theta \]

then we have

\[ I_0 = \int_{\pi/2}^{3\pi/2} iRe^{i[Re^{i\theta}+s_0]} \frac{F(\theta)}{Re^{i\theta} + s_0} d\theta \]
By substituting $e^{i\theta} = \cos \theta + i \sin \theta$, on the contour $C_0$, $\pi/2 < \theta < 3\pi/2$ and so $-1 < \cos \theta < 0$ and in the integrand we see that $\lim_{R \to \infty} e^{iR \cos \theta} = 0$. This means that $\lim_{R \to \infty} I_0 = 0$. Along the contours $C_3$ and $C_3'$, we set

$$s = re^{i\theta} + s_1 \Rightarrow ds = ire^{i\theta} d\theta$$

and in each case the integral becomes

$$I_3 = \int_0^{2\pi} i r e^{i\theta} F(\theta) d\theta$$

and as $r \to 0$ the integrand vanishes. Thus the contributions from the contours $C_3$ and $C_3'$ are zero. The only non zero contributions to the integrand come from the straight contours $C_1$, $C_2$, $C_1'$ and $C_2'$. Along $C_2$ we define a new variable $s = re^{i\pi - iky}$ so $\frac{is}{k} - y = -\frac{i\varphi}{k}$ and $ds = -d\varphi$ and denote the integral along $C_1$ by $I_1$. Along $C_1$,

$$\left(\frac{is}{k} - y\right)^{1/2} = (ie^{i \pi} \frac{\varphi}{k})^{1/2} = e^{3i\pi/4} (\frac{\varphi}{k})^{1/2}$$

and so the integrand can be written as

$$I_1 = \int_{-\infty}^{\infty} e^{t(-\varphi - iky)} \frac{e^{3i\pi/4} (\varphi/k)^{1/2} K_1(2e^{3i\pi/4} (\varphi/k)^{1/2})}{(-\varphi - iky) (-i\varphi/k + y - y_1)^{1/2} K_1(2(-i\varphi/k + y - y_1)^{1/2})} d\varphi \quad (A.1)$$

For large $t$, most of the contribution to the integrand comes from values of $\varphi$ close to zero. Thus $I_1$ can be approximated by taking the limit of small $\varphi$. To leading
orders in \( \rho \), the integrand can be written as

\[
I_1 \sim \int_0^{+\infty} \frac{e^{-\rho t} e^{-ikyt} (\frac{\rho}{k})^{1/2} e^{3i\pi/4} \mathcal{K}_1(2e^{3i\pi/4}(\frac{\rho}{k})^{1/2})}{-iky (y - y_1)^{1/2} \mathcal{K}_1(2(y - y_1)^{1/2})} \, d\rho
\]  
(A.2)

Along \( C_2 \) define \( s = \rho e^{-i\pi} - iky \), and so \( ds = -d\rho \). For large \( t \), most of the contribution to the integrand comes from values of \( \rho \) closes to zero. Thus \( I_2 \) can be approximated by taking the limit of small \( \rho \). To leading orders in \( \rho \), the integrand can be written as

\[
I_2 \sim - \int_0^{+\infty} \frac{e^{-\rho t} e^{-ikyt} (\frac{\rho}{k})^{1/2} (-e^{3i\pi/4}) \mathcal{K}_1(2(-e^{3i\pi/4})(\frac{\rho}{k})^{1/2})}{(y - y_1)^{1/2} \mathcal{K}_1(2(y - y_1)^{1/2})} \, d\rho
\]  
(A.3)

The contribution from the branch point \( s = -iky \) is \( I = I_1 + I_2 \). Making use of the relation \( \mathcal{K}_1(-z) + \mathcal{K}_1(z) = -i\pi I_1(z) \),

\[
I \sim \int_0^{+\infty} \frac{e^{-ikyt} e^{3i\pi/4}(\frac{\rho}{k})^{1/2} e^{-\rho t}}{(-\rho - iky)(-\frac{\rho}{k} + y - y_1)^{1/2} \mathcal{K}_1(2(-\frac{\rho}{k} + y - y_1)^{1/2})} (i\pi I_1(2e^{3i\pi/4}(\frac{\rho}{k})^{1/2})) \, d\rho
\]  
(A.4)

finally we find that

\[
I \sim \int_0^{+\infty} \frac{e^{-ikyt} e^{3i\pi/4}(\frac{\rho}{k})^{1/2} e^{-\rho t}}{-iky(y - y_1)^{1/2} \mathcal{K}_1(2(y - y_1)^{1/2})} (i\pi I_1(2e^{3i\pi/4}(\frac{\rho}{k})^{1/2})) \, d\rho
\]  
(A.5)

The leading order term of integrand (A.5) is obtained by approximating \( I_1(z) \sim z/2 \) and taking the limit as \( \rho \to 0 \). This gives

\[
I \sim 2\pi i e^{-ikyt} \frac{t^2k^2y(y - y_1)^{1/2} \mathcal{K}_1(2(y - y_1)^{1/2})}{y - y_1}
\]  
(A.6)
By a similar procedure along \( C'_1 \) for the other branch point, \( s = -ik y_1 \), we find that

\[
I'_1 = - \int_0^{+\infty} \frac{-e^{-\rho t} e^{-ik y_1 t} (-i \frac{\rho}{k} + y_1 - y)^{1/2} K_1(2(-\frac{\rho}{k} + y_1 - y)^{1/2})}{(-\rho - iky_1)(-i \frac{\rho}{k})^{1/2}e^{3\pi i/4}K_1(2e^{3\pi i/4}(\frac{\rho}{k})^{1/2})} \, d\rho
\]

and along \( C'_2 \) for,

\[
I'_2 = \int_0^{+\infty} \frac{-e^{-\rho t} e^{-ik y_1 t} (-i \frac{\rho}{k} + y_1 - y)^{1/2} K_1(2(-\frac{\rho}{k} + y_1 - y)^{1/2})}{(-\rho - iky_1)(-i \frac{\rho}{k})^{1/2}e^{3\pi i/4}K_1(-2e^{3\pi i/4}(\frac{\rho}{k})^{1/2})} \, d\rho
\]

Again for large \( t \), most of the contribution to these integrals comes from values of \( \rho \) close to zero and so each integral can be approximated by taking the limit as \( \rho \to 0 \).

The sum of the two integrals is

\[
I' = I'_1 + I'_2 = \int_0^{+\infty} \frac{-e^{-\rho t} e^{-ik y_1 t} (-i \frac{\rho}{k} + y_1 - y)^{1/2} K_1(2(-\frac{\rho}{k} + y_1 - y)^{1/2})}{(-\rho - iky_1)(-i \frac{\rho}{k})^{1/2}e^{3\pi i/4}K_1(2e^{3\pi i/4}(\frac{\rho}{k})^{1/2})} \, d\rho
\]

and so the contribution from the branch point \( s = -ik y_1 \) is

\[
I' = I'_1 + I'_2 \sim -4\pi i \frac{e^{-ik y_1 t}}{t^2 k^2 y_1} (y_1 - y)^{1/2} K_1(2(y_1 - y)^{1/2})
\]

Therefore according to Cauchy’s theorem the integral of (4.17) is the sum of the contribution from the pole and the contribution from branch points along the closed contours \( C_1, C_2, C'_1 \) and \( C'_2 \). The integral can be approximated as
\[ \phi^{(0)} \sim \frac{(-y)^{1/2} K_1(2(-y)^{1/2})}{(-y_1)^{1/2} K_1(2(-y_1)^{1/2})} e^{-ikyt} \\
- \frac{2t^2 k^2 y(y - y_1)^{1/2} K_1(2(y - y_1)^{1/2})}{t^2 y_1 k^2} \\
+ 2e^{iky_1 t} \frac{(y - y_1)^{1/2} K_1(2(y - y_1)^{1/2})}{t^2 y_1 k^2} \] (A.9)
Figure A.1: Contour of integration in the complex $s$-plane for equation (4.17). The branch points $s = -iky_1$ and $s = -iky$ are indicated by the black dots.
Appendix B

Solution of the non-homogeneous equation in case 1

In this section we describe the procedure used for solving the non-homogeneous equation (5.6). For the $O(\gamma)$ term in case 1, the equation is

$$\left(\frac{\partial}{\partial t} + iky\right)\phi_y^{(1)} + ik\phi^{(1)} = ike^{-x^2}N(y, t),$$  \hspace{1cm} (B.1)

where $N(y, t) = B'(y)\phi_y^{(0)}(y, t) - B''(y)\phi^{(0)}(y, t)$ and $\phi^{(0)}(y, t)$ is the $O(1)$ solution (4.22). The boundary conditions are $\phi^{(0)}(X, y_1, t) = 0$ and $\phi^{(1)}(x, y, t) \to 0$ as $y \to -\infty$.

To solve this problem we take the Laplace transform of (B.1) with respect to $t$.

The result is

$$\left(y - \frac{is}{k}\right)\tilde{\phi}_y^{(1)} + \tilde{\phi}^{(1)} = e^{-x^2}\tilde{N}(y, s),$$  \hspace{1cm} (B.2)

where $\tilde{\phi}^{(0)}(y, s) = \mathcal{L}[\phi^{(0)}(y, t)]$ and $\tilde{N}(y, s) = \mathcal{L}[N(y, t)] = [B'(y)\tilde{\phi}_y^{(0)}(y, s) - B''(y)\tilde{\phi}^{(0)}(y, s)].$
Since $\tilde{\phi}^{(0)}$ satisfies

$$(y - \frac{is}{k})\tilde{\phi}^{(0)} + \tilde{\phi}^{(0)} = 0,$$

$\tilde{N}(y, s)$ can be written as

$$\tilde{N}(y, s) = -[B'(y) + B''(y)(y - \frac{is}{k})] - \phi^{(0)}.$$

The solution of the non-homogeneous equation (B.1) is

$$\tilde{\phi}^{(1)}(X, y, s) = \tilde{\phi}_h(X, y, s) + \tilde{\phi}_p(X, y, s) \quad (B.3)$$

where $\tilde{\phi}_h$ is the solution of the corresponding homogeneous equation and $\tilde{\phi}_p$ is a particular solution of (B.1).

The particular solution is obtained using the method of variation of parameters. We write the particular solution as

$$\tilde{\phi}_p(X, y, s) = e^{-x^2}[u_1\tilde{\phi}_1 + u_2\tilde{\phi}_2]$$

where $\tilde{\phi}_1(y, s)$ and $\tilde{\phi}_2(y, s)$ are linearly independent solutions of the homogeneous equation and $u_1$ and $u_2$ are given by

$$u_1 = -\int \frac{\tilde{\phi}_2N}{W} \quad (B.4)$$

$$u_2 = \int \frac{\tilde{\phi}_1N}{W} \quad (B.5)$$

with $W$ being the Wronskian of $\tilde{\phi}_1$ and $\tilde{\phi}_2$. The solutions of the homogeneous
equation are written in terms of modified Bessel functions as

$$
\tilde{\varphi}_1 = \left( \frac{is}{k} - y \right)^{1/2} I_1 \left( 2 \left( \frac{is}{k} - y \right)^{1/2} \right), \quad \text{(B.6)}
$$

$$
\tilde{\varphi}_2 = \left( \frac{is}{k} - y \right)^{1/2} K_1 \left( 2 \left( \frac{is}{k} - y \right)^{1/2} \right). \quad \text{(B.7)}
$$

According to the properties of modified Bessel functions the Wronskian is $W = 1$. The $O(1)$ solution $\tilde{\varphi}^{(0)}$ can be written as

$$
\tilde{\varphi}^{(0)} = \frac{1}{s} \frac{H(2 \left( \frac{is}{k} - y \right)^{1/2})}{H(2 \left( \frac{is}{k} - y_1 \right)^{1/2})}, \quad \text{(B.8)}
$$

where $H$ is defined as

$$
H(z) = \frac{z}{2} K_1(z),
$$

and $z = 2 \left( \frac{is}{k} - y \right)^{1/2}$. The function $\tilde{N}(y, s)$ can also be written in terms of $H$ as

$$
\tilde{N}(y, s) = - \frac{[B'(y) + B''(y)(y - \frac{is}{k})]}{s \left( \frac{is}{k} - y \right)} \frac{H(2 \left( \frac{is}{k} - y \right)^{1/2})}{H(2 \left( \frac{is}{k} - y_1 \right)^{1/2})}.
$$

Setting $z = 2 \left( \frac{is}{k} - y \right)^{1/2}$ and $z_1 = 2 \left( \frac{is}{k} - y_1 \right)^{1/2}$, $\tilde{N}$ can be written as

$$
\tilde{N} = - \frac{B'(y) + B''(y) \frac{z^2}{4}}{s \left( \frac{-z^2}{4} \right)} \frac{H(z)}{H(z_1)}.
$$

The functions $u_1$ and $u_2$ can then be found by substituting (B.6) and (B.7) into (B.4) and (B.5) and once $u_1$ and $u_2$ are known $\tilde{\varphi}^{(1)}$ can be found from (B.3). Since $B(y)$ is not given we can not simplify the solution any further at this stage. In the
specific case where \( B''(y) = 0 \) and \( B'(y) = b_1 \) is a constant, we can simplify the expression for \( \tilde{\phi}^{(1)} \) and derive expressions for the leading order terms in \( \tilde{\phi}^{(1)} \).

### B.1 The case \( B'(y) = \) a constant

The function \( B(y) \) has not been specified up until now. In fact, as long as \( B(y) \) nonsingular at \( y = 0 \), it does not contribute to the singular behavior of the solution. In this section we discuss the special case where \( B'(y) = b_1 \) is a constant, and \( B'' = 0 \) which allows us to simplify our solutions further. This simplification can be considered near the critical layer where \( y \) is small. Since \( B(y) \) is analytic at \( y = 0 \) it can be expanded as a Taylor series about the point \( y = 0 \) and for small \( y \) it can be approximated by the first few terms. The case considered here, corresponds to approximating by the first two terms. Then \( \tilde{N} \) can be written as

\[
\tilde{N} = \frac{b_1}{s^2} \frac{H(z)}{H(z_1)}, \quad (B.9)
\]

where \( H(z) = \frac{5}{2} K_1(z) \), \( z = 2(\frac{18}{k} - y)^{1/2} \) and \( z_1 = 2(\frac{18}{k} - y_1)^{1/2} \). In that case, \( u_1 \) and \( u_2 \) can be obtained by making the change of variables \( z = (\frac{18}{k} - y) \) in the integrals (B.4) and (B.5). We then find that

\[
\tilde{\phi}_p^{(1)} = e^{-x^2} \frac{b_1}{2sz_1 K_1(z_1)} \left[ -z I_1(z) \int z K_1^2(z)dz \right] \quad (B.10)
\]

For small \( z \) we can approximate these integrals using approximations for \( I_1 \) and \( K_1 \),

\[
I_1(z) \sim \frac{z}{2}
\]
and
\[ K_1(z) \sim \frac{1}{z} + \frac{z}{2} \ln(\frac{z}{2}) + O(z^2 \ln z) + O(z). \]

So the integrand is
\[ zK_1^2(z) \sim \frac{1}{z} + z \ln(\frac{z}{2}) + \frac{z^3}{4} (\ln z)^2, \]
which is \( O(\log z) \), and
\[ zI_1(z)K_1(z) \sim z + z^2 \ln(\frac{z}{2}), \]
which is \( O(z) \).

Thus
\[ \tilde{\phi}_p \sim \frac{b_1}{2sz_1K_1(z_1)} G(z), \quad (B.11) \]
where \( G(z) \sim O(z) \) as \( z \to 0 \).

The solution of the homogeneous equation that satisfies the boundary condition as \( y \to -\infty \) is the one involving the modified Bessel function of the second kind \( K_1 \).

Thus
\[ \tilde{\phi}_h(y, s) = H(2(\frac{is}{k} - y)^{1/2}) e^{-x^2}, \]
where \( H(z) = \frac{z}{2} K_1(z) \). So the solution of the non-homogeneous equation is
\[ \tilde{\phi}^{(1)}(X, y, s) = e^{-x^2} [A(s) H(2(\frac{is}{k} - y)^{1/2}) + \tilde{\phi}_p(y, s)]. \quad (B.12) \]

Applying the zero boundary condition at \( y = y_1 \) gives
\[ \tilde{\phi}^{(1)}(X, y, s) = e^{-x^2} \left[ -\frac{\tilde{\phi}_p(y, s)}{H(2(\frac{is}{k} - y_1)^{1/2})} H(2(\frac{is}{k} - y)^{1/2}) + \tilde{\phi}_p(y, s) \right] \quad (B.13) \]
where
\[
\tilde{\phi}_p(y, s) \sim \frac{b_1}{sH(2(\frac{i\pi}{k} - y_1)^{1/2})} G(\frac{i\pi}{k} - y)
\]

This can be written in terms of $H$ as
\[
\tilde{\phi}^{(1)}(X, y, s) = e^{-X^2} \left[-\frac{b_1 G(2(\frac{i\pi}{k} - y)^{1/2})}{sH(2(\frac{i\pi}{k} - y_1)^{1/2})} \frac{H(2(\frac{i\pi}{k} - y)^{1/2})}{H(2(\frac{i\pi}{k} - y_1)^{1/2})} + \frac{b_1 G(2(\frac{i\pi}{k} - y)^{1/2})}{sH(2(\frac{i\pi}{k} - y_1)^{1/2})} \right]
\]

We invert the Laplace transform to find $\phi^{(1)}(X, y, t)$ by evaluating it in the complex plane along an infinite line lying to the right of all singularities of the integrand.
\[
\phi^{(1)} = \frac{1}{2\pi i} \int_{a-i\infty}^{a+i\infty} \tilde{\phi}^{(1)}(X, y, s)e^{st}ds
\]

Again there are three singularities, a pole at $s = 0$ and branch points $s = -iky$ and $s = -iky_1$.

The residue at the pole gives us the steady part of the $O(\gamma)$ solution:
\[
\lim_{s \to 0} s\phi^{(1)} e^{st} = b_1 e^{-x^2} \left[\frac{G(2(-y_1)^{1/2})H(2(-y)^{1/2})}{H(2(-y_1)^{1/2})} + \frac{G(2(-y)^{1/2})}{H(2(-y)^{1/2})}\right], \quad (B.16)
\]

where
\[
G(z) = -\frac{z}{2} I_1(z) \times \
\int \frac{z}{2} K_1(z) z K_1(z) (-\frac{z}{2})dz + \frac{z}{2} K_1(z) \int \frac{z}{2} I_1(z) z K_1(z) (-\frac{z}{2})dz. \quad (B.17)
\]

As $y \to 0$ the first term in (B.16) is $O(1) + O(y \log y)$ and the second term is $O(y)$. So the leading order part of the solution is the first term. To evaluate the contributions
from branch points, we use the contour shown in Fig.1. The contributions from the branch points are $O\left(\frac{1}{t}\right)$ so as $t \to \infty$ the solution becomes (B.16).
Appendix C

Evaluation of the solution for

\[ |y|t \sim O(1) \]

In this section we describe the evaluation of the integrals (A.4) and (A.7) near critical layer \( y = 0 \) where \( |y|t \sim O(1) \) and \( t \gg 1 \). The solution obtained in chapter 5 and Appendix A is valid in the outer region where \( |y|t \gg O(1) \) and \( t \gg 1 \). To obtain the integrals \( I_1 \) and \( I_2 \) in (A.2) and (A.3) we approximated the integrand in (A.1) by the first term in its series expansion by taking the limit as \( \rho \to 0 \). However, to evaluate the integral (4.17) in the regime where \( |y|t \sim O(1) \) we cannot neglect all the terms in the expansion. We need to take into account the fact that \( y \ll 1 \) as well. To expand (A.4) in powers of \( \rho \) there are three functions that should be expanded in their Taylor series around \( \rho = 0 \). The first one is:

\[
\frac{1}{-\rho - iky} = -\sum_{n=0}^{\infty} \left( \frac{-i\rho}{ky} \right)^n
\]  

(C.1)
The second one is

\[
(p/k)^{1/2}I_1(2e^{3i\pi/4}(p/k)^{1/2}) \sim e^{3i\pi/4}(p/k) \sum_{n=0}^{\infty} \frac{(p/k)^n}{n!(n+1)!} \tag{C.2}
\]

The third function to expand is

\[
G(p, y) = \frac{1}{(-i\rho/k + y - y_1)^{1/2}\mathcal{K}_1(2(-i\rho/k + y - y_1)^{1/2})}
\]

use the Bessel function properties \( \mathcal{K}'_1(z) = -\mathcal{K}_0(z) + \frac{\mathcal{K}_0(z)}{z} \) and \( \mathcal{K}'_0(z) = -\mathcal{K}_1(z) \), to expand \( G(\rho, y) \) in its Taylor series around \( \rho = 0 \). We get:

\[
G(\rho, y) = G(0, y) + \rho G_{\rho}(0, y) + (1/2)\rho^2 G_{\rho\rho}(0, y) + \cdots
\]

To simplify set \( g_1(y) = G(0, y) = \frac{1}{(y-y_1)^{1/2}\mathcal{K}_1(2(y-y_1)^{1/2})} \). Differentiating \( G \) with respect to \( \rho \),

\[
G_{\rho} = \frac{(-i/k)(-i\rho/k + y - y_1)^{-1/2}\mathcal{K}_1(2(-i\rho/k + y - y_1)^{-1/2})}{2(-i\rho/k + y - y_1)[\mathcal{K}_1(2(-i\rho/k + y - y_1)^{-1/2})]^2}
\]

\[
\frac{(-i/k)(-i\rho/k + y - y_1)^{-1/2}\mathcal{K}_1'(2(-i\rho/k + y - y_1)^{-1/2})}{(-i\rho/k + y - y_1)[\mathcal{K}_1(2(-i\rho/k + y - y_1)^{-1/2})]^2}
\]

After setting \( \rho = 0 \) and multiplying \( G_\rho \) by \( \rho \), the result is

\[
\rho G_{\rho}(0, y) = -i\rho/k \frac{[(y-y_1)^{-1/2}\mathcal{K}_1(2(y-y_1)^{1/2}) + \mathcal{K}_0(2(y-y_1)^{1/2})]}{2(y-y_1)[\mathcal{K}_1(2(y-y_1)^{1/2})]^2}
\]

Defining

\[
g_2(y) = \frac{[\mathcal{K}_0(2(y-y_1)^{1/2})]}{2(y-y_1)[\mathcal{K}_1(2(y-y_1)^{1/2})]^2}
\]
we can write
\[
G(\rho, y) = g_1(y) + \left[ g_1(y) + g_2(y) \right] \rho + \cdots \quad (C.4)
\]
\[
I \sim \int_0^\infty \pi e^{-\rho t} e^{-ikyt} \left[ \frac{\rho}{k} - \frac{\rho^2}{2k^2} + \cdots \right] \sum_{n=0}^\infty \left( \frac{-\rho}{iky} \right)^n \left[ g_1(y) + \frac{(g_1(y) + g_2(y))}{2} \rho + \cdots \right] \, d\rho \quad (C.5)
\]

As seen in Appendix A each power of \( \rho \) in the integrand gives an inverse power of \( t \) in the resulting expression after integration. The integral in (C.5) is the infinite sum of integrals of the form
\[
\int_0^\infty \rho^n e^{-\rho t} \, d\rho \sim O(\frac{1}{t^{n+1}}) \quad (C.6)
\]

After integration we obtain an asymptotic series. For \( t \gg 1 \) we only need the first term or two. In the series (C.1) for \( \frac{1}{\rho - iky} \) each power of \( \rho \) is divided by a power of \( y \). Since \( y \ll 1 \) we need to retain all the terms in this series. We can approximate the other two series (C.2) and (C.4) by their first terms. Applying of Watson's lemma (see, for example, Nayfeh, 1981) to calculate the integral (C.5) gives the result
\[
I \sim -\frac{1}{2} e^{-ikyt} g_1(y) \frac{1}{kt} \sum_{n=0}^\infty \frac{t^{n+1}(n+1)!}{(kty)^{n+1}} \quad (C.7)
\]

It can be verified that the first neglected term in this expression is of order \( t^{-3} \).

We use a similar procedure to evaluate \( I' \) for the contribution from the branch point \( s = -iky_i \). In (A.7), the denominator can be approximated by using \( K_1(z) \sim \)
\( \frac{1}{z} \). This time there is no factor of \( y \) in the denominator so we only need the first term of each series. After taking the first term and integrating we obtain the same solution that we have in the outer region which is of the form

\[
I' \sim e^{-ikyt} O(t^{-1}) + O(t^{-2})
\]
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