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ABSTRACT

I asked which, if any, of $F_{ST}$, $G_{ST}$, $\Theta$, $R_{ST}$, private alleles, and two versions of the genetic assignment test was suitable for calculating inter-population movement. In experimental simulations, I manipulated inter-population movement rate and calculated the difference (bias) between the amount of movement based on these genetic measures and actual inter-population movement for several demographic and genetic scenarios. $F_{ST}$-based estimates were reasonable in situations with at least 20% of the population sampled, at least 10 loci with at least 6 alleles each, a movement rate of 0.04 to 0.08 per generation, and at least 90 generations since isolation. $\Theta$ and $G_{ST}$-based estimates were reasonable for the same parameters but limited to situations with non-overlapping generations and a movement rate less than 0.04. Estimates based on $R_{ST}$, private alleles and both genetic assignment tests did not reliably quantify movement.

In a partial test of the validity of the simulation model results, I compared the bias calculated from empirical studies to those predicted by the corresponding set of simulations. Seventy percent of test cases had an empirical bias within 1 standard deviation of the mean simulation bias. Estimates based on $F_{ST}$ and $\Theta$ were more reliable than those based on the frequency of private alleles, $R_{ST}$, and the genetic assignment test. $\Theta$-based estimates were more reliable when movement rate was less than 0.04. Estimates based on the frequency of private alleles underestimated movement. Bias decreased with percent of population sampled and number of alleles in some situations; bias was also lower if based on populations with non-overlapping generations. This suggests that the conclusions drawn from the simulation results require further study.
Overall, my results suggest that it is generally impractical to use genetic information to quantify inter-population movement reliably at this time. I did identify situations where estimates of movement were reliable. However, the reliability of estimates based on $F_{ST}$ and $\Theta$ varied with movement rate itself, creating a situation where the movement rate must already be known to determine whether and which genetic methods can be used to estimate movement.
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**CHAPTER 1: GENERAL INTRODUCTION**

Movement of organisms between populations is linked to the survival, and thus the conservation, of these populations (Brown & Kodric-Brown, 1977; Frankham, 1995). However, it is often challenging to estimate inter-population movement accurately. Evaluating and improving the accuracy of movement measures has been the focus of numerous theoretical, empirical, and review studies for decades.

Researchers have used both direct and genetically-based (indirect) methods to quantify movement (Slatkin 1985a). Direct measures estimate inter-population movement based on observing the movement of individuals between populations (e.g., based on capture-mark-recapture). Several indirect measures infer movement based on the genetic makeup of populations. Both direct and genetic measures have advantages and disadvantages (reviewed in Slatkin 1985a; Koenig et al. 1996; Bossart & Pashley Prowell, 1998a; Neigel 2002). However, with technological advances in molecular genetics (for reviews, see Mitton 1994; Parker et al. 1998; Manel et al. 2003), and continued refinements of the genetically-based measures of movement (see below), genetic estimates of movement have become much more prevalent (Figure 1.1). Furthermore, genetic information often can be measured at a lower cost and with less disturbance of organisms than marking and recapturing individuals.

Over the last several years, researchers have used a variety of methods to estimate movement indirectly from genetic data (Figure 1.1). Among these are several measures of genetic differentiation based initially on Wright’s (1951) formulation of $F_{ST}$, which was subsequently extended to include a series of additional terms for multiple alleles.
(Nei's $F_{ST}$, 1973), observed heterozygosity and sample size (Nei's $G_{ST}$, 1987), a correction for the number of populations (Nei's $G_{ST}'$, 1987), and multiple loci and uneven sample sizes (Weir & Cockerham's $\Theta$, 1984). $\Theta$ is currently the most commonly used estimate of genetic differentiation in the literature. Weir and Cockerham's paper had been cited 3,112 times as of April 2006, compared to 2,265 citations of Nei (1973), published 11 years earlier (Web of Science database). The original $F_{ST}$ and its more recent estimates apply to allozyme loci. Slatkin (1995) proposed $R_{ST}$ for microsatellite loci. Slatkin (1985b) also proposed a method based on the frequency of private alleles, i.e., those found in only one population.

In theory, genetic differentiation is inversely related to the amount of effective inter-population movement. Based on Wright's Island model (Wright 1931, 1951), the number of effective migrants per generation ($Nm$) can be estimated from genetic differentiation ($F_{ST}$) (Slatkin 1985a; 1987). However, in practice, this approach may be limited because the theoretical models are based on assumptions often either violated or not testable. The assumptions of the Island model are that there is genetic equilibrium between drift and gene flow, demographic equilibrium, non-overlapping generations, no mutation, no selection, equality of gene flow and migration, random migration with respect to alleles, and linkage equilibrium.

These limitations have created controversy in the literature about the validity of genetic methods in measuring movement, leading to cautionary statements about their use (Lewontin 1985; Slatkin 1985b; Crochet, 1996; Bohonak et al 1998; Bossart & Pashley Prowell, 1998a and b; Steinberg & Jordan, 1998; Whitlock & McCauley 1999;
Bohonak & Roderick 2001; Neigel 2002). These issues would be especially relevant in
the situation where genetic differentiation is used to estimate movement between
formerly panmictic populations that have been recently isolated, for example, by road
construction or some other form of habitat fragmentation.

This debate about the effect of violations to the assumptions has led researchers to
consider alternative methods that do not make these assumptions. In particular,
individual-based assignment tests (Paetkau et al 1995; Rannala & Mountain 1997; Waser
& Strobeck 1998; Pritchard et al. 2000; Paetkau et al. 2004) have been growing in use
over the last decade with citations increasing steadily each year (Web of Science
database). The assignment test developed by Paetkau et al. (1995) is the one most widely
used in empirical studies (Guinand et al. 2002). Movement is calculated based on the
number of individuals whose genotypes have a higher likelihood of belonging to other
populations than the one in which they were found (Paetkau et al. 1995; Waser &
Strobeck 1998). In a later version of the test (Paetkau et al. 2004), movement is
calculated based on the individual's having a statistically significantly higher likelihood
of belonging to another population than the one in which it is found. Because both
versions of the test make fewer assumptions than previous methods (the tests only
assume that the populations are at Hardy-Weinberg equilibrium and linkage equilibrium),
they are expected to provide more reliable estimates of movement (Waser & Strobeck
1998).

Another issue that may limit the use of genetic methodologies in a conservation
context is that it is sometimes difficult to obtain a large enough sample of individuals
and/or loci per individual to get a reliable estimate of genetic differentiation. Genetically-derived measures of movement based on small sample sizes may not reflect actual movement adequately even when all the assumptions are met (Ruzzante 1998; Whitlock & McCauley 1999; Kalinowski 2005).

The combined quantitative impact of these assumption violations, sampling issues, and the choice of methodology on the reliability of movement estimates based on genetic differentiation is not known. There may be instances when the relationship between the genetically based estimate of movement and actual movement is robust to deviations from some of the assumptions or when one method is more appropriate than another.

Identifying these appropriate situations or methods would provide practical information for an empirical researcher 1) to determine the potential bias in their estimate of movement given a particular parameter combination (e.g., sample size, number of loci, etc) and genetic methodology and 2) to decide whether genetic information can be used to estimate inter-population movement reliably in the researcher's particular context. Identifying these situations using only the current empirical literature is not possible. Many studies use genetically based indirect methods to measure movement, but very few compare their findings systematically to direct measures of movement on the same populations.

The purpose of this project was to determine under what circumstances genetic information can be used as a quantitative measure of inter-population movement. To do so I first developed a stochastic, individual-based simulation model in which both the
demography and the genetics of the populations were known. In experimental simulations I manipulated the movement rate between two hypothetical populations and examined the effect of percent of the population sampled, number of loci and alleles, population size, time since isolation, and whether generations overlapped or not on the relationship between the genetically-based estimate of movement and actual movement.

I began by examining the relative effects of these factors on the reliability of estimates of movement based on \( \Theta \), the most commonly used method for measuring movement (Chapter 2). I then expanded the study to determine if estimates based on any of the other methods (\( F_{ST}, G_{ST}, G_{ST}', R_{ST} \), private alleles, and the genetic assignment test) were more reliable in quantifying inter-population movement (Chapter 3). Finally, I examined the concordance of the model results with those found in empirical studies (Chapter 4).
Figure 1.1. Number of empirical papers over time that measure movement indirectly based on $F_{ST}$, $\Theta$, private alleles (PA), $R_{ST}$, and the genetic assignment test (GAT).
CHAPTER 2: WHEN CAN GENETIC DIFFERENTIATION BE USED TO ESTIMATE INTER-POPULATION MOVEMENT RATE?

Chapter summary

Several reviews suggest a potential for using genetic information to quantify inter-population movement. This could have advantages over mark and recapture methods, including lower cost and reduced disturbance of rare or endangered organisms. The theoretical basis for this approach is that genetic differentiation between populations is inversely related to inter-population movement. However, in practice this approach may be limited because the theoretical models are based on assumptions often either violated or not testable. Further, sample sizes and the number of loci available for sampling may be inadequate to reflect movement even when the assumptions are met. To determine the effects of these limitations on quantifying inter-population movement I developed a stochastic, individual-based simulation model in which both the demography and the genetics of the populations were known. In experimental simulations I manipulated the movement rate between two populations and calculated genetic differentiation (θ), the effective number of immigrants (Nm), and the difference between actual movement and Nm. I examined the effect of percent of the population sampled, number of loci and alleles, population size, time since isolation, and whether generations overlapped or not on the relationship between Nm and actual movement. Generally Nm was not an accurate quantitative estimator of movement; it usually overestimated movement by anywhere from 2 to 8 fold. The degree of over-estimation increased exponentially with increasing actual movement rate. However, Nm was a reasonable estimate of movement rate for
simulations based on at least 20% of the population sampled, at least 10 loci with at least 6 alleles per locus, non-overlapping generations, at least 90 generations since isolation, and, especially, when actual movement rate was less than 4% per generation. This last requirement implies a Catch-22 situation, where the researcher needs to first be confident that the movement rate is low (less than 4%) before attempting to estimate it using genetic information. I found the direct relationship between $\Theta$ and movement to be potentially more reliable but not across all parameter combinations. I suggest further research on the theoretical relationship between $\Theta$ and movement that accounts for these parameters.

Introduction

Movement of organisms between populations is linked to the survival, and thus the conservation, of populations. Movement ensures that populations that have gone extinct are recolonized and/or that populations with low numbers are "rescued" from becoming extinct (Brown & Kodric-Brown, 1977) or from inbreeding depression (Frankham, 1995). However, inter-population movement is often difficult to estimate.

Researchers have used measures of genetic differentiation and distance to estimate movement between populations (Slatkin 1985a, 1987). With recent technological advances in molecular genetics (for reviews, see Mitton 1994; Parker et al. 1998; Manel et al. 2003), this approach has advantages over more traditional methods (e.g., mark recapture). Often, genetic information can be measured at a lower cost and with less disturbance of organisms.
In theory, genetic differentiation is inversely related to the amount of effective inter-population movement. Based on Wright’s Island model (Wright 1931, 1951), the number of effective migrants ($Nm$) can be estimated from genetic differentiation ($F_{ST}$) (Slatkin 1985a). However, there is disagreement in the literature on the reliability of such movement estimates (Lewontin 1985; Slatkin 1985a; Crochet, 1996; Bohonak et al 1998; Bossart & Pashley Prowell, 1998a and b; Steinberg & Jordan, 1998; Whitlock & McCauley 1999; Bohonak & Roderick 2001; Neigel 2002). The assumptions of the Island model are that there is genetic equilibrium between drift and gene flow, demographic equilibrium, non-overlapping generations, no mutation, neutrality to selection, equality of gene flow and migration, random migration with respect to alleles, and linkage equilibrium. One of the main objections to using genetic differentiation to estimate actual movement is that these assumptions are often either violated or not testable. This would be especially true in the situation where the genetic differentiation is used to estimate movement between formerly panmictic populations that have been recently isolated, for example, by road construction or some other form of habitat fragmentation. The combined quantitative impact of these violations on the reliability of movement estimates based on genetic differentiation is not known. There may be instances when the relationship is robust to deviations from some of the assumptions.

Another issue in a conservation context is that it is sometimes difficult to obtain a large enough sample of individuals and/or loci per individual to get a reliable estimate of genetic differentiation. Genetically-derived measures of movement based on small
sample sizes, may not reflect actual movement adequately even when all the assumptions are met (Ruzzante 1998; Whitlock & McCauley 1999; Kalinowski 2005).

The usefulness of genetic methodologies to estimate movement rates between populations hinges on the precision and accuracy of estimates of movement based on genetic differentiation when samples sizes are limited and/or the assumptions (above) are not met. In this study I determine the effects of sample size and number of loci sampled on the reliability of estimates of inter-population movement based on genetic differentiation. This involves determining the difference between the actual amount of inter-population movement and that determined using the estimate of $F_{ST}$ for different samples sizes and number of loci. I chose $\Theta$ (Weir & Cockerham 1984) to estimate $F_{ST}$. I also evaluate the effects of the number of alleles, whether generations overlap, the number of generations since isolation, population size, and the actual amount of inter-population movement on how well $N_{m}$ quantifies actual movement. I also examine the relationship between $\Theta$ and the actual movement rate. These results are meant to provide a practical tool for an empirical researcher 1) to decide whether or not genetic information can be used to estimate inter-population movement reliably and 2) to determine the potential bias in their estimate of movement given a particular parameter combination (e.g., sample size, number of loci, etc).

Methods

**Estimating genetic differentiation and inter-population movement**

**Estimation of genetic differentiation.** I used $\Theta$ (Weir & Cockerham 1984) as my estimate of inter-population genetic differentiation, $F_{ST}$. $\Theta$ updates the initial formula for
\( F_{ST} \) introduced by Wright (1951). The equation for \( \Theta \) includes terms that address the effects of multiple alleles and loci, the number of populations, sample sizes (both even and uneven), and observed heterozygosity. It is also currently one of the more commonly used estimates of genetic differentiation in the literature; Weir and Cockerham’s paper has been cited 3,112 times based on the Web of Science database as of April 2006.

**Estimation of movement.** Wright (1931) related genetic differentiation to effective inter-population movement (i.e., that resulting in gene flow) by:

\[
F_{ST} \approx \frac{1}{1 + 4Nm}
\]

where \( N \) is the effective population size and \( m \) is the proportion of the population migrating per generation. This relationship makes several assumptions (Table 2.1). Slatkin (1985a) suggested using \( F_{ST} \) to estimate the number of individuals moving between populations, or \( Nm \), by rearranging the previous equation:

\[
Nm \approx \frac{1}{4} \left( \frac{1}{F_{ST}} - 1 \right).
\]

**The simulation model**

I designed an object-oriented individual-based simulation model with a hierarchical structure (Figure 2.1). The individual-based design was appropriate for two main reasons. Each individual’s genotype and dynamics (movement, mating, aging and death) were governed by probability. The resulting stochasticity introduced a level of reality to the model not found in a deterministic model. Secondly, the individual-based
design allowed me to calculate statistics and genetic differentiation measures based both on sub-sampling the population and using all individuals within the population.

Each simulation began with an initially panmictic population that was subsequently subdivided into two populations (Figure 2.2). At each generation, individuals could potentially reproduce, die, age, and move to the other population (Figures 2.3a-d), with particular probabilities (Table 2.2). At the end of each generation I recorded the actual amount of movement, calculated the genetically-based estimate of the amount of movement, and calculated the difference (or standardized difference, see section “Model Output” below) between these two values. The offspring and surviving adults, if any, were carried over to the next generation. The sequence was iterated for 100 generations. Thus one simulation began with an isolation event creating two populations from a formerly panmictic one and ended 100 generations later. I incorporated the equations in Weir and Cockerham (1984) to calculate $\Theta$ based on the raw genetic data produced in the model runs.

Model Input Parameters

The parameters and the values used are shown in Table 2.2. The ranges in values were based on empirical studies. I chose the intervals within these ranges based on preliminary sensitivity analyses. I considered all levels of each parameter listed in a complete factorial experimental design. This resulted in 204,120 combinations. Since 100 replicates were run for each combination (below), the total number of simulation runs was 20,412,000.
The demographic parameters, while subject to stochastic variation, were not varied systematically among simulation runs (Table 2.2). I set the population sizes at the beginning of the simulation but stochastic variation in the sex ratio, number of offspring, deaths and migrants contributed to variation in the population sizes over the 100 generations. This variation was not density dependent. Population size increased over time in some runs, stayed the same in others, and decreased in still others, but the average population size across replicate runs was constant over the 100 generations.

At initialization there were on average an equal number of males and females in the populations (Figure 2.3b). When the individuals mated, a male was drawn randomly for each female in the population (Figure 2.3c). Any adult individual could potentially mate and males could potentially mate with multiple females (polygynous mating system). Immigrants and residents had the same probability of mating. The number of offspring produced was drawn from a Poisson distribution with a mean of two (Figure 2.3d). Thus, on average, 50% of the population (the females) produced two offspring.

The death rate was set to counter the now doubled population size in one of two ways. When generations were non-overlapping (an assumption of the Island model), all adults (50% of the population, on average) were “killed.” If the generations were overlapping, i.e., adults could coexist with juveniles, 50% of the individuals of any age in the population were “killed” at random.

I varied movement probabilities from complete population isolation (0) to panmixia (0.5) across simulations. The number of adults moving between the two populations was on average the same (symmetrical movement). Thus, in this closed
system, movement did not result in any net change in population size. When generations overlapped, adults could potentially survive multiple generations. In these instances I established two scenarios where 1) movement could only occur once in an adult’s life regardless of lifespan or 2) movement could potentially occur once per generation for as many generations as the individual survived.

Individuals were initialized with a set of loci and a set of alleles for each locus (Figure 2.3b). The numbers reflected combinations found in empirical studies, from a one locus-two allele model to genotypes with 15 loci and 10 alleles. At initialization I assigned each allele in equal proportions, on average. Mutation was not included.

Isolated populations were expected to reach an equilibrium between drift and gene flow at a rate that depends on the population size (Crow & Aoki 1984). I thus also varied initial population sizes. I set the duration of the simulations at 100 generations from isolation to explore the effect of this approach to equilibrium on the relationship between actual movement and the genetically derived measure. I chose this duration as it was reasonable on an ecological time scale.

I calculated $\Theta$ and $Nm$ based on sample sizes from two to 20 percent of the populations, and also included 100 percent for comparison. The sampling was done as a percentage to be equally representative regardless of population size. The sampling scenarios were independent meaning the results for different sample sizes were from separate simulations, and not multiple sub-samples from the same group of individuals.

I repeated each simulation 100 times for each of the above parameter combinations, based on preliminary simulations in which I looked for consistency in
mean values among sets of simulations. Additional trials did not yield significant changes in the mean value.

Model output

At the end of each generation, and for each parameter combination, I calculated the following: 1) actual population sizes, 2) actual amount of inter-population movement (referred to as "actual movement" from here on), 3) \( \theta \), 4) estimated amount of inter-population movement, \( Nm \), calculated from \( \theta \) (see equation 2.1) (referred to as "estimated movement" or "\( Nm \)" from here on), 5) difference between \( Nm \) and actual movement (bias), and 6) bias divided by actual movement (standardized bias) (Table 2.2). Standardized bias adjusted for the fact that the actual number of individuals moving increased with movement rate and also depended on the population size. Thus, if \( Nm \) and actual movement were equal for all 100 simulations (no bias), the bias (and standardized bias) would equal 0. If \( Nm \) was 2 times the actual movement, the standardized bias would be 1. If estimated movement was half actual movement, the standardized bias was -0.5.

The standardized bias was negative if \( Nm \) underestimated actual movement and positive if \( Nm \) overestimated it. When actual movement was zero, the standardized bias was undefined. I thus excluded movement rates of zero from the analyses of standardized bias. This reduced the number of combination from 204,120 to 194,400. I considered estimates of movement based on \( \theta \) (\( Nm \)) to be reliable if (1) the average bias was between -0.5 and 1 (i.e., estimated movement was no less than half and no more than twice the size of actual movement) and (2) the range in bias over the 100 repeats of the
simulations was between -0.6 and 1.5. I considered these criteria reasonable given that my results are intended to help an empirical researcher determine whether or not to use genetic information to estimate inter-population movement.

Results

Relationship between estimated movement (Nm) and actual movement

Nm was not an accurate quantitative estimator of actual movement. While inter-population movement estimated from $\Theta$ (i.e., $Nm$) and actual movement were positively associated over most of the parameter combinations, this relationship was not linear. Figure 2.4a shows average $Nm$ vs. actual movement for the parameter combination that gave the best relationship. Here, the calculated $Nm$ was based on all individuals (sample size = 100%), 15 sampled loci, 100 generations since the isolating event (genetic equilibrium had been reached), and generations were non-overlapping. The population size was 500. Even for this relative best combination, the relationship did not fall on the 1 to 1 line, which is what I would expect if $Nm$ were a good estimate of actual movement. Thus $Nm$ did not directly estimate actual movement. Furthermore, as actual movement increased, $Nm$ increasingly overestimated it. At movement rates above 0.2 (vertical dotted line on Figure 2.4), the overestimates were extreme. Many of the other combinations (e.g., fewer individuals or loci sampled) produced extremely high overestimates over most of the movement range, resulting in a very poor association (e.g., 4% sampled, Figure 2.4b).
Effects of parameter values on the reliability of Nm

As expected, the average standardized bias was closer to zero more often with increasing percentage sampled, number of loci, and number of alleles (Figures 2.5a-c). There was also a trend for a lower bias for simulations where the generations did not overlap and during time periods further from the isolation event (Figure 2.5d-e). The standardized bias decreased only slightly with increasing population size (Figure 2.5f).

As movement rate increased so did the standardized bias (Figure 2.5g). However, the degree of increase depended on the other parameter levels. Generally, the overestimation increased more sharply when there was a lower percent of the population and fewer loci sampled, fewer alleles per locus, and for populations with overlapping generations (Figure 2.6a-d).

Can Nm be a reliable estimator of movement?

There were 20,284 (10.4%) of the total 194,400 parameter combinations where the mean standardized difference between Nm and actual movement was between -0.5 and 1 (Figure 2.5h). However, the range in the standardized bias was large over the 100 repeated simulations for several combinations. The number of reliable combinations dropped to 4,899 (2.5%) when I considered only those with a standardized bias between a minimum of -0.6 and a maximum of 1.5. Finally, there were 2,500 (1.5%) combinations if I only considered those where less than the whole population was sampled. These are shown in Table 2.3.

Bias was consistently lower for simulations based on non-overlapping generations, at least 20% of the population sampled, 10 loci, 6 alleles, a movement rate of
0.01 to 0.04, and 90 generations since isolation (Table 2.3). However, there were many interactions among the parameters. For example, if the percentage sampled was lower than 16%, then at least 15 loci with 10 alleles were required, and this produced reliable estimates over a narrower range of movement rates (0.01-0.03). If generations overlapped, then reliable estimates of movement were only produced for populations sizes of at least 2,000, with the genetic measure calculated based on 15 loci and 10 alleles, at least 20% of the population sampled, at least 70 generations since isolation, and over a movement rate range of 0.01 to 0.03. In general, if one parameter was not at its “optimal” value, the other parameters needed to be at, or close to, their “optima” to produce a reliable estimate of actual movement.

*An assessment of the direct relationship between $\Theta$ and the actual movement rate*

Several authors have pointed out that using $\Theta$ directly to estimate movement may be more appropriate than using $Nm$ (e.g., Cockerham & Weir 1993; Weir & Hill 2002). However, the direct relationship between $\Theta$ and actual movement was not linear (Figure 2.7). I attempted some simple transformations in an effort to linearize the relationship. None of these produced a linear relationship across all parameter values.

**Discussion**

Overall, $Nm$ was a poor quantitative estimator of actual movement. The bias in the estimation of movement changed with the parameter values in a non-linear way. However, simulation with 10 or more loci, over 16% of the population sampled, 6 or more alleles per locus, at least 90 generations since isolation, for a species with non-
overlapping generations, and, especially, when actual movement rate was 0.04 or less produced relatively reliable estimates of actual movement.

The researcher faces different challenges in deciding to use genetic information to estimate inter-population movement depending on which parameter is “sub-optimal.” Simulations with smaller sample sizes, either in terms of numbers of individuals (fewer than 10%) or number of loci sampled (10 or fewer), and fewer alleles (2-6) did not reflect actual movement adequately even when all the assumptions were met. However, these parameters are the ones that a researcher can potentially manipulate. Whether generations overlapped also had a relatively large effect on bias, but this can not be modified by a researcher since it is an aspect of the species biology. If generations did overlap, only combinations with the relative “best” values produced reliable estimates of movement. Therefore, while having non-overlapping generations is an assumption of the Island model, there are instances where $N_m$ can produce reliable estimates of movement for populations with overlapping generations. Finally, the highest simulated movement rate that produced a mean standardized bias between -0.5 and 1 was 0.18 (when 100% of the population was sampled). This movement rate was only 0.04 if the percent of the population sampled was $\leq 20\%$ (more realistic as 100% of the population sampled is not generally feasible). Further, the range in movement rate at which reliable estimates of actual movement were produced decreased when the parameters were not at their “optimal” values. Researchers thus would face the challenge that unless they had some prior knowledge of movement rate, they would have no idea of the potential bias in their estimate. This leads to the rather unfortunate conclusion that in order to decide whether $\Theta$
can be used to estimate actual movement in a particular situation, the researcher needs to already have an estimate of actual movement.

The average $Nm$ generally did increase with actual movement, though not in a 1:1 relationship. This result suggested that using genetic differentiation ($Nm$) at least as a qualitative or comparative tool to assess actual movement is justified under certain circumstances. This supports conclusions regarding the qualitative value of $Nm$ discussed in Crochet (1996), Whitlock and McCauley (1999), and Bohonak et al (1998) for example. However, due to the non-linearity (Figures 2.4 and 2.5) coupled with variability in the bias (Figure 2.6), detecting changes in actual movement would be nearly impossible.

My model included several simplifying assumptions. I assumed gene flow and movement were equivalent, as residents were equally likely to mate as immigrants. The model was not spatially explicit. The system was closed with movement taking place only between the two populations. I did not consider the effects of extinction, colonization, and bottlenecks explicitly. The order of the birth, death, movement, and reproduction did not vary among simulations and only adults moved. Generally, if I relaxed the above mentioned assumptions or included additional effects (e.g., uneven sample sizes), the main difference in my results would have been to further de-couple $Nm$ from actual movement and to increase bias and variability, thus further compromising the value of $Nm$ as a measure of inter-population movement.
Implications and conclusions

In practical terms, my results suggest that it is not feasible to use $N_m$ as a quantitative estimator of movement for two reasons. First, to produce reliable estimates over a range of population sizes, sample size should represent no less than 20% of the population, the genetic measure should be based on at least 10 loci with at least 6 alleles each, there should be at least 90 generations since isolation, and the species should have non-overlapping generations. Also, and most importantly, the suspected movement rate must be lower than 0.04. If one of these variables is somewhat "sub-optimal," the values of the others must be optimal. For example, estimates based on small sample sizes or on few loci can be misleading, even if all the assumptions are met. Real studies, particularly studies of endangered species, are likely to have low sample sizes, recently isolated populations, and overlapping generations. Second, the high variability over the 100 simulation runs for each parameter combination suggests that individual estimates may not be of any value even if the parameter values are optimal and the average bias across all 100 runs for that parameter combination was low.

One of the important parameters affecting bias was the movement rate itself. If a researcher already knew what the rate of movement was, there would be little point in estimating it using $N_m$. However, if all the other parameter values are known and optimal, the researcher could conclude that a calculated $N_m$ of less than 0.04 may be a reasonably reliable estimate of actual movement. If the value of $N_m$ is larger than 0.04, then it is not reliable, but it may indicate that actual movement is fairly high, which may be a practical qualitative result.
My ability to estimate movement accurately was only marginally improved by relating $\Theta$ (rather than $Nm$) to actual movement. Examining the direct relationship between $\Theta$ and actual movement has been suggested (Weir & Hill 2002) in part because conversion (based on equation 2.2) of $\Theta$ values close to 0 lead to very high values of $Nm$ (see Waples 1998; Whitlock & McCauley 1999; Neigel 2002). I could not determine a straightforward adjustment to $\Theta$ to correct the bias in estimating movement. I suggest that future studies are needed to further develop the theoretical relationship between $\Theta$ and actual movement that accounts for the important factors affecting this relationship. These included movement rate, sampling (numbers of individuals and/or loci), number of alleles, and whether generations overlap or not.
Table 2.1. Assumptions made in the Island Model when relating $F_{ST}$ (in this case $\Theta$) to $Nm$ (Wright 1931).

<table>
<thead>
<tr>
<th>Assumptions</th>
<th>How addressed in my model</th>
</tr>
</thead>
<tbody>
<tr>
<td>genetic equilibrium between drift and gene flow</td>
<td>pattern examined over 100 generations, approaching equilibrium</td>
</tr>
<tr>
<td>generations do not overlap</td>
<td>pattern compared for overlapping vs. non-overlapping generations</td>
</tr>
<tr>
<td>no mutation</td>
<td>assumed</td>
</tr>
<tr>
<td>demographic equilibrium</td>
<td>assumed but subject to stochastic variation</td>
</tr>
<tr>
<td>gene flow = migration</td>
<td>assumed but subject to stochastic variation</td>
</tr>
<tr>
<td>neutral to selection</td>
<td>assumed</td>
</tr>
<tr>
<td>migration random with respect to alleles</td>
<td>assumed</td>
</tr>
<tr>
<td>linkage equilibrium</td>
<td>assumed</td>
</tr>
</tbody>
</table>
Table 2.2. Parameters and values used in the simulation experiments.

<table>
<thead>
<tr>
<th>INPUT</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Parameters</strong></td>
<td><strong>Value</strong></td>
</tr>
<tr>
<td><strong>Held constant for all simulations:</strong></td>
<td></td>
</tr>
<tr>
<td>Number of offspring per female:</td>
<td>2 (drawn from Poisson distribution)</td>
</tr>
<tr>
<td>Death rate:</td>
<td>0.5 (individuals chosen at random)</td>
</tr>
<tr>
<td>Sex ratio:</td>
<td>1:1</td>
</tr>
<tr>
<td>Number of populations:</td>
<td>2</td>
</tr>
<tr>
<td>Number of repetitions of simulation</td>
<td>100</td>
</tr>
<tr>
<td>Duration of simulation:</td>
<td>100 generations from isolation</td>
</tr>
<tr>
<td><strong>Varied among simulations:</strong></td>
<td></td>
</tr>
<tr>
<td>Initial population sizes:</td>
<td>500, 1000, 2000</td>
</tr>
<tr>
<td>Sample percentages:</td>
<td>2, 4, 6, 8, 10, 12, 16, 20, 100%</td>
</tr>
<tr>
<td>Number of loci:</td>
<td>1, 5, 10, 15</td>
</tr>
<tr>
<td>Number of alleles:</td>
<td>2, 6, 10</td>
</tr>
<tr>
<td>Movement probability:</td>
<td>0 to 0.5 by 0.01; 0 to 0.2 used in the analyses, see results</td>
</tr>
<tr>
<td>Overlapping generations:</td>
<td>no/yes</td>
</tr>
<tr>
<td>Once in a lifetime movement:</td>
<td>no/yes</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>OUTPUT</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Produced for each input parameter combination:</strong></td>
<td>The following output was reported for each of these parameter combinations and represents the descriptive statistic over the 100 repeated simulations:</td>
</tr>
<tr>
<td>Population sizes</td>
<td>• average</td>
</tr>
<tr>
<td>Actual movement</td>
<td>• minimum</td>
</tr>
<tr>
<td>Genetic measure (Θ)</td>
<td>• maximum</td>
</tr>
<tr>
<td>Estimated movement (Nm)</td>
<td>• variance</td>
</tr>
<tr>
<td>Bias (Nm-actual movement)</td>
<td>• standard error</td>
</tr>
<tr>
<td>Standardized bias ((Nm-actual movement)/actual movement)</td>
<td>• 95% confidence interval</td>
</tr>
</tbody>
</table>
Table 2.3. Parameter combinations and ranges (see Table 2.2) that consistently produced a reliable estimate of actual movement. For these combinations (a) the mean standardized bias was between -0.5 and 1, (b) the bias of each of the 100 individual simulations was between -0.6 and 1.5, and (c) populations were sub-sampled.

<table>
<thead>
<tr>
<th>Population sizes</th>
<th>Number of loci</th>
<th>Number of alleles</th>
<th>Percentage sampled</th>
<th>Movement range</th>
<th>Generations since isolation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Overlapping generations; individuals can move more than once in lifetime</strong></td>
<td>2000</td>
<td>15</td>
<td>10</td>
<td>16</td>
<td>0.01-0.04</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>20</td>
<td>0.01-0.03</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.04</td>
</tr>
<tr>
<td><strong>Overlapping generations; individuals can move only once in lifetime</strong></td>
<td>2000</td>
<td>15</td>
<td>10</td>
<td>20</td>
<td>0.01-0.03</td>
</tr>
<tr>
<td><strong>Non-overlapping generations</strong></td>
<td>5</td>
<td>10</td>
<td>20</td>
<td>0.01-0.03</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>20</td>
<td>0.01-0.05</td>
<td>90-100</td>
<td></td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>16</td>
<td>0.01-0.03</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>20</td>
<td>0.01-0.04</td>
<td>80-100</td>
<td></td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>6</td>
<td>16</td>
<td>0.01-0.03</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td></td>
<td>20</td>
<td>0.01-0.05</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>8</td>
<td>0.01-0.02</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td>0.01-0.03</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>12</td>
<td>0.01-0.03</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>16</td>
<td>0.01-0.04</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>20</td>
<td>0.01-0.05</td>
<td>90-100</td>
<td></td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>16</td>
<td>0.01-0.04</td>
<td>90-100</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>20</td>
<td>0.01-0.04</td>
<td>90-100</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>8</td>
<td>0.01-0.02</td>
<td>70-100</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td>0.01-0.03</td>
<td>30-100</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>12</td>
<td>0.01-0.03</td>
<td>30-100</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>16</td>
<td>0.01-0.04</td>
<td>30-100</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>20</td>
<td>0.01-0.05</td>
<td>20-100</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>6</td>
<td>16</td>
<td>0.01-0.04</td>
<td>90-100</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>8</td>
<td>0.01-0.02</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td>0.01-0.03</td>
<td>90-100</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>12</td>
<td>0.01-0.03</td>
<td>40-100</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>16</td>
<td>0.01-0.04</td>
<td>30-100</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>20</td>
<td>0.01-0.05</td>
<td>30-100</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>15</td>
<td>6</td>
<td>0.01-0.02</td>
<td>80-100</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>8</td>
<td>0.01-0.03</td>
<td>30-100</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td>0.01-0.04</td>
<td>30-100</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>12</td>
<td>0.01-0.04</td>
<td>30-100</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>16</td>
<td>0.01-0.05</td>
<td>20-100</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>20</td>
<td>0.01-0.05</td>
<td>20-100</td>
</tr>
</tbody>
</table>
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... Table 2.3., continued

<table>
<thead>
<tr>
<th>Population sizes</th>
<th>Number of loci</th>
<th>Number of alleles</th>
<th>Percentage sampled</th>
<th>Movement range</th>
<th>Generations since isolation</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.01-0.02</td>
<td>90-100</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>0.01-0.02</td>
<td>50-100</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>0.01-0.03</td>
<td>30-100</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.01-0.03</td>
<td>30-100</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.01-0.02</td>
<td>80-100</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>0.01-0.02</td>
<td>40-100</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>0.01-0.03</td>
<td>30-100</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.04</td>
<td>80-100</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>6</td>
<td>0.01-0.02</td>
<td>30-100</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.01-0.02</td>
<td>30-100</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.01-0.03</td>
<td>30-100</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>0.01-0.03</td>
<td>20-100</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>0.01-0.04</td>
<td>20-100</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.05-0.06</td>
<td>80-100</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2000</td>
<td>10</td>
<td>0.01-0.06</td>
<td>20-100</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.01-0.02</td>
<td>40-100</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.01-0.02</td>
<td>40-100</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>0.01-0.03</td>
<td>30-100</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>0.01-0.05</td>
<td>20-100</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.01-0.05</td>
<td>20-100</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.06-0.07</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>4</td>
<td>0.01-0.02</td>
<td>100</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>0.01-0.02</td>
<td>20-100</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.01-0.03</td>
<td>20-100</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.01-0.04</td>
<td>20-100</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>0.01-0.04</td>
<td>20-100</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>0.01-0.06</td>
<td>20-100</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.01-0.06</td>
<td>10-100</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Figure 2.1. Hierarchy of objects in the simulation model. Each object is part of a list and is a member of the class above.
Figure 2.2. Overview of a simulation for a given combination of parameter values. The simulation begins with a panmictic population that becomes divided at time 0. In each generation, the two populations exchange individuals with a given probability. Individuals also age, reproduce, and die. At each generation the output variables in Table 2.2 are generated. The simulation is repeated 100 times, generating 100 sets of data for each generation and parameter combination. Summary statistics are generated from these 100 points.
1 PANMICTIC POPULATION

Generation 0: ISOLATION EVENT

Generation 1: 2 DIVIDED POPULATIONS

births/deaths

↓

Generation 100:

End of simulation

⇒ At each generation calculate:
- Genetic measure
- Actual movement
- Genetically-based estimate of movement
- Difference (bias and standardized bias)

⇒ After 100 repetitions calculate summary statistics across repeats (see Table 2.2)

REPEAT THIS SEQUENCE 100 TIMES
Figure 2.3. Flow diagrams of the simulation steps. The model comprises main routine (A) and several subroutines: (B) initialization; (C) reproduction; (D) actual mating event and assignment of parental genotypes to offspring. Note, the mortality pattern depends on whether or not the generations overlap and movement pattern depends on whether or not generations overlap and whether an individual can move more than once in its lifetime (see text).
A. main routine

MAIN ROUTINE

START

read parameter file

Function 1: initialization

1st population in population list

Function 2: reproduction

Do generations overlap?

Yes

Mortality: Randomly remove proportion of individuals from population

Ageing: All babies become adults

Movement: Randomly move proportion of individuals between populations

Calculate and store genetic values for report

last population?

No

next time step

next population

end

No

Mortality: Remove all adults from population

last time step?

Yes

report output

END

No

last repetition?

Yes
B. initialization routine

Start function 1: initialization

select random number (0-1)

random number < sex ratio?

Yes

individual is female

assign id from current population

go to 1st locus in loci list

select random number (0-range of allele values)

assign value to allele 1

select random number (0-range of allele values)

assign value to allele 2

last locus in loci list?

Yes

make next individual

Yes

id counter=initial population size?

return to main routine

No

No

individual is male

Next locus in loci list

No

return to main routine

Yes

return to main routine
C. reproduction routine

Start function 2: reproduction

adult present?

Yes: select 1st female in female list

select random number (1 to N_{male})

select male at random number position in list

select #offspring from Poisson distribution

Start function 2a: mating

#baby < #offspring?

Yes: next female in female list

select new random number (1 to N_{male})

No: last female in list?

Yes: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main routine

No: return to main route
D. actual mating and assignment of parental genotypes to offspring routine

Start function 2a: mating

- mating pair female
  - go to 1st locus in loci list
  - select random number (0-1)
    - random number < 0.5?
      - assign value of female's allele 1 to baby's allele 1
      - mating pair male
        - select random number (0-1)
          - random number < 0.5?
            - assign value of male's allele 1 to baby's allele 2
            - assign value of female's allele 2 to baby's allele 1
            - last locus in loci list?
              - No
                - select random number (0-1)
                  - random number < sex ratio?
                    - Yes: create female baby
                    - No: create male baby
                - return to function 2: reproduction
            - No: assign value of female's allele 1 to baby's allele 1
          - No: assign value of male's allele 1 to baby's allele 2
    - No: assign value of female's allele 2 to baby's allele 1
  - next locus in loci list
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Figure 2.4. Plot of the relationship between estimated movement based on $\Theta (Nm)$ vs. actual movement for (A) a population size of 500 (percent sampled = 100%, loci number = 15, allele number = 10, generations since isolation = 100, and generations = non-overlapping). The values represent the averages over 100 replicate simulations. I plotted both axes on a log scale to show the pattern while including a wide range of values. The vertical dashed line indicates the movement rate above which the relationship is consistently unreliable for all parameter combinations. Panels B and C represent the relationship between mean $Nm$ and an actual movement of $\leq 0.2$ for the same combination as in panel A but for (B) selected values of percent of population sampled and (C) number of loci.
A

B

C
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Figure 2.5. Frequency histograms of the mean standardized bias (i.e., \([\text{estimated movement}-\text{actual movement}]/\text{actual movement}\)) for a selection of the parameter values shown in Table 2.2. Movement rates were \(\leq 0.2\) (to the left of the vertical dotted line in Figure 2.4). The bars in panels A to G show how many times the mean of the 100 replicate simulations were within a particular range when all other parameters were pooled.
<table>
<thead>
<tr>
<th>A: sample</th>
<th>B: loci</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>Frequency</td>
</tr>
<tr>
<td>&lt;0 0-1 1-2 2-3 3-4 4-5 &gt;5</td>
<td>&lt;0 0-1 1-2 2-3 3-4 4-5 &gt;5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>C: allele</th>
<th>D: overlap/lifetime movement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>Frequency</td>
</tr>
<tr>
<td>&lt;0 0-1 1-2 2-3 3-4 4-5 &gt;5</td>
<td>&lt;0 0-1 1-2 2-3 3-4 4-5 &gt;5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>E: time</th>
<th>F: population</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>Frequency</td>
</tr>
<tr>
<td>&lt;0 0-1 1-2 2-3 3-4 4-5 &gt;5</td>
<td>&lt;0 0-1 1-2 2-3 3-4 4-5 &gt;5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>G: dispersal rate</th>
<th>H: overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>Frequency</td>
</tr>
<tr>
<td>&lt;0 0-1 1-2 2-3 3-4 4-5 &gt;5</td>
<td>&lt;0 0-1 1-2 2-3 3-4 4-5 &gt;5</td>
</tr>
</tbody>
</table>

Bias
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Figure 2.6. Standardized bias (± 1SE) vs. the actual movement rate. For all plots shown except F, population sizes depicted were 500. The triangle in each panel is the default combination (sample = 100%; 15 loci; 10 alleles; non-overlapping generations, and 100 generations since isolation). Panels A-F show how changing (A) sample sizes, (B) number of loci, (C) number of alleles, (D) life histories, (E) population size, and (F) time since isolation affect the standardized bias for the given movement rate.
Figure 2.7. Relationship between $\Theta$ and actual movement for the same parameter combination as presented in Figure 2.4a.
CHAPTER 3: COMPARISON OF GENETIC METHODS FOR ESTIMATING INTER-POPULATION MOVEMENT

Chapter summary

Several reviews suggest using genetic information to quantify inter-population movement, noting advantages over more traditional measures of movement (e.g., mark and recapture). Genetic methods include calculating movement based on $F_{ST}$, $G_{ST}$, $\Theta$, $R_{ST}$, private alleles, and genetic assignment tests. I asked which, if any, of these methods is suitable for calculating inter-population movement of recently isolated small populations, i.e., the situation of interest in conservation studies. I used a stochastic, individual-based model to simulate the demography and the genetics of hypothetical populations. In experimental simulations I manipulated inter-population movement rate and calculated the amount of movement based on the genetic measures. I examined the effects of percent of the population sampled, number of loci and alleles, population size, time since isolation, and whether generations overlapped or not on the difference between the genetic estimates of movement and actual movement (bias). Estimates based on $R_{ST}$, private alleles, and the genetic assignment tests did not reliably quantify movement rate. This result is significant because it suggests that the recent increase in use of these methods is misplaced. Interestingly, the original $F_{ST}$ method, first introduced by Wright in 1951 and modified for more than 2 alleles by Nei in 1973, provided a better estimate of inter-population movement than its more recent (assumed to be improved) incarnations, $G_{ST}$, $G_{ST}'$ and $\Theta$. $F_{ST}$-based estimates of movement were reasonable in situations with at least 20% of the population sampled, at least 10 loci with at least 6
alleles each, a movement rate of 0.04 to 0.08 per generation, and at least 90 generations since isolation. Θ and $G_{ST}^{-1}$-based estimates of movement were reasonable for the same parameters but limited to situations with non-overlapping generations and a movement rate of less than 0.04. Note that $F_{ST}$ and Θ are only reliable over narrow movement ranges, creating a Catch-22 situation where one must already know the movement rate to determine whether and which genetic methods can be used to estimate movement. I conclude that currently available genetic methods for estimating movement are inappropriate for most studies of species conservation.

Introduction

Movement of organisms between populations is linked to the survival, and thus the conservation, of these populations (Brown & Kodric-Brown, 1977; Frankham, 1995). However, it is often challenging to estimate inter-population movement. Slatkin (1985a, 1987) suggested that measures of genetic differentiation could be used to estimate movement between populations. With technological advances in molecular genetics (for reviews, see Mitton 1994; Parker et al. 1998; Manel et al. 2003), the use of genetic measures to quantify movement has advantages over more traditional methods (e.g., mark recapture). Often, genetic information can be measured at a lower cost and with less disturbance of organisms.

Over the last several years, researchers have used a variety of methods to estimate movement from genetic data. Among these are several measures of genetic differentiation based initially on Wright’s (1951) formulation of $F_{ST}$, which was subsequently extended to include a series of additional terms for multiple alleles (Nei’s $F_{ST}$, 1973), observed
heterozygosity and sample size (Nei’s $G_{ST}$, 1987), number of populations (Nei’s $G_{ST}^*$, 1987), and multiple loci and uneven sample sizes (Weir and Cockerham’s $\Theta$, 1984). $\Theta$ is currently one of the most commonly used estimates of genetic differentiation in the literature. Weir and Cockerham’s paper had been cited 3,112 times as of April 2006, compared to 2,265 citations of Nei (1973), published 11 years earlier (Web of Science database). The original $F_{ST}$ and its more recent estimates apply to allozyme loci. Slatkin (1995) proposed $R_{ST}$ for microsatellite loci. Slatkin (1985b) also proposed a method based on the frequency of private alleles.

The use of estimates of $F_{ST}$ and its derivatives, $G_{ST}$, $G_{ST}^*$, and $\Theta$, to quantify movement has been highly debated in the literature. The main objection is that assumptions (Table 3.1) are either violated or not testable (Lewontin 1985; Slatkin 1985a; Crochet, 1996; Bohonak et al. 1998; Bossart & Pashley Prowell, 1998a and b; Steinberg & Jordan, 1998; Whitlock and McCauley 1999; Bohonak and Roderick 2001; Neigel 2002). These violations would be especially likely in the situation where genetic differentiation is used to estimate movement between formerly panmictic populations that have been recently isolated, for example, by road construction or some other form of habitat fragmentation. However, the combined quantitative impact of these violations on the reliability of movement estimates based on genetic differentiation is not known. There may be instances when the relationship is robust to deviations from some of the assumptions.

This debate about the effect of violations to the assumptions has lead researchers to consider alternative methods that do not make these assumptions. In particular,
individual-based assignment tests (Paetkau et al. 1995; Rannala & Mountain 1997; Waser & Strobeck 1998; Pritchard et al. 2000; Paetkau et al. 2004) have been growing in use over the last decade with citations increasing steadily each year (Web of Science database). The assignment test developed by Paetkau et al. (1995) is the one most widely used in empirical studies (Guinand et al. 2002). Movement is calculated based on the number of individuals whose genotypes have a higher likelihood of belonging to other populations than the one in which they were found (Paetkau et al. 1995; Waser and Strobeck 1998). In a later version of the assignment test, an individual is considered a migrant if its likelihood of belonging to other populations is higher than a statistical threshold (Paetkau et al. 2004). Because the test makes few assumptions often violated in recently isolated populations (Table 3.1) it is expected to provide more reliable estimates of movement (Waser & Strobeck 1998).

In this study I explore the accuracy of movement estimates calculated from eight methods - $F_{ST}$, $G_{ST}$, $G_{ST}'$, $\Theta$, $R_{ST}$, private alleles, and two versions of the genetic assignment test. These methods differ in the assumptions they make (Table 3.1), how they are calculated, how movement is derived from them (see Genetic methods and movement below), and the genetic data from which they are calculated (allozymes or microsatellite DNA). These differences may affect how well they reflect actual interpopulation movement. My results are meant to provide a genetic methodological “road map” as a guideline for the appropriate use of population genetic information to measure inter-population movement in the field, given a particular sampling, genetic, and demographic scenario.
Methods

Genetic methods and movement

Genetic methods. I used eight genetic methods to derive estimates of movement: five estimates of genetic differentiation ($F_{ST}$, $G_{ST}$, $G_{ST}'$, $\Theta$ and $R_{ST}$), the frequency of private alleles, and two versions of the genetic assignment test (Table 3.1). I calculated a version of $F_{ST}$ based on Nei's (1973) extension of the formula introduced by Wright (1951) to address more than two alleles per locus. $G_{ST}$ includes additional terms that consider the number of observed heterozygotes and the sample size, and $G_{ST}'$ is also independent of the number of samples (Nei 1987). $\Theta$ (Weir & Cockerham 1984) includes terms that address the effects of multiple alleles and loci, the number of populations, sample sizes (both even and uneven), and observed heterozygosity. $R_{ST}$ is based on the number of tandem repeats and is applicable to microsatellite loci, which tend to have a higher mutation rate (Slatkin 1995). For the private alleles estimate, I calculated the logarithm of the average frequency of alleles found in only one population (i.e., private alleles), which is predicted to decrease linearly with the logarithm of effective inter-population movement (Slatkin 1985b). Finally, I conducted two versions of the genetic assignment test. Both are based on comparing the gene frequencies of an individual with those of the population in which it was found and with those of a purported alternate source population. In the first version, an individual is assigned to the population for which its log likelihood of occurring is higher (Paetkau et al. 1995; Waser & Strobeck 1998). In the second version (Paetkau et al. 2004) each potential immigrant had to have a
statistically significantly higher likelihood of belonging to another population, as
determined using randomization methods.

*Estimation of movement from genetic methods.* I used Wright’s (Wright 1931;
Table 3.1) formula for relating the genetic differentiation measures (i.e., \( F_{ST} \), \( G_{ST} \), \( G_{ST}' \),
and \( \Theta \)) to effective inter-population movement (i.e., that resulting in gene flow):

\[
F_{ST} \approx \frac{1}{1 + 4Nm}
\]

where \( N \) is the effective population size and \( m \) is the proportion of the population
migrating per generation. Slatkin (1985a) suggested using \( F_{ST} \) to estimate the number of
individuals moving between populations, or \( Nm \), by rearranging the previous equation:

\[
Nm \approx \frac{1}{4} \left( \frac{1}{F_{ST}} - 1 \right).
\]

Note that \( G_{ST} \), \( G_{ST}' \), and \( \Theta \), are substituted for \( F_{ST} \) when these are the measures of genetic
differentiation. In the case of \( R_{ST} \), I used

\[
Nm \approx \frac{d_s - 1}{4d_s} \left( \frac{1}{R_{ST}} - 1 \right) \quad \text{(equation 15a in Slatkin 1995)},
\]

where \( d_s \) is the number of populations. In my case \( d_s \) is 2, so

\[
Nm \approx \frac{1}{8} \left( \frac{1}{R_{ST}} - 1 \right).
\]

For private alleles, I calculated the movement rate by rearranging equation 3 in
Slatkin (1985b) and including his correction for sample size (see p.57, Slatkin 1985b):

\[
Nm = e^{\left( \frac{\ln \left( \frac{25}{n} \right) - 2.440}{-0.505} \right)} \times \left( \frac{25}{n} \right),
\]
where $\bar{p}(l)$ is the frequency of private alleles, and $n$ is the sample size.

For both genetic assignment tests I calculated movement by considering individuals to be immigrants if they were assigned to the population other than the one from which the individual was sampled. In the first version, an individual is assigned to the population for which its log likelihood of occurring is higher (Paetkau et al. 1995; Waser & Strobeck 1998). In the second version (Paetkau et al. 2004) potential immigrants also had to be significantly more likely to belong to the other population. I determined this significance for a potential migrant by 1) generating a set of 100 individuals whose genotypes were randomized based on the allele frequencies for each locus in the population in which the individual was found (the frequency excluded the alleles of the potential migrant), 2) calculating the test statistic, $A$, for each of these 100 randomized individuals, where $A$ is the ratio of the likelihood of the individual's being a resident of the population from which it was sampled over the likelihood of its belonging to the other population, and 3) classifying the individual as a migrant if its $A$ value was greater than that of the highest in the ratio in the randomized population (i.e., $\alpha = 0.01$). To adjust for sample size, I multiplied the proportion of immigrants in the sample by population size.

The simulation model

I designed an object-oriented individual-based simulation model with a hierarchical structure (Figure 2.1). Each individual’s genotype and dynamics (movement, mating, aging and death) were governed by probabilities. The individual-based design
allowed me to calculate statistics and each of the genetic measures based both on sub-
sampling the population and using all individuals within the population.

Each simulation began with an initially panmictic population that was
subsequently subdivided into two populations (Figure 2.2). At each generation,
individuals could potentially reproduce (with or without mutation), die, age, and move to
the other population (Figure 2.3a-d), with particular probabilities (Table 3.2). At the end
of each generation I recorded the actual amount of movement, calculated each of the
genetically-based estimates of the amount of movement, and calculated the difference (or
standardized difference, see Model Output below and Table 3.2) between these two
values. The offspring and surviving adults, if any, were carried over to the next
generation. The sequence was iterated for 100 generations. I calculated $F_{ST}$, $G_{ST}$, $G_{ST}'$, $\Theta$,
$R_{ST}$, private alleles, and genetic assignment based on the raw genetic data produced in the
model runs.

Model Input Parameters

The parameters and the values used are shown in Table 3.2. The ranges in values
were based on empirical studies. I chose the intervals within these ranges based on
preliminary sensitivity analyses. I ran simulations for all levels of each parameter listed
in a complete factorial experimental design. This resulted in 1,016,000 combinations.
Since 100 replicates were run for each combination (below), the total number of
simulation runs was 101,600,000. For the more computationally intense simulations (i.e.,
those based on $R_{ST}$, the frequency of private alleles, and the genetic assignment tests) I
examined the effects of the largest sample sizes initially, and then for successively
smaller sizes only if the simulations with larger populations yielded reliable estimates of actual movement. For all methods I repeated each simulation 100 times for each of the above parameter combinations, based on preliminary simulations in which I looked for consistency in mean values among sets of simulations. Additional trials did not yield significant changes in the mean values.

The demographic parameters, while subject to stochastic variation, were not varied systematically among simulation runs (Table 3.2). I set the population sizes at the beginning of the simulation, but stochastic variation in the sex ratio, number of offspring, deaths and migrants contributed to variation in the population sizes over the 100 generations. This variation was not density dependent. Population size increased over time in some runs, stayed the same in others, and decreased in still others, but the average population size across replicate runs was constant over the 100 generations.

At initialization the sex ratio was on average 1:1 (Figure 2.3b). When the individuals mated, a male was drawn randomly for each female in the population (Figure 2.3c), so while all adult females mated, some adult males mated with multiple females and others did not mate. Immigrants and residents had the same probability of mating. The number of offspring produced was drawn from a Poisson distribution with a mean of two (Figure 2.3d). Thus, on average, the females produced two offspring each. The death rate was set to counter the now doubled population size in one of two ways. When generations were non-overlapping, all adults (50% of the population, on average) were "killed." If the generations were overlapping, i.e., adults could coexist with juveniles, 50% of all individuals were randomly chosen and "killed."
I varied movement probabilities from 0 (complete population isolation) to 0.2 across simulations. Preliminary analyses showed that populations were essentially panmictic at movement rates above 0.2. The number of adults moving between the two populations was on average the same (symmetrical movement). Thus, in this closed system, movement did not result in any net change in population size.

Each individual was initialized with two sets of the same number of loci (Figure 2.3b describes one set). The alleles of the first set of loci could not mutate at reproduction. The alleles of the second could mutate based on the probabilities in Table 3.2 (Dallas 1992; Weber & Wong 1993; Jarne & Lagoda 1996). $F_{ST}$, $G_{STS}$, $G_{ST}'$, and $\Theta$ were calculated based on the non-mutating set. The genetic assignment tests were calculated based on both the mutating and non-mutating sets of loci. Private alleles and $R_{ST}$ were calculated based on the mutating set. The numbers of alleles and loci in the simulations were based on empirical studies, and ranged from a one locus-two allele model to genotypes with 15 loci and 10 alleles. For the methods based on mutating loci I included up to 40 alleles per locus at initialization. Each allele was characterized by a numerical value (e.g., if there were 10 possible alleles, the allele types were numbered 1 to 10). At initiation, the allele types were in equal proportions, on average.

To simulate the microsatellite loci on which $R_{ST}$ was calculated I considered the numerical value describing each allele type (see previous paragraph) to be the number of tandem repeats (e.g., the qualitative designation of allele type 6 above would mean there were 6 tandem repeats at that locus). Mutation was simulated for these microsatellite loci.
using a single step model (Kimura & Ohta 1978; reviewed in Freimer & Slatkin 1996) where one repeat was lost or gained with equal probability for each mutation event.

Since population size affects the rate at which isolated populations are expected to reach equilibrium between drift and gene flow (Crow & Aoki 1984), I also varied initial population sizes. I set the duration of the simulations at 100 generations from isolation, to represent recently isolated populations.

I calculated the genetic information based on sample sizes from two to 20 percent of the populations, and also included 100 percent sampling for comparison. The sampling scenarios were independent, meaning the results for different sample sizes were from separate simulations, not sub-samples from the same group of individuals.

**Model output**

At the end of each generation, and for each parameter combination, I calculated:

1) the actual population sizes, 2) the actual amount of inter-population movement (referred to as “actual movement” from here on), 3) the genetic measure ($F_{ST}$, $G_{ST}$, $G_{ST}'$, $\Theta$, $R_{ST}$, the frequency of private alleles, and the two versions of the genetic assignment test, 4) the estimated amount of inter-population movement based on each of the genetic measures (see *Estimation of movement from genetic methods* above), 5) the difference between the estimated and actual movement (bias), and 6) bias divided by actual movement (standardized bias) (Table 3.2). Standardized bias adjusted for the fact that the actual number of individuals moving increased with movement rate and also depended on the population size. If estimated movement and actual movement were equal for all 100 simulations (no bias), the bias (and standardized bias) would equal 0. If estimated
movement was twice the actual movement, the standardized bias would be 1. If estimated movement was half of the actual movement, the standardized bias was -0.5. The standardized bias was negative if actual movement was underestimated, and positive if it was overestimated. When actual movement was 0, the standardized bias was undefined. I therefore excluded movement rates of 0 from analyses of standardized bias. I considered estimates of movement to be reliable if both (1) the average bias was between -0.5 and 1 (i.e., estimated movement was no less than half and no more than twice the actual movement) and (2) the range in bias over the 100 repeats of the simulations was between -0.6 and 1.5 (i.e., estimated movement between two and half times smaller and two and half times larger than actual movement). I considered these criteria reasonable given that my results are intended to help an empirical researcher determine whether or not to use genetic information to estimate inter-population movement.

Results

Which measure is better and when?

No one genetic measure produced reliable estimates of movement over all parameter combinations. Overall, the most reliable estimates of actual movement of the 8 methods were those derived from $F_{ST}$. $F_{ST}$ produced reliable estimates of movement in about 10% of the parameter space. In comparison, $\Theta$ was reliable in 1.2% of the parameter space and $G_{ST}$ was reliable in only 0.11% of the parameter space. Results based on $G_{ST}$ were indistinguishable from those based on $\Theta$. Estimates based on $R_{ST}$, private alleles, and the 1995 version of the genetic assignment test did not produce reliable estimates in any of the parameter space where less than 100% of the population was reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
was sampled. Some reliable estimates based on sampled individuals were produced using the 2004 version of the assignment test but these occurred in only 0.02% of the parameter space.

\( F_{ST} \). Estimates of actual movement based on \( F_{ST} \) were consistently reliable for simulations with an intermediate range of actual movement rates (0.04-0.08 per generations). There were many interactions among the parameters. In particular, bias was consistently low for the largest range in movement rates (0.03-0.12) and lowest number of generations since isolation (10), when generations were overlapping, population size was large (2,000), at least 20% of the population sampled, and 15 loci with 10 alleles per locus were used. With decreasing sample sizes, numbers of alleles or loci, reliable estimates were produced for narrower ranges in movement rate and a longer time since isolation. For example, with the same parameter combination as above but with a percentage sampled of 12%, reliable estimates were produced for a range of movement rates of 0.03 to 0.06 instead of up to 0.12.

\( G_{ST} \). Estimates based on \( G_{ST} \) overestimated movement in the extreme over most of the parameter space (Figure 3.1). Bias was consistently lower for movement estimates derived from \( G_{ST} \) for simulations based on non-overlapping generations, at least 20% of the population sampled, 15 loci, 10 alleles, a movement rate of 0.01 to 0.03, and 100 generations since isolation. This relatively narrow range of combinations makes estimates of actual movement based on \( G_{ST} \) generally unreliable.

\( \Theta \) and \( G_{ST} \). Bias was consistently lower for simulations based on non-overlapping generations, at least 20% of the population sampled, 10 loci, 6 alleles, a
movement rate of 0.01 to 0.04, and 90 generations since isolation. However, as with the $F_{ST}$-based estimates, there were many interactions among the parameters. For example, if the percentage sampled was less than 16%, then at least 15 loci with 10 alleles were required to produce reliable movement estimates. If generations overlapped, then reliable estimates of movement were only produced for population sizes of at least 2,000. In general, if one parameter was not at its “best” value (e.g., maximum percent sampled, most loci, alleles and generations since isolation, non-overlapping generations), the other parameters needed to be at, or close to, their “best” to produce a reliable estimate of actual movement.

$R_{ST}$. Estimates of movement based on $R_{ST}$ were not reliable; they overestimated movement in the extreme over most of the parameter space (Figures 3.2a and 3.3a). The variation in bias was also very high over the replicate simulations (Figure 3.3a). Furthermore, the degree of overestimation varied with movement rate and the percentage of the population sampled (Figure 3.2a).

*Private alleles.* Estimates of movement based on the frequency of private alleles were not reliable; they underestimated movement (Figures 3.2b and 3.3b). For many combinations, there were few private alleles present. Private alleles were absent in over 50% of the replicate runs for simulations based on fewer than 6 alleles, 50 generations since isolation and for movement rates above 0.05. Even when present, for combinations when the whole population was sampled the average frequency of private alleles over the 100 simulation was less than 0.195, with the majority of frequencies falling below 0.03.
The degree of underestimation increased with decreasing percentage of the population sampled (Figure 3.2b).

*Genetic Assignment Tests.* Estimates of movement based on the 1995 and 2004 versions of the genetic assignment tests were not reliable. Estimates based on the 1995 version overestimated movement (Figures 3.4a and 3.5a). Reliability varied with movement rate and the percentage of the population sampled (Figures 3.4a and 3.5a). The 2004 version of the test over-estimated movement at lower movement rates (0-0.04) and under-estimated movement at higher rates (> 0.04) (Figures 3.4b and 3.5b). There were a limited number of combinations that fit the reliability criteria for the movement rates where the transition between over and under-estimates occurred. For simulations based on a population size of 2000, at least 20% of the population sampled, 15 loci, 25 loci with a mutation rate of $10^{-5}$, 25 alleles, and 20 generations since isolation estimates of movement were reliable but only over a very narrow range of movement rates from 0.05 to 0.06. Practically speaking, this transition in the reliability for such a small number of combinations makes estimates of actual movement based this version of the genetic assignment test generally unreliable.

*Relationship between estimated movement and actual movement*

Overall there was a positive relationship between actual inter-population movement and that estimated from the various genetic measures (Figures 3.1, 3.2, and 3.4) over many of the parameter combinations. However, none of the genetically-based measures of movement were accurate quantitative estimators of movement. The estimates failed to quantify actual movement directly because the relationship was non-
linear, too variable, and/or extremely biased depending on the measure used and the movement rate itself (Figures 3.3 and 3.5). While many parameter combinations produced reliable estimates of movement based on $F_{ST}$, bias varied with movement. Estimates of movement were more variable at very low movement rates than at higher rates; underestimates increased with movement rate (Figure 3.6).

Discussion

$F_{ST}$ provided reliable estimates of movement over more parameter combinations than any other genetic measure studied. These combinations complemented those based on $\Theta$ and $G_{ST'}$ by providing reliable estimates at higher movement rates (up to 0.12, depending on the other parameter values) and for more combinations when generations overlapped. $\Theta$ and $G_{ST'}$ performed better at very low movement rates of 0.01 to 0.04. At these rates, estimates based on $F_{ST}$ were only reliable after a larger number of generations since isolation. Estimates based on $R_{ST}$, the frequency of private alleles, and the genetic assignment tests were not reliable at all.

The higher reliability of movement based on $F_{ST}$, relative to estimates based on its derivatives, $G_{ST}$, $G_{ST'}$, and $\Theta$, was unexpected. The more recent measures ($G_{ST}$, $G_{ST'}$, $\Theta$) include additional terms to address the number of observed heterozygotes, sample sizes, and the number of populations, all intended to improve accuracy of the measure. At very low movement rates ($\leq 0.04$), $\Theta$ and $G_{ST'}$ did indeed produce more reliable estimates of movement than $F_{ST}$, consistent with the simulation results in Weir and Cockerham (1984). These measures would be therefore more reliable in situations where the actual movement rate is thought to be extremely low, as is often the case in research on
evolutionary questions. However, at intermediate movement rates (0.04 to 0.12), the estimates of movement based on $F_{ST}$ were more reliable than the estimates based on its derivatives, $G_{ST}$, $G_{ST}'$, and $\Theta$. The reason for this difference was that these measures approached 0 faster with increased movement rate than did $F_{ST}$. Values of $F_{ST}$ and its derivatives near zero produce extreme over-estimates of $Nm$ because of the non-linear relationship based on equation 3.2 above (see Slatkin & Barton 1989; Waples 1998; Whitlock & McCauley 1999; Neigel 2002). Since $F_{ST}$ remains farther from zero at higher movement rates than its derivatives, it produces more reliable estimates of movement rate at these higher values. For many ecological questions about effects of human-caused movement barriers such as habitat destruction or roads, movement rates are likely to be higher than for evolutionary questions. In this case the original $F_{ST}$ measure will provide a more reliable estimate of movement. This does create a catch-22 that, in order know which or whether any of these methods should be used to estimate movement, a researcher would first require some a priori knowledge of movement rate.

The use of microsatellite loci-based estimates of movement has been increasing over the last decade (Jarne & Lagoda 1996; Balloux & Lugon-Moulin 2002; Pearse & Crandall 2004). The high variability and mutation rate for microsatellites are thought to make them more suitable for detecting differentiation among populations in ecological time, as they are better able to respond quickly to recent isolation. However, this expectation was not supported by my simulations. Both $R_{ST}$ and the genetic assignment tests provided poor estimates of movement.
The high variability in $R_{ST}$ for most of the parameter combinations resulted in a large number of values near or equal to 0, which, when converted to $Nm$, overestimated movement in the extreme based on equation 3.4. The values of $R_{ST}$ were typically lower than those of $F_{ST}$, $G_{ST}$, $G_{ST}'$, and $\Theta$, especially at lower movement rates. When populations were recently isolated, $R_{ST}$ did not adequately reflect the growing differentiation between the populations.

In the case of the 1995 version of the genetic assignment test, the calculated likelihoods for the individuals were often similar, especially at low movement rates; in many cases only slight changes would produce an opposite classification. The 2004 version of the assignment test was designed to address this artefact by only classifying individuals as migrants if they were more likely to be from another population based on a statistically significant difference in the likelihoods. This adjustment seems to have overcorrected the classification. Even using a less conservative $\alpha$ of 0.05 did not significantly change this conclusion. In practical terms, my results suggest that while there is a qualitative association between estimates based on these genetic assignment tests and actual movement, these methods do not provide a reliable quantitative estimate. Furthermore, my results can probably be extrapolated to other assignment tests (Rannala & Mountain 1997; Pritchard et al. 2000) as they have been shown to have comparable performance (Cornuet et al. 1999; Guinand et al. 2002). These methods have been shown in empirical studies to over-estimate movement rates (e.g., Berry et al. 2004).

Estimates of movement based on private alleles were expected to slightly underestimate movement but still be as reliable as those based on $F_{ST}$ (Slatkin & Barton
1989). However, I found that the estimates were highly negatively biased. Slatkin (1985b) showed that for low frequencies of private alleles (approximately $\leq 0.03$) the method of calculating of $Nm$ (see equation 3.5 above and Figure 1 in Slatkin 1985b) was not appropriate. In Slatkin’s simulations, the curve plotting the frequency of private alleles vs. $Nm$ levels off for higher values of $Nm$. $Nm$ calculated for this range in frequency of private alleles will underestimate actual movement. This was generally the range in frequency of private alleles produced from my simulations. Thus, for parameter combinations typical of recently isolated populations, the frequency of private alleles is generally too low to reliably reflect actual movement.

My model included simplifying assumptions. I assumed gene flow and movement were equivalent, as residents were equally likely to mate as immigrants. The system was closed with movement taking place only between the two populations. Generally, if I relaxed the above mentioned assumptions or included additional effects (e.g., uneven sample sizes), the main difference in my results would have been to further de-couple the genetically-based estimate of movement from actual movement and to increase bias and variability, thus further compromising the estimate as a measure of inter-population movement.

Implications and conclusions

Of the eight genetic measures examined, $F_{ST}$ produced the most reliable overall estimates of movement, and $\Theta$ or $G_{ST}$' produced the most reliable estimates when movement rate was very low. In practical terms this suggests that these methods are the most appropriate for estimating inter-population movement in the field. Estimates of
movement based on $F_{ST}$ and $\Theta$ or $G_{ST}'$ were consistently reliable for simulations based on at least 20% of the population sampled, at least 10 loci with at least 6 alleles per locus, non-overlapping generations, at least 90 generations since isolation, and for a movement rate of less than 0.04 per generation for $\Theta$ or $G_{ST}'$ or for a movement range of 0.04 to 0.08 for $F_{ST}$. Unfortunately this creates a Catch-22 situation for the researcher, as one must have at least a rough estimate of movement rate to determine which (if any) measure will reliably quantify movement.

In practical terms, it is generally unlikely that there is an appropriate genetic method for estimating movement in any real situation. While the above situations produced reliable estimates of movement based on $F_{ST}$ and $\Theta$ or $G_{ST}'$, real studies, particularly studies of endangered species, are likely to have low sample sizes, recently isolated populations, and overlapping generations. Furthermore, methods thought to work better in these conservation studies by making fewer assumptions or using more variable loci, i.e., $R_{ST}$ or the two versions of the genetic assignment test, do not reliably quantify movement at all.
Table 3.1. Assumptions made for each of the genetic models.

<table>
<thead>
<tr>
<th>Assumptions made</th>
<th>How addressed in my model</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Island Model (Wright 1931) assumed for</strong></td>
<td></td>
</tr>
<tr>
<td>$F_{ST}$, $G_{ST}$, $G_{ST}'$, $\Theta$, $R_{ST}$, and private alleles:</td>
<td>pattern examined over 100 generations, approaching equilibrium</td>
</tr>
<tr>
<td>genetic equilibrium between drift and gene flow</td>
<td>pattern compared for overlapping vs. non-overlapping generations</td>
</tr>
<tr>
<td>generations do not overlap</td>
<td>assumed for $F_{ST}$, $G_{ST}$, $G_{ST}'$, and $\Theta$; pattern compared for 2 mutation rates (see Table 3.2) for $R_{ST}$, private alleles, and the genetic assignment test assumed but subject to stochastic variation</td>
</tr>
<tr>
<td>no mutation</td>
<td>assumed but subject to stochastic variation assumed</td>
</tr>
<tr>
<td>demographic equilibrium</td>
<td>assumed</td>
</tr>
<tr>
<td>gene flow = migration</td>
<td>assumed</td>
</tr>
<tr>
<td>neutral to selection</td>
<td>assumed</td>
</tr>
<tr>
<td>migration random with respect to alleles</td>
<td>assumed</td>
</tr>
<tr>
<td>linkage equilibrium</td>
<td>assumed</td>
</tr>
<tr>
<td><strong>Genetic assignment test (Paetkau et al. 1995; Waser &amp; Strobeck 1998; Paetkau et al. 2004):</strong></td>
<td></td>
</tr>
<tr>
<td>populations at Hardy-Weinberg equilibrium</td>
<td>assumed at equilibrium but subject to stochastic variation assumed</td>
</tr>
<tr>
<td>linkage equilibrium</td>
<td></td>
</tr>
</tbody>
</table>
Table 3.2. Parameters and values used in the simulation experiments.

<table>
<thead>
<tr>
<th>INPUT</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Parameters</strong></td>
</tr>
<tr>
<td><strong>Held constant for all simulations:</strong></td>
</tr>
<tr>
<td>Number of offspring per female:</td>
</tr>
<tr>
<td>Death rate:</td>
</tr>
<tr>
<td>Sex ratio:</td>
</tr>
<tr>
<td>Number of populations:</td>
</tr>
<tr>
<td>Number of repetitions of simulation</td>
</tr>
<tr>
<td>Duration of simulation:</td>
</tr>
<tr>
<td><strong>Varied among simulations:</strong></td>
</tr>
<tr>
<td>Initial population sizes:</td>
</tr>
<tr>
<td>Sample percentages:</td>
</tr>
<tr>
<td>Number of loci:</td>
</tr>
<tr>
<td>Number of alleles:</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Mutation rate:</td>
</tr>
<tr>
<td>Movement probability:</td>
</tr>
<tr>
<td>Overlapping generations:</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>OUTPUT</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Produced for each input parameter combination:</strong></td>
</tr>
<tr>
<td>Population sizes</td>
</tr>
<tr>
<td>Actual movement</td>
</tr>
<tr>
<td>Genetic measures</td>
</tr>
<tr>
<td>Genetically-based estimates of movement from each genetic measure</td>
</tr>
<tr>
<td>Bias (( estimate - actual ) movement) for each genetic measure</td>
</tr>
<tr>
<td>Standardized bias (( (estimate - actual ) movement)/actual movement) for each genetic measure</td>
</tr>
</tbody>
</table>
Figure 3.1. Plot of the relationship between estimated movement based on $F_{ST}$, $G_{ST}$, $G_{ST}'$, and $\Theta$ vs. actual movement. The values represent the averages over 100 replicate simulations. The 1:1 line is the solid light line. The parameter combination depicted was for population sizes of 500, 20% of the population sampled, 15 loci, 10 alleles, non-overlapping generations, and 100 generations since isolation.
Figure 3.2. Plot of the relationship between estimated movement vs. actual movement for 10, 20 and 100% percent of the population sampled with estimated movement based on (A) $R_{ST}$ and (B) the frequency of private alleles (note: the y-axis scale changes). The 1:1 line (solid dark line) is shown for comparison. For both plots shown the parameter combination depicted was the same as for Figure 3.1 but for 40 alleles and a mutation rate of $10^{-2}$. 
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Figure 3.3. Standardized bias (+ 1SE) vs. the actual movement rate for estimates based on (A) $R_{ST}$ and (B) the frequency of private alleles (note: the y-axis scale changes). For both plots shown all simulations were based on all individuals sampled and the same parameter combinations depicted in Figure 3.2.
Figure 3.4. Plot of the relationship between estimated movement vs. actual movement for 10, 20 and 100% percent of the population sampled with estimated movement based on (A) the 1995 version of the genetic assignment test (Paetkau et al. 1995) and (B) the 2004 version (Paetkau et al. 2004) (note: the y-axis scale changes). The 1:1 line (solid dark line) is shown for comparison. For both plots shown the parameter combination depicted was the same as for Figure 3.1 but for 40 alleles and a mutation rate of $10^{-2}$. 

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Figure 3.5. Standardized bias (± 1SE) vs. the actual movement rate for estimates based on (A) the 1995 version of the genetic assignment test (based on non-mutating loci [squares] and mutating loci [diamonds]) (Paetkau et al. 1995) and (B) the 2004 version (Paetkau et al. 2004) (note: the y-axis scale changes). For both plots shown all simulations were based on all individuals sampled and the same parameter combinations depicted in Figure 3.3.
Figure 3.6. Standardized bias (± 1SE) vs. the actual movement rate for estimates based on $F_{ST}$. The dashed line represents the minimum and maximum over the 100 replicate simulations.
CHAPTER 4: USING GENETIC INFORMATION TO MEASURE INTER-
POPULATION MOVEMENT: RECONCILING MODELS AND EMPIRICAL DATA

Chapter summary

In Chapters 2 and 3 I asked which, if any, of $F_{ST}$, $G_{ST}$, $\Theta$, $R_{ST}$, private alleles, and
two versions of the genetic assignment test was suitable for calculating inter-population
movement of recently isolated small populations using a simulation model. The current
study is a partial test of the predictions generated from the simulations. I compared the
difference (bias) between the direct and genetically-based estimates of movement in the
empirical studies to those predicted by the corresponding set of simulations. The results
showed partial validation for the model but were limited by the fact that there was little
replication in the empirical studies. Seventy percent of the standardized empirical biases
were within 1 standard deviation of the predicted mean of the simulations. As predicted,
estimates of movement based on $F_{ST}$ and $\Theta$ were more reliable than those based on $R_{ST}$,
private alleles, and the genetic assignment test (Paetkau et al. 1995 version), although not
significantly so. As predicted, $\Theta$-based estimates were more reliable when the direct
estimate of movement was less than 0.04. Estimates based on the frequency of private
alleles underestimated movement and those based on $R_{ST}$ generally overestimated it, also
as predicted. Estimates based on the genetic assignment test underestimated movement,
contrary to the model predictions. Finally, bias based on $F_{ST}$ and $\Theta$ decreased with
increased percentage sampled, number of alleles, and for populations with non-
overlapping generations, as predicted. However, the strength and direction of this
relationship depended on the actual movement rate. The partial support of the model
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predictions suggests that the model results may be reliable, especially given the limitations in the empirical data set. More empirical studies are needed that include both direct and genetically-based quantitative estimates of movement.

**Introduction**

Measuring inter-population movement accurately is often challenging. Researchers have used both direct and genetically-based (indirect) methods to quantify movement (Slatkin 1985a). Direct measures estimate inter-population movement based on observing the movements of individuals (e.g., based on capture-mark-recapture). Indirect measures infer movement based on the genetic makeup of populations. Both types of measures have advantages and disadvantages (reviewed in Slatkin 1985a; Koenig et al. 1996; Neigel 2002) but indirect estimates based on genetic measures have been growing in popularity because genetic information is often less costly to obtain and results in less disturbance of organisms than marking and recapturing individuals.

Over the last several years, empirical researchers have used a variety of genetic methods to estimate movement, with each one assumed to improve upon the last. $F_{ST}$ is based on Nei's (1973) extension of the formula introduced by Wright (1951) to address more than two alleles per locus. $G_{ST}$ includes additional terms that consider the number of observed heterozygotes and the sample size, and $G_{ST}'$ is also independent of the number of samples (Nei 1987). $\Theta$ (Weir & Cockerham 1984) includes terms that address the effects of multiple alleles and loci, the number of populations, sample sizes (both even and uneven), and observed heterozygosity. $R_{ST}$ is based on the number of tandem repeats and is applicable to microsatellite loci, which tend to have a higher mutation rate (Slatkin
Slatkin (1985b) also proposed a method based on the frequency of private alleles (those found in only one population). The genetic assignment test (Paetkau et al. 1995, Waser & Strobeck 1998, Paetkau et al. 2004)) makes fewer assumptions in the calculation of movement from genetic information. Use of these methods in empirical studies of movement has changed with time (Figure 1.1). $\Theta$ is currently the most commonly used estimates of genetic differentiation in the literature. However, use of the genetic assignment tests and $R_{ST}$ has been increasing steadily since their introduction.

There is much controversy in the literature, however, about the validity of genetic methods in measuring movement, leading to cautionary statements about their use (Lewontin 1985; Slatkin 1985b; Crochet, 1996; Bohonak et al 1998; Bossart & Pashley Prowell, 1998a and b, Steinberg & Jordan, 1998; Whitlock and McCauley 1999; Bohonak and Roderick 2001; Neigel 2002). This is particularly true for populations that are of interest for conservation. Yet, with advances in molecular genetics (for reviews, see Mitton 1994; Parker et al. 1998; Manel et al. 2003) and refinements of the genetic methods (e.g., Paetkau et al 1995; Rannala & Mountain 1997; Waser & Strobeck 1998; Pritchard et al. 2000; Peatkau et al. 2004), researchers continue to use genetic information to measure movement.

Researchers who have used genetic methodologies to characterize the amount of movement between populations often relate their findings to plausible movement scenarios. They sometimes look for consistency with direct measures of individual movement but more often they compare their findings with expected movement inferred from the spatial arrangement of populations (e.g., distance, barriers) or from an
organism's behaviour or anatomy. The degree of consistency between the genetic and direct measure of movement varies in part because each captures different aspects of movement (Slatkin 1985a; Koenig et al. 1996; Bossart & Pashley-Prowell, 1998a) and because it is potentially affected by other factors such as the genetic method used or sample size (Chapters 2 and 3).

Previously I showed that genetic methodologies generally provided poor quantitative estimates of inter-population movement based on my simulation model of the demography and the genetics of hypothetical populations. In the demographic and genetic scenarios simulated, estimates based on $R_{ST}$ (Slatkin, 1995) and the genetic assignment test (Paetkau et al. 1995; Waser and Strobeck 1998) vastly overestimated actual movement. Estimates based on private alleles (Slatkin 1985b) greatly underestimated movement. In general, $F_{ST}$ (Nei 1973) outperformed $G_{ST}$ (Nei 1987), $G_{ST}'$ (Nei 1987), and $\Theta$ (Weir and Cockerham 1984), especially at intermediate movement rates (0.04 to 0.08 per generation). $\Theta$ and $G_{ST}'$-based estimates of movement were more reasonable at lower movement rates per generation (less than 0.04).

The goal of the previous simulation study was to predict when genetically-based estimates could be used to measure movement over a broad set of demographic and genetic scenarios. The point of the current study is to test the predictions from the model using empirical comparisons of direct and genetically-based measures of movement. Based on my previous findings I make three predictions about the difference between the direct and genetically-based estimates of movement in the empirical studies: (1) estimates of movement based on $F_{ST}$ and $\Theta$ will be more reliable than those based on the
other measures; further, the reliability will interact with movement rate itself; (2) estimates based on the frequency of private alleles will tend to underestimate movement as compared to those based on $R_{ST}$ and the genetic assignment test, which will overestimate movement (Peatkau et al. 1995 version); estimates based on the later version of the genetic assignment test (Paetkau et al. 2004) will vary with movement rate, overestimating it at low rates and underestimating it at higher rates (3) the difference between the direct and the estimates of movement based on $F_{ST}$ and $\Theta$ will be lower in empirical studies where a higher percentage of the population is sampled, populations have non-overlapping generations, and when more loci with more alleles are sampled. Because systematic comparisons are rare in the empirical literature, the test is limited to a small disparate subset of the comprehensive set of circumstances evaluated in the model in Chapters 2 and 3.

Methods

**Empirical information**

I searched the *Web of Science* database for all studies published between 1973 and 2006 that measured inter-population movement based on both genetic and direct measures. The latter was based on either mark-recapture/re-sight or on the tracking of individuals. Total inter-population movement per generation was based on the rate per generation calculated from the empirical sample multiplied by population size. The genetically-based estimates of movement were derived from one or more of the following methods: $F_{ST}$, $G_{ST}$, $\Theta$, $R_{ST}$, private alleles, and/or the 1995 version of the genetic assignment test. For estimates based on $F_{ST}$, $G_{ST}$, $\Theta$, $R_{ST}$, or private alleles, $Nm$
represented the number of individuals moving between populations per generation. \( N \) was
the effective population size and \( m \) was the proportion of the population migrating per
generation. For estimates based on the 1995 version of the genetic assignment test, the
individuals assigned to a population other than the one from which they were sampled
were considered immigrants. I used the 1995 version of the model as this was the one
used in the associated empirical study. The genetic and direct information was sometimes
found in separate articles (Table 4.2). I only included studies where this information was
collected from the same populations.

For each empirical study, I conducted a corresponding set of simulations. Each
simulation provided a prediction of the expected difference between the direct estimate of
movement and that measured based on the genetic information. When movement was
different from zero, I also standardized this difference by dividing it by the simulated
direct estimate of movement. This adjusted for the fact that the actual number of
individuals moving increased with movement rate and also depended on the population
size. I then compared this expected difference to the difference between movement
measured directly and based on the genetic information reported in the empirical study. I
refer to these differences as simulation bias and empirical bias respectively (or
standardized simulation bias and standardized empirical bias) from here onward. Each
comparison represented an individual test case of the model predictions. All statistical
analyses were conducted using SPSS (SPSS Inc. 2004) and Gpower (Erdfelder et al.
1996).
To test the three predictions I outlined in the introduction I examined the direction and size of the standardized empirical bias (i.e., \([\text{genetic estimate} - \text{direct estimate of movement}] / \text{direct estimate of movement}\)) for all cases where the direct estimate of movement was above 0. When the direct estimate of movement was 0, I analyzed the only the size of the empirical bias (i.e., \(\text{genetic estimate} - \text{direct estimate of movement}\)) because in these cases bias could only be positive. Standardized bias was undefined if the direct estimate of movement was 0.

**Model information**

The model was a stochastic individual-based simulation model with a hierarchical structure. It simulated the demography and the genetics of two hypothetical populations. The values of these simulated demographic and genetic parameters were based on those reported in the empirical study (Table 4.1). A detailed description of the model is included elsewhere (*Methods* in Chapters 2 and 3).

Actual movement rate was based on the rate determined from the direct measure of movement in the empirical study. Movement between populations could be either symmetrical or asymmetrical as indicated by the direct measure. In cases where only the number of individuals moving was provided, I calculated the rate as the number of individuals observed moving between a particular pair of populations divided by the sample size. Population sizes and sample sizes were set to reflect those provided in the empirical studies. If population sizes were not provided I approximated the values based on other available information such as density.
I did not vary the number of offspring per female, death rate, or sex ratio among simulations (Table 4.1). While I could potentially vary these, in the absence of information from the empirical studies I decided to use default values that would maintain the average population size at that provided in the empirical study. At initialization the sex ratio was on average 1:1. The mating system was polygynous. Immigrants and residents had the same probability of mating. The number of offspring produced was drawn from a Poisson distribution with a mean of two. Thus, on average, the females produced two offspring each. The death rate was set to counter the now doubled population size in one of two ways. When generations were non-overlapping, all adults (50% of the population, on average) were "killed." If the generations were overlapping, i.e., adults could coexist with juveniles, 50% of all individuals were randomly chosen and "killed." If the populations were recently isolated I ran the simulation for the reported number of generations since isolation. If not, I set the duration of the simulations at 100 generations. Preliminary analyses suggested that the difference between actual and estimated movement (simulation bias) would not vary significantly after this many generations.

The numbers of loci and alleles in the simulations were based on those reported in the empirical studies. The mutation rate and model for microsatellite loci was not provided in any of the empirical studies. I ran simulations based on a rate of $10^{-5}$ (Table 4.1; Dallas 1992; Weber and Wong 1993; Jarne and Lagoda 1996). Mutation was simulated using a single step model (Kimura & Ohta 1978; reviewed in Freimer &
where one repeat was lost or gained with equal probability for each mutation event.

I calculated simulation bias and standardized simulation bias (if movement rate differed from 0) for each parameter combination from the empirical study (Table 4.1). I ran the simulation 100 times for each combination, thus generating a mean, range (minimum and maximum), and standard deviation for each of these two values (Table 4.1). Each simulation represented an individual pair of populations from the empirical studies except when a study only presented global values of the genetic estimate of movement over all populations. In these cases I simulated a pair of populations with the global movement rate.

Results

Out of several hundred potentially relevant empirical papers only 20 included both genetic and direct quantitative estimates of movement for the same populations (Table 4.2). These studies covered a range of taxa and habitat types from around the world. Most used $F_{ST}$ (7), $\Theta$ (8), or $R_{ST}$ (4) as the basis for the genetic estimates of movement. The one empirical study using a genetic assignment test used the 1995 version (i.e., Paetkau et al. 1995). In several studies there were more than 2 populations and multiple methods applied (Table 4.2) resulting in 222 pairs of populations for which movement information was derived for all 20 studies combined. Of these, 178 had no movement according to the direct study, leaving 44 that had non-zero direct estimates of movement. These 44 represented only 11 of the 20 studies. $\Theta$ and $F_{ST}$ were used more often than the other methods (34 and 5 of the 44 comparisons respectively).
There was a positive relationship between the mean standardized simulation bias and the standardized empirical bias (slope = 0.044). However, this relationship was not significant ($r^2 = 0.003$; Figure 4.1). With a sample size of only 44, the power of this relationship was also very low (0.063). The sample size that would have been needed to result in a power of 0.80 (default from Cohen 1977) was 2,619. However, most of the standardized empirical bias estimates (30/44 or 70%) did fall within 1 standard deviation of the predicted mean standardized simulation bias (G-test of independence, $G_{1,2} = 14.5$, $p = 0.001$; Figure 4.2).

Estimates of movement based on $F_{ST}$ and $\Theta$ were more reliable than those based on $R_{ST}$, private alleles and the genetic assignment test, as predicted. I considered standardized biases to be reliable if they ranged between -0.6 and 1.5, (see Methods in Chapters 2 and 3). Two of 5 and 16 of 34 cases were reliable for $F_{ST}$ and $\Theta$ respectively. Only 1 of the 2 cases based on private alleles and none of the 3 based on $R_{ST}$ (2 cases) and the genetic assignment test (1 case) were reliable. However, the difference in the number of reliable cases for $F_{ST}$ and $\Theta$ (18 of 39) vs. the other 3 methods combined (1 of 5) was not significant (G-test of independence, $G_{1,1} = 1.34$, $p = 0.247$). The power was low for this test (0.25); 212 cases would have been required to have a power of 0.80.

Empirical estimates of movement based on $\Theta$ were more reliable (i.e., standardized bias was between -0.6 and 1.5) at very low movement rates (< 0.04), as predicted from the simulation results in Chapters 2 and 3. There were significantly more reliable estimates when the direct estimate of movement rate was below 0.04 (13 of 20) than above 0.04 (3 of 13) ($G_{1,1} = 5.77$, $p = 0.016$; Figure 4.3). When the direct estimate
of movement rate was 0, the bias in estimates of movement based on $\Theta$ ($n = 64$) was significantly lower than those based on the remaining measures ($F_{I,175} = 7.55, p = 0.007$; Figure 4.4), as predicted.

Both estimates based on private alleles underestimated movement, as predicted. The 3 cases based on $R_{ST}$ (2 cases) and the genetic assignment test (1 case) also underestimated the direct movement, contrary to the model prediction. However, the estimates for the 2 cases based on $R_{ST}$ were within 1 standard deviation of the predicted mean standardized simulation bias (Figure 4.2). Further, when the direct estimate of movement rate was 0, the mean overestimate of 25.1 based on $R_{ST}$ ($n = 64$) was higher than for any method combined ($F_{I,175} = 10.26, p = 0.002$; Figure 4.4), even once I had removed the one $Nm$ value of 25,000 (i.e., where $R_{ST} = 0$) for one of the 64 cases (Table 4.2).

I predicted that estimates of movement based on $F_{ST}$ and $\Theta$ would be increasingly reliable with percentage of the population sampled, number of loci, and number of alleles. The dotted lines in Figures 4.5 and 4.6 show the predicted change in the range in bias with increasing percent sampled, number of loci and alleles. Negative bias values are expected to increase, and positive bias values decrease, with increasing percent sampled, number of loci and alleles. Standardized bias was lower when based on a higher percentage of the population sampled, as predicted. Positive standardized bias values decreased with percentage sampled (slope = -0.212) but not significantly ($F_{I,18} = 0.036, p = 0.851, power = 0.054$; Figure 4.5a). Negative standardized bias increased with percentage sampled (slope = 0.003) but not significantly ($F_{I,17} = 0.132, p = 0.721$, power
= 0.064; Figure 4.5a). Power was low for these 2 relationships; 3,927 and 984 cases respectively would have been required to result in a power of 0.80. However, when the direct estimate of movement rate was 0, bias actually increased slightly with percent sampled (slope = 0.144), but not significantly ($F_{1,107} = 3.563, p = 0.620$; Figure 4.6a).

Empirical estimates of movement based on $F_{ST}$ and $\Theta$ were not significantly more reliable with increased number of loci. While negative standardized bias increased slightly (slope = 0.035; $F_{1,17} = 1.064, p = 0.317$, power = 0.164; sample size required: 128; Figure 4.5b) as predicted, positive standardized bias values actually increased (slope = 3.136), though not significantly ($F_{1,18} = 0.121, p = 0.732$; Figure 4.5b). When the direct estimate of movement was 0, the empirical bias increased with number of loci, but not significantly ($F_{1,107} = 0.312, p = 0.578$, Figure 4.6b).

As predicted, empirical bias decreased significantly when the genetic estimates of movement were based on loci with a larger number of alleles, as predicted (slope = -0.902; $F_{1,107} = 9.136, p = 0.003$, power = 0.850; sample size required: 87; Figure 4.6c). However, standardized bias increased with number of alleles, though not significantly; positive bias values increased (slope = 15.208; $F_{1,18} = 1.674, p = 0.212$; Figure 4.5c) and negative values decreased (slope = -0.023; $F_{1,17} = 2.509, p = 0.132$; Figure 4.5c).

Estimates of movement based on $F_{ST}$ and $\Theta$ were more reliable for populations with non-overlapping generations than for populations with overlapping generations, as predicted. Standardized empirical bias was lower on average if generations did not overlap (Figure 4.5d), but not significantly ($F_{1,37} = 1.453, p = 0.236$, power = 0.217; required sample size: 398 for power = 0.80). When the direct estimate of movement was
0, empirical bias was significantly lower for cases where generations did not overlap
\( (F_{1,107} = 6.911, p = 0.01; \text{Figure 4.6d}). \)

**Discussion**

The results partially validated the model. Seventy percent of the standardized empirical biases were within 1 standard deviation of the predicted mean of the simulations. As predicted, estimates of movement based on \( F_{ST} \) and \( \Theta \) were more reliable than those based on \( R_{ST} \), private alleles, and the 1995 version of the genetic assignment test, although not significantly. \( \Theta \)-based estimates were more reliable when the direct estimate of movement was less than 0.04, as predicted. Overall, estimates based on the frequency of private alleles underestimated movement and those based on \( R_{ST} \) overestimated it, as predicted. Standardized bias based on \( F_{ST} \) and \( \Theta \) decreased with increasing percent sampled and for populations with non-overlapping generations, although not significantly. When the direct estimate of movement was 0, estimates based on \( F_{ST} \) and \( \Theta \) were significantly less biased with increasing number of alleles and for populations with non-overlapping generations, as predicted. Contrary to the model predictions, however, estimates based on the genetic assignment test underestimated movement. Standardized bias actually increased with increasing number of loci and alleles. Bias also increased with percent of the population sampled and number of loci when the direct estimate of movement was 0. None of these increases was significant, however.

The lack of complete support for the simulation predictions was due, in part, to the limited number of studies that systematically compared direct and genetically-based
quantitative estimates of movement. All of the analyses that showed non-significant results had power estimates below 0.1, which is considered very low (Cohen 1977). What this indicates is that the lack of significance in the analyses is not conclusive. The sample sizes required to achieve a reasonably high power for these effect sizes were in the hundreds and even in the thousands. Sample sizes were so low in some instances that some predictions could not be tested statistically; there were movement estimates for only 1 case based on the genetic assignment test and for 2 based on \( G_{ST} \) (Table 4.2). Overall, the current number of cases was thus too low to conclude that the lack of significance was meaningful.

In addition to the limiting effect of small sample size, the tests of the predictions were confounded by an uneven distribution in the values for specific variables. There was sufficient variation in percent of population sampled (0.6-100%), number of loci (5-33), number of alleles (2-25), and movement rate (0-0.336) to examine their effect on empirical bias (Table 4.2); there were several cases for each of \( F_{ST} \) (50), \( \Theta \) (98), and \( R_{ST} \) (66). However, for many cases, changes in one variable were accompanied by confounding changes in another. For example, for estimates of movement based on \( \Theta \), for cases with fewer than 10 loci, the median number of alleles per locus was 10 (for 25 of 27 cases the number of alleles per locus was 10); for estimates based on 10 loci or more, the median number of alleles was 6 (for 6 of 8 cases the number of alleles per locus was 6) (Figures 4.5b and c). Thus, the positive effect (lower bias) expected from increasing the number of alleles was potentially being countered by a negative effect of decreasing the number of loci on which the genetic estimate was based. Furthermore, almost all (30
of 34) estimates based on \( \Theta \) were based on samples of less than 6% of the population; estimates based on \( F_{ST} \) were based on 22 to 100% of the population. Thus, the apparent decrease in bias with increased percent of the population sampled (Figure 4.5a) may be due to either increasing the percent sampled or to using a more reliable method. Percent of the population sampled, number of loci, number of alleles, and movement rate are all predicted to have some effect on bias. However, because their values were not varied in a factorial design I could not test their independent effects. Attempts to control for the variation were unsuccessful because of the small sample sizes.

There were additional potential limitations. The simulations were run based on parameter settings provided by data from the empirical studies. In the absence of information from the empirical studies, however, I used default values for the number of generations since isolation, mutation rate, death rate, birth rate, and sex ratio which may not accurately reflect the true values for the organism. Inaccuracies in the parameter values will lead to incorrect estimates of bias based on the simulations. This can produce misleading discrepancies between the simulation and empirical values.

Another potential source of this inaccuracy was the estimates of movement rate. First, direct estimates of movement in the empirical studies were based on samples, unlike in their associated simulations for which there was no measurement error. The empirical estimate of movement rate was based on the proportion of the sample that moved per generation. Variation in sample size may alter that rate. Further, direct measures are more likely to underestimate actual movement because rare movement is often recorded as zero. Second, the direct estimate of movement was based on marking
and recapturing an organism. However, there was a variety of taxa (Table 4.2) followed for varying lengths of time and based on different marking techniques, all of which could affect the accuracy of direct estimates of movement (for a review see Turchin 1998).

Finally, even in the absence of measurement error, the direct measure of movement may overestimate the genetically-based estimate of movement. In the model I assumed that movement was equivalent to gene flow. However, this is not necessarily the case in the empirical studies if fewer immigrants reproduce than residents; this would result in the genetically-based estimate’s underestimating actual movement.

Another potential source for discrepancies between the empirical and simulation estimates may result from incorrect estimates of population sizes. If the true population size is underestimated and this value used in the simulation, the simulated genetic estimate of movement will be smaller than it should be. This is because over generations the relative effect of drift is higher in smaller populations for a given movement rate as compared to larger populations. This would lead to apparently increased differentiation between the simulated populations and produce a genetically-based estimate of movement that is lower than it would be in the empirical study.

Finally, there were also potential limitations because of the model’s design. The model is based on some simplifying assumptions that may amplify discrepancies between the simulation and empirical estimates of bias. In particular, not all of the populations in the empirical studies were closed from other, untested, populations. This may result in genes from outside the study system increasing the apparent genetic difference between the populations and producing an underestimate of movement rate. The net effect would
be an increase in bias in the empirical studies. In comparison, the bias predicted from the simulation results would be lower. However, the fact that 70% of the empirical bias values were within 1 standard deviation of the simulation mean suggests that including these assumptions had only a limited effect on discrepancies between the empirical and simulation results.

Implications and conclusions

Because of the lack of power and limited range of parameter values tested, it is clear that more studies are needed that compare direct and genetic estimates of movement. This would be especially encouraged for conservation-related situations, i.e., those where isolation is recent. The studies in the current review were generally isolated over a much longer term. Furthermore, future comparisons should focus on situations where both versions of the genetic assignment test are used to generate an estimate of movement. In only 1 case were quantitative direct and genetic assignment test-based estimates systematically compared for the same populations and only using the older version of the test. As newer, and assumed to be improved, genetically-based estimates of movement emerge (particularly genetic assignment tests), these should be systematically compared to direct estimates of movement.

Regardless of the degree of similarity between the simulation and empirical results, one conclusion is the same for both. The difference between the direct and genetically-based estimates of movement was not constant for varying situations (e.g., sample size, number of loci, populations with overlapping vs. non-overlapping generations, etc.). The degree of reliability of movement estimates based on $\Theta$ varied...
with movement rate, creating a Catch-22 situation for the researcher. The researcher would thus require prior knowledge of the movement rate in order to decide if their estimate of movement rate is reliable. This suggests that it is impractical to quantify inter-population movement based on genetic methods at this time.
Table 4.1. Parameters and values used in the simulation experiments based on the information provided in the empirical studies.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>INPUT</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Held constant for all simulations:</strong></td>
<td></td>
</tr>
<tr>
<td>Number of offspring per female:</td>
<td>2 (drawn from Poisson distribution)</td>
</tr>
<tr>
<td>Death rate:</td>
<td>0.5 (individuals chosen at random)</td>
</tr>
<tr>
<td>Sex ratio:</td>
<td>1:1</td>
</tr>
<tr>
<td>Number of populations:</td>
<td>2</td>
</tr>
<tr>
<td>Number of repetitions of simulation</td>
<td>100</td>
</tr>
<tr>
<td><strong>Varied among simulations:</strong></td>
<td></td>
</tr>
<tr>
<td>Movement rate:</td>
<td>Based on empirical information</td>
</tr>
<tr>
<td>Initial population sizes:</td>
<td>Based on empirical information</td>
</tr>
<tr>
<td>Sample percentages:</td>
<td>Based on empirical information</td>
</tr>
<tr>
<td>Number of loci:</td>
<td>Based on empirical information</td>
</tr>
<tr>
<td>Number of alleles:</td>
<td>Based on empirical information</td>
</tr>
<tr>
<td>Mutation rate:</td>
<td>Default: $10^{-5}$ for $R_{ST}$, private alleles, and genetic assignment test</td>
</tr>
<tr>
<td>Overlapping generations:</td>
<td>Based on empirical information (no/yes)</td>
</tr>
<tr>
<td>Duration of simulation (number of generations since isolation):</td>
<td>Based on empirical information; 100 generations if not reported</td>
</tr>
<tr>
<td><strong>OUTPUT</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Produced for each input parameter combination:</strong></td>
<td></td>
</tr>
<tr>
<td>• Simulation bias ( (\text{genetic estimate} - \text{actual movement}) )</td>
<td></td>
</tr>
<tr>
<td>• Standardized simulation bias ( \left( \frac{\text{genetic estimate} - \text{actual movement}}{\text{actual movement}} \right) ) if movement rate ( \neq 0 )</td>
<td></td>
</tr>
</tbody>
</table>
Table 4.2. Studies and information used in the analyses. Note, PA: Private alleles; GAT: Genetic assignment test (Paetkau et al.’s 1995 version). Movement rates and population or sample sizes denoted with “*” were uneven for at least one comparison. “Global” genetic estimates of movement indicates that the estimate was reported for all populations combined, not for each pair compared; simulations were run based on the associated mean values. For population pairs where \( \Theta \) or \( R_{ST} \) equaled 0, the genetic estimate of movement was assigned a default of 25,000. Allele values and population sizes in italics were based on estimates and not reported explicitly in the empirical study.

<table>
<thead>
<tr>
<th>Source</th>
<th>Species and location of study</th>
<th>Direct estimate of movement rate per generation</th>
<th>Genetic estimate of movement</th>
<th>Number of loci (number of alleles)</th>
<th>Population size (number of populations)</th>
<th>Sample size</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Non-overlapping generations:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Geenen et al. (2000)</td>
<td>Green Emerald damselfly (<em>Lestes viridis</em>); Belgium</td>
<td>0</td>
<td>0.70-60.09</td>
<td>5</td>
<td>400 (8)</td>
<td>18, 32*</td>
</tr>
<tr>
<td>Roeloffs &amp; Riechert (1988)</td>
<td>Cooperative spider (<em>Agelena consociata</em>); Gabon</td>
<td>0</td>
<td>0.23 (global)</td>
<td>5</td>
<td>50 (54)</td>
<td>30</td>
</tr>
<tr>
<td>Varvio-Aho &amp; Pamilo (1981)</td>
<td>Water-strider (<em>Gerris lacustris</em>); Finland</td>
<td>0.008, 0.04</td>
<td>5.85, 9.75</td>
<td>7</td>
<td>67-220 (2 and 2)</td>
<td>40-60*</td>
</tr>
<tr>
<td>Rosenberg (1989)</td>
<td>Weidemeyer's admiral butterfly (<em>Limenitis weidemeyeri</em>); USA</td>
<td>0</td>
<td>6.69-10.17</td>
<td>33</td>
<td>100 (2 and 2)</td>
<td>20-60*</td>
</tr>
<tr>
<td>Source</td>
<td>Species and location of study</td>
<td>Direct estimate of movement rate per generation</td>
<td>Genetic estimate of movement</td>
<td>Number of loci (number of alleles)</td>
<td>Population size (number of populations)</td>
<td>Sample size</td>
</tr>
<tr>
<td>--------</td>
<td>-------------------------------</td>
<td>-----------------------------------------------</td>
<td>-----------------------------</td>
<td>----------------------------------</td>
<td>----------------------------------------</td>
<td>------------</td>
</tr>
<tr>
<td>Colas et al. (1997); Freville et al. (2001)</td>
<td>Cliff dwelling plant (<em>Centaurea corymbosa</em>); France</td>
<td>0</td>
<td>0.28-4.75</td>
<td>5 (2)</td>
<td>498 (6)</td>
<td>17-57*</td>
</tr>
<tr>
<td>Funk, Greene, et al. (2005); Funk, Blouin, et al (2005)</td>
<td>Columbia spotted frog (<em>Rana lakeiventris</em>); USA</td>
<td>0-0.14</td>
<td>0.8-124.75; 25,000</td>
<td>6 (5-16)</td>
<td>300 (11)</td>
<td>12</td>
</tr>
<tr>
<td>Ingvarsson et al. (1997)</td>
<td>Mycophagous beetle (<em>Phalacrus substriatus</em>); Sweden</td>
<td>0.366</td>
<td>4.90 (global)</td>
<td>7 (5)</td>
<td>85 (42)</td>
<td>5</td>
</tr>
<tr>
<td>Lewis et al. (1997); Brookes et al. (1997)</td>
<td>Butterfly (<em>Plebejus argus</em>); Wales</td>
<td>0</td>
<td>6.16 (global)</td>
<td>12 (2-5)</td>
<td>432, 921, 2001* (3)</td>
<td>25, 31, 35*</td>
</tr>
<tr>
<td>Watts et al. (2004)</td>
<td>Damselfly (<em>Coenagrion mercuriale</em>); UK</td>
<td>0-0.049*</td>
<td>1.55-138.64</td>
<td>14 (2-16)</td>
<td>400-2500* (7)</td>
<td>50</td>
</tr>
<tr>
<td>Favre et al. (1997)</td>
<td>Shrew (<em>Crocidura russula</em>); Switzerland</td>
<td>0.04 (mean)</td>
<td>$\Theta$: 1.51 (global)</td>
<td>8 (25)</td>
<td>500 (3)</td>
<td>172</td>
</tr>
</tbody>
</table>

*Based on $\Theta$*

<table>
<thead>
<tr>
<th>Overlapping generations:</th>
<th>Based on $F_{ST}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dobson (1994); Zammuto &amp; Millar (1985)</td>
<td>Columbian ground squirrel (<em>Spermophilus columbianus</em>); Canada</td>
</tr>
<tr>
<td>Pope (1992)</td>
<td>Red howler monkey (<em>Alouatta</em>)</td>
</tr>
<tr>
<td>Source</td>
<td>Species and location of study</td>
</tr>
<tr>
<td>--------</td>
<td>-------------------------------</td>
</tr>
<tr>
<td>Schilthuizen &amp; Lombaerts (1994)</td>
<td>Seniculus; Venezuela</td>
</tr>
<tr>
<td>Schwartz &amp; Armitage (1980)</td>
<td>Yellow-bellied marmots (Marmota flaviventris); USA</td>
</tr>
<tr>
<td>Based on $R_{ST}$</td>
<td></td>
</tr>
<tr>
<td>Roemer et al. (2001)</td>
<td>Island fox (Urocyon littoralis); USA</td>
</tr>
<tr>
<td>Based on more than one measure</td>
<td></td>
</tr>
<tr>
<td>Adams &amp; Hutchings (2003)</td>
<td>Brook charr (Salvelinus fontinalis); Canada</td>
</tr>
<tr>
<td>Blundell et al. (2002)</td>
<td>River otter (Lontra canadensis); USA</td>
</tr>
<tr>
<td>Edwards et al. (2004)</td>
<td>Desert tortoise (Gopherus agassizii); USA</td>
</tr>
<tr>
<td>Hoezel et al. (2001); Lewis et al. (1996)</td>
<td>Southern elephant seal (Mirounga leonina); Argentine/USA</td>
</tr>
<tr>
<td>Wilson et al. (2004); Hutchings &amp; Gerber (2002)</td>
<td>Brook charr (Salvelinus fontinalis); Canada</td>
</tr>
</tbody>
</table>
Figure 4.1. Mean standardized simulation bias vs. standardized empirical bias based on $F_{ST}$, $\Theta$, private alleles (PA), $R_{ST}$, and the genetic assignment test (GAT, Paetkau et al. 1995 version). To show the full range of values, I added 1 to each bias (to remove negative values) and plotted them on a log scale. Thus, a value of 1 represents no bias. The simulation bias shown represents the mean over 100 replicate simulations; the bars represent the minimum and maximum over the 100 replicates. The solid line is the 1:1 line.
Figure 4.2. Percentage of standardized empirical bias estimates that fell within 1 standard deviation of the mean standardized simulation bias estimates for each of the genetic measures used. The means and standard deviations were calculated based on 100 replicate simulations of each test case parameter combination.
Figure 4.3. Reliability of movement estimates based on $\Theta$ vs. the direct empirical estimate of movement rate. Bias was considered low if it ranged between -0.6 and 1.5 (see Methods in Chapters 2 and 3). When movement rates were uneven between two populations, I plotted the average rate.
Figure 4.4. Mean empirical bias (i.e., genetic estimate of movement - direct estimate of movement) for each of the genetic methods, ± 1 SE for cases where the direct movement rate was 0. These cases were analyzed separately because bias could only be positive.

PA: Private alleles
Figure 4.5. Standardized empirical bias based on $F_{ST}$ and $\Theta$ vs. (A) the percentage of the population sampled, (B) the number of loci on which the genetic measure was based, (C) the number of alleles per locus, and (D) overlapping vs. non-overlapping generations. To show the full range of values, I added 1 to each bias (to remove negative values) and plotted them on a log scale. Thus, a value of 1 represents no bias. Dotted lines represent the linear trend for the maximum and minimum standardized bias based on the corresponding simulations. In (D) I have plotted the mean standardized empirical bias for all cases where generations overlapped ($n = 4$) vs. those that did not overlap ($n = 34$), +1 SE.
Figure 4.6. Empirical bias based on $F_{ST}$ and $\Theta$ vs. (A) the percentage of the population sampled, (B) the number of loci on which the genetic measure was based, (C) the number of alleles per locus, and (D) overlapping vs. non-overlapping generations. To show the full range of values I plotted them on a log scale. Dotted lines represent the linear trend for the maximum and minimum bias based on the corresponding simulations. In (D) I have plotted the mean standardized empirical bias for all cases where generations overlapped ($n = 17$) vs. those that did not overlap ($n = 92$), +1 SE. Note, because the direct estimate of movement was 0 for all cases presented here, all empirical bias values were positive.
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CHAPTER 5: GENERAL CONCLUSIONS

Can genetic information be used to quantify inter-population movement?

Using a simulation model, I asked which, if any, of $F_{ST}$ (Nei 1973), $G_{ST}$ (Nei 1987), $\Theta$ (Weir and Cockerham 1984), $R_{ST}$ (Slatkin, 1995), private alleles (Slatkin 1985b), and two versions of the genetic assignment test (Paetkau et al. 1995; Waser and Strobeck 1998; Paetkau et al. 2004) was suitable for calculating inter-population movement over a broad set of demographic and genetic scenarios. Estimates of movement based on $F_{ST}$ were reasonable in situations with at least 20% of the population sampled, at least 10 loci with at least 6 alleles each, a movement rate of 0.04 to 0.08 per generation, and at least 90 generations since isolation (Chapter 3). $\Theta$ and $G_{ST}'$-based estimates of movement were reasonable for the same parameters but limited to situations with non-overlapping generations and a movement rate of less than 0.04 (Chapters 2 and 3). This suggests that genetic information could be used to quantify inter-population movement in these particular situations and based on these measures.

There is partial support for results of the simulation model based on empirical studies (Chapter 4). Seventy percent of the 44 test cases had a standardized empirical bias within 1 standard deviation of the mean simulation bias. This suggests that the simulation model provided a somewhat realistic estimate of the range in potential standardized bias values in an empirical study given a particular parameter combination. There was some support for the 3 main predictions based on the simulation results: 1) Estimates based on $F_{ST}$ and $\Theta$ were more reliable than those based on the frequency of private alleles, $R_{ST}$, and the genetic assignment test (Paetkau et al. 1995 version); $\Theta$-based estimates were
more reliable when movement rate was less than 0.04. 2) Estimates of movement based on the frequency of private alleles underestimated movement. 3) Bias decreased with percent of the population sampled and number of alleles in some situations; bias was also lower if based on populations with non-overlapping generations. This partial support suggests that the conclusions drawn from the simulation results in Chapters 2 and 3 are potentially valid but require further study.

In practical terms, however, the results from the experimental simulations and the partial empirical test suggest that it is generally unlikely that genetic information can be used to quantify inter-population movement reliably at this time. Both the simulations (Chapters 2 and 3) and the empirical studies (Chapter 4) showed that the difference between the direct and genetically-based estimates of movement varied among the demographic and genetic situations (i.e., with changes in movement rate, sample size, number of loci, and populations with overlapping vs. non-overlapping generations, etc.). Especially problematic is the fact that bias changed with movement rate itself. This leads to the conclusion that, in order to decide whether $F_{ST}$ or $\Theta$ can be used to quantify inter-population movement in a particular situation, the researcher needs to already have an estimate of movement.

Implications and future directions

Two types of situations were not adequately tested because of the lack of power and limited range of parameter values examined in Chapter 4. First, the experimental simulations suggested that genetically-based estimates of movement were reliable when populations were not recently isolated and had non-overlapping generations (Chapters 2
and 3). The empirical test results supported the latter as reliability was higher in situations where generations were non-overlapping (Chapter 4). However, the populations in the studies reviewed had generally been isolated over a much longer period of time. Therefore, I was unable to validate the model in conservation-related situations, i.e., where isolation is recent. Studies of formerly panmictic populations that had been recently isolated by events such as the building of a road would be particularly appropriate to test the conclusions of this simulation.

Second, additional tests should focus on situations where the genetic assignment tests are used to generate an estimate of movement, especially in the context of these conservation-related situations. These methods are expected to work better in these conservation-related situations because fewer assumptions are made or more variable loci (microsatellites) are used. However, based on the simulation results (Chapters 2 and 3), estimates based on the genetic assignment tests did not reliably quantify movement at all. This result is significant because it suggests that the recent increase in use of these methods is misguided (Figure 1.1). Validation of this unexpected result was limited, however, because in only 1 case were quantitative direct and genetic assignment test-based estimates systematically compared for the same sets of populations (Chapter 4). Additional empirical study should focus on comparing direct and genetic estimates of movement in conservation-related situations.

Over the last 20 years, over 1000 studies using a variety of genetic methods to quantify inter-population movement have been published (Figure 1.1). Methods have evolved over this time period as well. As Whitlock and McCauley suggest, there has been
a “minor cottage industry of estimating $Nm$ from $F_{ST}$” (Whitlock & McCauley 1999).

There has also been a recent shift towards the use of assignment tests to measure movement (Paetkau et al. 1995; Waser and Strobeck 1998; Rannala & Mountain 1997; Pritchard et al. 2000; Paetkau et al. 2004). There have been several reviews discussing the theoretical merits and limitations of various genetic methods (Lewontin 1985; Slatkin 1985a; Crochet, 1996; Bohonak et al 1998; Bossart & Pashley Prowell, 1998a and b; Steinberg & Jordan, 1998; Whitlock & McCauley 1999; Bohonak & Roderick 2001; Neigel 2002). Several have also compared the performance of different methods and/or examined the effects of factors such as sample size or numbers of loci and alleles (e.g., Slatkin & Barton 1989; Allen et al. 1995; Ruzzante 1998; Cornuet et al. 1999; Whitlock & McCauley 1999; Balloux & Goudet 2002; Bjørnstad & Røed 2002; Kalinowski 2002; Kalinowski 2005). Missing, however, are systematic tests of the performance of these various methods in field situations. A handful of studies have recommended that direct measures should be used in conjunction with genetic estimates as both types of methods are important to assessing movement rate (e.g., Slatkin 1985a; Bossart & Pashley Prowell, 1998a; Whitlock & McCauley 1999; Pocock et al. 2005). A growing number of researchers are including both types of information: they compare genetic distance to geographic distance based on marking and recapturing individuals (e.g., Nève et al. 1996; Pfenniger et al. 1996; Keyghobadi et al. 1999; Miller et al. 2002; Keyghobadi et al. 2003), compare genetic estimates of movement to direct estimates in similar systems (e.g., Merriam et al 1989; Schneider 1999; Blouin-Demers & Weatherhead 2002 paired with Lougheed et al. 1999; Knutsen et al. 2000 paired with Rukke & Midtgaard 1998), or
systematically compare genetic estimates of movement to direct estimates in the same populations (see Table 4.2). Collectively, however, these studies still represent only a small number of the large number of studies that use genetic information to measure movement. Only the latter are appropriate for comparing estimates of movement amount.

The trend in the literature appears to be founded on a belief that if we just keep trying to build a better genetic method we will, eventually, succeed. This may or may not be true, but based on the results presented in Chapters 2 to 4, the current newer, assumed to be improved, genetic methods have not necessarily increased the reliability of movement estimates as compared to the older methods. We discuss, theorize about, and actually use genetic methods in the field to measure movement, but we have not sufficiently tested their reliability. Quantifying movement accurately is crucial for answering many questions in areas such as conservation, management, or landscape ecology. To best address the need for an accurate quantitative estimator of movement, we need to continue to build on the theory, but we should not do so without adequate empirical testing.
LITERATURE CITED


Favre L., Balloux F., Goudet J., & Perrin N. (1997) Female-biased dispersal in the monogamous mammal *Crocidura russula*: evidence from field data and

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.


$F_{ST} \neq (1/4 Nm+1)$. Heredity 82:117-125.

salmonid: Inferences from tagging and microsatellite studies. Conservation 
Genetics 5:25-37.


Zammuto R. M. & Millar J. S. (1985) Environmental predictability, variability, and 
Spermophilus columbianus life history over an elevational gradient. Ecology 
66:1784-1794.
APPENDIX I: SUPPLEMENTAL MATERIAL

The enclosed CD-ROM contains the files needed to run and interpret both versions of the simulation model (one for each version of the genetic assignment test), the source code, and the data on which the results presented in each chapter are based.

**Files required to run the simulations and interpret the output:**

- Instructions on how to run the simulation model information.pdf

- Simulation model that runs the Paetkau et al. 1995 version of the genetic assignment test

  genmodel.exe
  sample input file: parameterfile.par
  sample output files: parameterfile.out/.gen/.rep/.det

- Simulation model that runs the Paetkau et al. 2004 version of the genetic assignment test

  genmodel_gat_random.exe
  sample input file: parameterfile_gat_random.par
  sample output files: parameterfile_gat_random.out/.gen/.rep/.det

**Source code for genmodel.exe/genmodel_gat_random.exe (file names are the same for both versions except where indicated):**

- allelefrequency.h (*genmodel_gat_random* only)
- array.h/array.cpp (*cpp for genmodel_gat_random* only)
- defs.h
- dfarr.h/dfarr.cpp
- diarr.h/diarr.cpp
- genutil.h/genutil.cpp
- individual.h/individual.cpp
Data files:

- Chapter 2 data files
  
  theta-pop500-overlap0
  theta-pop500-overlap1
  theta-pop500-overlap2
  theta-pop1000-overlap0
  theta-pop1000-overlap1
  theta-pop1000-overlap2
  theta-pop2000-overlap0
  theta-pop2000-overlap1
  theta-pop2000-overlap2

- Chapter 3 data files
  
  allmethod-pop500-overlap0
  allmethod-pop500-overlap2
  allmethod-pop1000-overlap0
  allmethod-pop1000-overlap2
  allmethod-pop2000-overlap0
  allmethod-pop2000-overlap2

- Chapter 4 data files
  
  lit_review_data.xls