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Abstract

This thesis investigates the feasibility of designing and fabricating small, low cost, ultra-wideband (UWB) compliant antennas. UWB uses very short and low power pulses with precise timing to transmit data at high rates within the 3.1 GHz to 10.6 GHz band. These features have created the need to evaluate antennas in both the frequency and time domain for use in UWB systems.

The need for practical design guidelines for UWB antennas is addressed. Antenna designs based on these guidelines are presented and realizations in both FR-4 and low temperature co-fired ceramic (LTCC) technology are demonstrated. A finite difference time domain (FDTD) based electromagnetic simulator is developed, allowing the time domain response of UWB antennas to be studied under arbitrary pulse shape excitations. Its results are compared with a commercial FEM-based electromagnetic solver, and both tools are employed in the design of several candidate UWB antenna structures.

Given their planar topology, circuit integration possibilities and compact size (no larger than 7 cm on one side), antipodal Vivaldi antennas (AVA) and partial ground plane triangular monopole antennas (PGP-TM) are fully characterized.

The AVA constructed on an FR-4 substrate has a measured impedance bandwidth of
6 GHz, from 4 GHz to 10 GHz. Radiation pattern measurements, performed in an anechoic chamber, revealed a directional pattern with a gain of 4.32 dB at 6 GHz. However, at 8 GHz pattern stability degraded because of the limitations of the FR-4 substrate at high frequencies. The LTCC version of the AVA shows no such deficiencies while occupying 55% less area than its FR-4 counterpart. An increasing system $|S_{21}|$ slope of 19 dB per decade is observed - making this the only antenna in this study that provides a suitable cancelation for path loss. This antenna also incorporates a novel circuit feature to accommodate transceiver electronics. The impedance bandwidth for this antenna was 3.35 GHz, from 6.65 GHz to 10 GHz. This makes it suitable for use in the upper band of the direct sequence (DS) UWB implementation. Gain was measured to be 5 dB at 8 GHz. A UWB pulse was transmitted and received with very little added distortion in an antenna system utilizing these AVAs.

Omni-directional antennas were also designed and fully characterized. Beginning with an orthogonal ground plane triangular monopole (OGP-TM) that has a bandwidth of 1.14 GHz from 4.5 GHz to 5.64 GHz. This antenna has a gain of 0 dB and a monopole like pattern. This antenna shows that broadband antennas can be designed using very high permittivity substrates of $\varepsilon_r = 68$. The characteristics of this antenna make it suitable for many wireless local area network applications. Planar omni-directional antennas were also investigated. The PGP-TM based on a FR-4 substrate has a return loss bandwidth of 3.35 GHz or 4.9 GHz when a small peak above -10 dB at 8 GHz is neglected - making this antenna nearly capable of spanning the full DS-UWB bandwidth. The expected decreasing system $|S_{21}|$ of almost 20 dB per decade is observed. The PGP-TM implemented in LTCC
occupies 29% less area than its FR-4 counterpart while also providing better radiation and
time domain performance. The impedance bandwidth is measured to be from 3.57 GHz
to 6.53 GHz - making this antenna suitable for use in the lower band of the DS-UWB
implementation. The slope of the system $|S_{21}|$ is the same as with the FR-4 PGP-TM.
Both substrate implementations of the PGP-TM antenna utilize novel parasitic tuning
elements for optimized performance.

The measurement results, which are in good agreement with the simulations, indicate
that the antennas based on LTCC deliver similar or superior performance compared to
their FR-4 counterparts, while having the advantages of smaller size and increased pack-
ing possibilities. Improvements to the FDTD software, including upgrading absorbing
boundary conditions and adding radiation pattern generation capability, are recommended
as future work.
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Chapter 1

Introduction

1.1 Motivation

The potential of UWB is enormous. UWB has the capability to provide extremely fast data rates at short transmission distances, requiring low power dissipation. These aspects could allow UWB the flexibility to displace popular wireless technology in use today, including Bluetooth and wireless LANs (WLANs—e.g., 802.11b, 802.11a, 802.11g).

Data communications are based upon the relationship discovered by Claude Shannon and Robert Hartley of Bell Labs. Consider Shannon's fundamental theorem for channel capacity:

\[ C = B \log \left(1 + \frac{S}{N}\right) \quad [b/s] \]  \hspace{1cm} (1.1)

where \( C \) = maximum channel capacity, \( B \) = channel bandwidth, \( S \) = signal power and \( N \) = noise power. In conventional data communications and wireless applications, the frequencies of operation and bandwidth are fixed and strictly regulated. So, higher speeds can only be achieved with higher signal power. At large \( S/N \) ratios, data rate scales as the logarithm of the power level. However, note that data rate scales linearly with bandwidth. This gives a UWB system the highest data-rate capability of all wireless...
techniques because no other communications system uses such a wide bandwidth.

Intense research is being conducted to develop UWB LNAs [1] [2], mixers [3] and entire front-ends [4]. However, a comparatively smaller amount of work is being done to develop UWB antennas. Designers are seemingly unaware of the tradeoffs between antenna design and transceiver complexity. In general, transceiver complexity increases with the introduction of new and more advanced wireless transmission techniques. Ultrawideband is no exception. Furthermore, it is becoming more costly, from a research and financial point of view, to extract maximum performance from a transceiver architecture. However, the antenna is an integral part of the transceiver that has thus far been relatively neglected. Rather than investing even more into the design of transceiver electronics, these resources can be more effectively spent on advanced antenna designs that increase the performance and decrease the complexity of the overall transceiver.

Nevertheless, the issue of antenna design in UWB systems is a major challenge [5]. Unlike conventional systems, the time domain behavior of the antenna is critical because of the pulse-type excitation used. New design guidelines are also needed to differentiate between narrowband and UWB antenna requirements.

Some studies on UWB antenna design have been published by Lamensdorf [6] and Hui Wu [7]. The primary design challenge is achieving a 7.5 GHz impedance bandwidth from 3.1 GHz to 10.6 GHz. A return loss of greater than 10 dB is important in obtaining a high radiation efficiency. A high radiation efficiency is sought since UWB transmission is very low power and has a high sensitivity. Conductor and dielectric losses must be minimized to ensure maximum transmission range and overall functionality of the communication.
system. Pulse distortion is minimized when a two antenna system has a linear phase response and flat gain with frequency. The former ensures that each frequency component experiences the same delay when it is transmitted, while the later ensures that each frequency component is transmitted equally.

Ideally, the UWB antenna should be compact, planar, low cost and reliable. Compatibility and ease of integration with electronics for mobile communications is also desirable. Moreover, parasitic effects associated with the assembly of transceiver electronics and packaging elements are compounded in UWB systems. LTCC is a promising packaging technology that has the potential to satisfy these needs, while minimizing parasitic effects. Because of these challenges and the relative newness of UWB, it is significant to explore novel UWB antenna designs in the context of LTCC integration.

1.2 Thesis Goals

The primary goal of this thesis is to design and fully characterize several UWB compliant antennas that are planar and have circuit integration possibilities. To this end, the need for practical design guidelines for UWB antennas is addressed first. The second objective is the development of an in-house electromagnetic simulator based on the FDTD technique. This simulator provides maximum flexibility in the areas of feed mechanisms, source waveform selection and sampling locations. HFSS, a well known commercially available tool, is used to validate the results obtained by the FDTD technique and to aid in the design of UWB antennas. Based on the newly formulated guidelines, promising antenna topologies are selected before an investigation into several fundamental parameters of
UWB antenna operation is conducted. The effects of geometry, substrate permittivity, size, parasitic elements and different ground plane configurations on antenna performance in the frequency and time domain is studied.

The candidate UWB antennas include i) a triangular monopole with an orthogonal ground plane ii) a triangular monopole with a partial ground plane iii) and an antipodal Vivaldi antenna. These antenna types are inherently broadband in nature and do not require a broadband balun for matching. Additionally, the usefulness of an LTCC substrate for combined antenna and electronic circuit applications is investigated. The final objective is to validate the formulated guidelines for a UWB link along with the design and analysis of the antennas by comparing the simulated results with the measured values.

1.3 Thesis Outline

The two primary topics discussed in this thesis are i) UWB antenna design and ii) FDTD simulation.

The first part of Chapter 2 provides some background information on UWB radio including the history, theory and future outlook for the technology. Implementation schemes and regulations will also be presented. The next section will give a summary of important parameters needed for the study of narrowband, broadband or UWB antennas including directivity, gain, efficiency, radiation patterns and others. LTCC as an attractive packaging technology is described and a critical overview of current UWB antenna requirements is given before several guidelines are formulated. Chapter 2 concludes with an introduction to UWB principles and a detailed overview of common broadband antennas.
A detailed theoretical overview of the FDTD technique is given in Chapter 3, including a summary of the advantages of this simulation technique with regards to antenna modeling. An introduction to Maxwell’s equations and Yee’s FDTD formulation are the first topics covered. Important analysis considerations such as numerical dispersion and stability are defined. Excitation methods and absorbing boundary conditions are also discussed. The chapter concludes with an overview of the FDTD program structure and the results generated from the simulation of a simple patch antenna are presented and compared to measured published results.

Five different antenna designs are described in Chapter 4. The design, simulation and testing of these antennas was performed at Carleton University and CRC. A non-planar triangular monopole along with LTCC and FR-4 implementations of a planar triangular monopole and compact antipodal Vivaldi antenna are studied. UWB antenna design is an iterative process involving a large number of inter-dependent design parameters; including geometry, permittivity, size and overall topology. These parameters have an impact on impedance bandwidth, radiation characteristics, efficiency and pulse response. Design procedures for each antenna are outlined and a discussion of the simulation results is given.

Measured results, including frequency domain s-parameters and time domain pulse responses are presented in Chapter 5. The simulation results contained in Chapter 4 are compared to the measured performance and a discussion on their agreement is included. A comparison between antennas based on LTCC and FR-4 is made to identify the relative performance and feasibility of fabricating antennas on an LTCC substrate. The conclusion
in Chapter 6 concentrates on UWB antenna design and emphasizes the encouraging results shown in this thesis. Since UWB is relatively new, several suggestions for future work are made at the end of this chapter.

The bibliography can be found at the end of the thesis.
Chapter 2
Technology Overview

This chapter provides a background on UWB technology that was briefly introduced in Chapter 1. The two modern implementations of UWB are very different and have their own advantages and disadvantages. Ultra-wideband design differs from traditional narrowband design in many aspects. However, the fundamental antenna parameters (with minor alterations) are still applicable. Successful UWB design hinges on the fulfilment of several uncommon requirements for antennas. System aspects of UWB and other important principles will also be discussed.

2.1 About UWB

UWB is an emerging radio design standard that promises to deliver very high transmission rates while using little power and being low cost. The allocated frequency band of 3.1 GHz to 10.6 GHz is already heavily populated by other radio standards but UWB uses such low power signals that a UWB transmission will appear as noise to those radios. Transmission ranges are limited to 10 or a few 10s of meters. This limits UWB to be primarily an indoor wireless technology.
UWB is being targeted as a cable replacement technology intended to support high bandwidth transmissions such as high definition television or digital audio. No other current radio standard has this capability. Figure 2.1 depicts some of the commercial applications for UWB.

![Figure 2.1: UWB Network](image)

UWB can simplify home theater setup by eliminating the need to use wires to connect all the devices such as flat panel televisions and DVD players. UWB can remove most of the clutter around personal computers (PC) by making a wireless connection between PCs and flat panel monitors or other peripheral devices such as scanners and video cameras.

### 2.2 History of UWB

The history of UWB dates back to the era of baseband or impulse radios. In 1893, Heinrich Hertz used a spark discharge to generate electromagnetic waves. However, this type of radio was short lived and was superseded by narrowband systems in the early
1900's [8]. Research in the UWB field continued and several patents were filed on impulse radio systems during 1942-1945.

The 1960's saw two very important advancements in UWB technology. First, the origin of UWB technology can be traced back to the work of Gerald F. Ross who developed a time domain method to fully describe the transient behavior of microwave networks through their characteristic impulse response $h(t)$ [9]. Later, the output of such a system to any arbitrary input $x(t)$ could be determined by the convolution integral:

$$y(t) = \int_{-\infty}^{\infty} h(u)x(t - u)du$$ (2.1)

The advent of the sampling oscilloscope by Hewlett-Packard in 1962 represented the second important technological breakthrough for UWB. This equipment was necessarily for the observation and measurement of the impulse response of microwave networks [9].

The term UWB was first used by the U.S. Department of Defense in 1989. Before then, the technology was known under several names such as baseband, carrier-free or impulse radio. The advancement of technology in the 1990's allowed for the commercialization of UWB technology. An updated definition for UWB was given by the FCC in 2005. For indoor applications, the FCC defines UWB as any signal that occupies more than 500 MHz bandwidth in the 3.1 GHz to 10.6 GHz band and that meets the spectrum mask shown in Figure 2.2 [10].

### 2.3 Two Flavors of UWB

At the present time an official physical layer (PHY) standard for indoor UWB has not been finalized. The IEEE 802.15.3a task group is working to unify two PHY proposals
for UWB put forth by two organizations composed of leading companies. The first group, promoted by Intel, Hewlett Packard, Panasonic and others, is proposing a multi-band approach based on orthogonal frequency division multiplexing (OFDM). The division of the 7.5 GHz bandwidth by the multi-band OFDM alliance (MBOA) is shown here:

The system uses a total of 122 sub-carriers that are modulated using quadrature phase shift keying (QPSK). The system also uses a time-frequency code (TFC) to interleave coded data over the frequency bands. Initially, this scheme will support a maximum
transmission rate of 480 Mb/s at a distance of 9.3 m. The main advantage of this system is that it utilizes a proven architecture based on OFDM. Disadvantages include an increase in the complexity of the transceivers due to the parallel processing of the sub-bands.

The second group, promoted by Motorola, Synopsys and others, is proposing a direct sequence UWB (DS-UWB) model that supports two independent bands of operation [11]. The lower band occupies the spectrum from 3.1 GHz to 4.85 GHz and the upper band occupies the spectrum from 6.2 GHz to 9.7 GHz. The division of the 7.5 GHz bandwidth by DS-UWB is shown below:

![Figure 2.4: DS Bands](image)

The proposed UWB system employs direct sequence spreading of binary phase shift keying (BPSK) and quaternary bi-orthogonal keying (4BOK) UWB pulses to modulate the data symbols. Prototype devices utilizing the lower band have demonstrated transmission rates up to 480 Mb/s. The main advantage of this proposal is its significantly reduced digital baseband complexity. However, the DS-UWB architecture is entirely new and the extra development time necessary may make this scheme more expensive.

Both of these methods of utilizing the UWB spectrum are highly developed and promise to make personal devices with high speed wireless connectivity (>480 Mb/s)
a reality. However, the DS-UWB implementation is being pursued in this thesis because
it presents the greatest challenge to antenna designers. Furthermore, an antenna designed
to meet the DS-UWB specifications will automatically satisfy those of the MBOA.

2.4 Important Antenna Parameters

The official IEEE definition of an antenna is "That part of a transmitting or receiving
system that is designed to radiate or receive electromagnetic waves". More simply, an
antenna acts as a transformer to convert guided waves on a transmission structure into
free space waves. Important antenna performance parameters such as, radiation pattern,
directivity, gain, polarization, impedance, transient response, bandwidth and efficiency
are used to characterize an antenna's suitability for a certain application. The following
concepts will be important in the study of the antennas presented in Chapter 4.

2.4.1 Radiation Pattern

The radiation pattern is a graphical representation of the electric and magnetic field
strengths surrounding an antenna at a particular position in space. This space can be
divided into three regions: i) reactive near field ii) radiating near field and iii) the far
field. The far field is where most antenna measurements are taken and is given by:

\[ R_{ff} = \frac{2D^2}{\lambda} \]  (2.2)

Where D is the largest physical dimension of the antenna. For electrically small antennas,
Equation 2.2 may give a far-field distance that is too small; in this case a minimum value
of \( R_{ff} = 2\lambda \) should be used [12]. The field strength is quantified with the Poynting
vector expression of Equation 2.3, which gives the complex power density surrounding the antenna.

\[ S = \frac{1}{2} (E \times H^*) \]  

(2.3)

A spherical co-ordinate system is used to define radiation patterns. The x-y plane contains the phi-component where the theta-component is 90 degrees (\( \phi \) where \( \theta = 90^\circ \)) and is usually referred to as the azimuthal plane. The x-z plane contains the theta-component where phi is zero degrees and usually indicates the elevation plane (\( \theta \) where \( \phi = 0^\circ \)).

A pattern taken in a plane that contains the electric field vector is called the the E-plane pattern. Similarly, a pattern taken in the plane that contains the magnetic field vector is called the H-plane pattern. The E and H-plane patterns, in general, are called the principal plane patterns. The antennas designed in this thesis display two different patterns: i) omni-directional and ii) directional. The radiation pattern for an ideal dipole is doughnut shaped. A dipole has an omni-directional pattern, which is non directional in the azimuthal plane and directional in the elevation plane. A wave-guide horn is an example of a directional antenna, which receives energy more effectively in one direction than the other.

**Radiation Pattern Lobes**

For a directional antenna the radiation pattern will consist of many lobes or radiation peaks. The largest lobe is called the main lobe and is the region in space with the greatest field intensity. The lobes located to either side of the main lobe are called minor lobes, while the lobe directly behind is called the back lobe. Table 2.1 displays the most
important parameters related to radiation patterns.

Table 2.1: Radiation Pattern Properties

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Half-power beam width (HPBW)</td>
<td>Is the angle between the two directions in which the radiation intensity is one-half the maximum value of the beam</td>
</tr>
<tr>
<td>Beam width between first nulls (BWFN)</td>
<td>Is the angle between the first nulls on either side of the main beam</td>
</tr>
<tr>
<td>Front to back ratio (FBR)</td>
<td>Is the ratio of the power of the main lobe to the power of the back lobe</td>
</tr>
</tbody>
</table>

2.4.2 Bandwidth

The bandwidth of an antenna refers to the frequency range over which the performance of the antenna is acceptable. Impedance bandwidth and pattern bandwidth are the two main factors.

Impedance Bandwidth

Impedance bandwidth specifies a range of frequencies for which the antenna accepts more than 90% of the power applied to its input terminals. This is usually represented by a return loss (RL) of 10 dB or greater or a voltage standing wave ratio (VSWR) of at most 2.0. In general, the input impedance of the antenna is composed of a real and imaginary part:

$$Z_A = R_A + jX_A$$  \hspace{1cm} (2.4)

The first term is the input resistance and represents dissipation, which can be due to radiation or ohmic losses. Except for electrically small antennas, radiation dominates.
The second term is the input reactance and represents the power stored by the antenna in the near field. Equation 2.4 is valid for both a receiving and transmitting antenna due to reciprocity. The amplitude of the reflected voltage wave normalized to the amplitude of the incident voltage wave is called $\Gamma$ and is given by Equation 2.5. Transmission line theory can be used to obtain $\Gamma$.

$$\Gamma = \frac{V^{-}}{V^{+}} = \frac{Z_L - Z_0}{Z_L + Z_0}$$

(2.5)

The return loss and the VSWR are dependent on $\Gamma$ and can be derived from Equations 2.6 and 2.7, representing the voltage and current waves on a line, respectively.

$$V(z) = V_0^+ [e^{-j\beta z} + \Gamma e^{j\beta z}]$$

(2.6)

$$I(z) = \frac{V_0^+}{Z_0} [e^{-j\beta z} - \Gamma e^{j\beta z}]$$

(2.7)

The time-average power flow along the line, given in Equation 2.8, shows that the average power flow is a constant along the line and is equal to the incident power minus the reflected power.

$$P_{av} = \frac{1}{2} Re [V(z) I(z)^*] = \frac{1}{2} \frac{|V_0^+|^2}{Z_0} (1 - |\Gamma|^2)$$

(2.8)

Return loss represents the lost or reflected power due to a load that is mismatched and can be calculated using:

$$RL = -20 \log |\Gamma| \quad [dB]$$

(2.9)

The return loss cannot be obtained directly by the FDTD simulator since it is based in the time domain. The Fourier transform must be performed on the time domain incident and reflected voltage waves to obtain $\Gamma$, then the return loss can be calculated with Equation 2.9. A more detailed discussion is provided in Chapter 3.
2.4.3 Directivity

Directivity is a measure of the focusing ability of an antenna and is defined as the ratio of the maximum radiation intensity (power per unit solid angle) in the main beam to the average power over all space (average over a sphere). Equation 2.10 shows that a fictitious isotropic radiator has a radiation intensity independent of angles $\theta$ and $\phi$, and equal to the radiated power averaged over the entire solid angle.

$$U_0 = \frac{P_{rad}}{4\pi}$$  \hspace{1cm} (2.10)

All antennas have a directivity greater than one defined by:

$$D(\theta, \phi) = \frac{U(\theta, \phi)}{U_0} = \frac{4\pi U(\theta, \phi)}{P_{rad}}$$  \hspace{1cm} (2.11)

2.4.4 Efficiency

An antenna can not radiate 100% of the power delivered to its input terminals because of conductive, dielectric and other losses. Equation 2.12 defines the radiation efficiency as being a product of the conduction efficiency and dielectric efficiency.

$$\varepsilon_{rad} = \varepsilon_c \varepsilon_d$$  \hspace{1cm} (2.12)

However, the above equation is valid at only a single frequency. This is sufficient for narrowband systems but not for UWB systems where the efficiency can be a function of frequency. Equation 2.13 shows that the radiation efficiency is a function of frequency related to the dielectric loss since, in general, the dielectric loss dominates over the conductor loss.

$$\varepsilon_{rad}(f) = \varepsilon_c \varepsilon_d(f)$$  \hspace{1cm} (2.13)
The overall antenna efficiency includes losses due to an impedance mismatch at the input port of the antenna. If the antenna has a reflection coefficient of $\Gamma$, then the antenna efficiency at a single frequency is given by [13]:

$$e_a = (1 - |\Gamma|^2) e_{rad}$$ (2.14)

2.4.5 Gain

The gain of an antenna is a parameter closely related to directivity and efficiency. Gain is the directivity reduced by the losses on the antenna and is given by [14]:

$$G(\theta, \phi) = e_r D = \frac{4\pi U(\theta, \phi)}{P_{in}}$$ (2.15)

This definition does not include mismatch or impedance losses and when direction is not given, maximum gain is assumed.

2.4.6 Polarization

The polarization of a wave refers to the temporal orientation and magnitude of its electric field. The magnetic field behaves similarly in a plane perpendicular to that of the electric field. The instantaneous electric field vector is given by:

$$E_{tot} = E_x \hat{x} + E_y \hat{y} = E_1 \cos(\omega t) \hat{x} + E_2 \cos(\omega t + \delta) \hat{y}$$ (2.16)

Where, $\delta$ is the phase by which the y-component leads the x-component. Polarization can be either linear, circular or elliptical with the latter being the general case. The antennas in this thesis are all linearly polarized. Table 2.2 shows the two mutually orthogonal components for these antennas that can exist. The polarization of an antenna is
Table 2.2: Polarization States

<table>
<thead>
<tr>
<th>Polarization</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vertical Linear</td>
<td>$\delta = 0^\circ$ and $E_1 = 0$</td>
</tr>
<tr>
<td>Horizontal Linear</td>
<td>$\delta = 0^\circ$ and $E_2 = 0$</td>
</tr>
</tbody>
</table>

defined as the polarization of the wave radiated by the antenna when transmitting [14]. Typically, antennas will exhibit some form of elliptical polarization. Usually, the predominant component is the desired one and is known as the co-polarized component. The minor component is undesired and referred to as the cross-polarized component. A cross-polarization level of 20 dB below the co-polarized value is preferred. As shown by Equation 2.16, polarization is defined at a single frequency but for a UWB application maintaining a stable polarization across a wide frequency bandwidth can be challenging. Chapters 4 and 5 will show how the polarization of an antenna can change significantly with frequency. A more detailed discussion on antenna polarization can be referenced in [13] and [14].

2.5 Low Temperature Co-fired Ceramic RF Modules

LTCC RF modules are an excellent packaging option for microwave circuits. They offer a high performance method to integrate active and passive components in a most compact way. Figure 2.5 shows the 3-D structure of a typical LTCC module. Current LTCC modules can contain up to 25 layers and have a maximum size of 150 mm². Each layer is made from a ceramic green sheet, which then undergoes a specialized process flow to create the final RF module. The LTCC process uses thin unfired glass/ceramic tape sheet
layers, on which the conductors are made using conventional thick film printing. For large metal layers, such as those necessary to pattern the antennas designed in this thesis, a special method is employed to avoid substrate warping. This method involves creating a mesh or grid on the area of the antenna, which is then filled with a metal paste to form the metal layer.

Interconnections through a single tape layer are made by vias, which are typically punched holes filled with conductive paste. Separate tape layers are stacked, laminated and finally co-fired to form a monolithic multilayered substrate consisting of even tens of layers. Material systems, having different electrical or mechanical properties are available from several manufacturers [15]. Many different LTCC tape materials can be selected based on design requirements, from general purpose low cost tape such as DuPont951 to very low-loss FerroA6-S tape that has the capability to use embedded resistors. Table 2.3 contains some of the available tape materials and their properties.
### Table 2.3: LTCC Tape Material Data

<table>
<thead>
<tr>
<th></th>
<th>DuPont 951</th>
<th>FerroA6-S</th>
<th>DuPont 943</th>
<th>Heraeus CT 2000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dielectric constant</td>
<td>7.8</td>
<td>5.9</td>
<td>7.5</td>
<td>9.1</td>
</tr>
<tr>
<td>Dissipation Factor</td>
<td>0.15%</td>
<td>&lt; 0.2%</td>
<td>&lt; 0.1%</td>
<td>0.1%</td>
</tr>
<tr>
<td>Breakdown Voltage</td>
<td>&gt; 1000V/25m²</td>
<td>&gt; 15000V/93m²</td>
<td>N/A</td>
<td>&gt; 1000V/25m²</td>
</tr>
<tr>
<td>Color</td>
<td>Blue</td>
<td>White</td>
<td>Blue</td>
<td>Blue</td>
</tr>
<tr>
<td>Thermal Conductivity</td>
<td>3W/mK</td>
<td>2W/mk</td>
<td>3W/mk</td>
<td>N/A</td>
</tr>
<tr>
<td>Thermal Expansion</td>
<td>5.8ppm/K</td>
<td>7ppm/K</td>
<td>5.3ppm/K</td>
<td>8.5ppm/K</td>
</tr>
<tr>
<td>Flexural Strength</td>
<td>320MPa</td>
<td>&gt;210MPa</td>
<td>N/A</td>
<td>240MPa</td>
</tr>
<tr>
<td>Shrinkage%: Z-axis, XY-axis</td>
<td>15, 12.7</td>
<td>27, 15.5</td>
<td>13, 10</td>
<td>14, 11.5</td>
</tr>
</tbody>
</table>

These tape materials are ideal for Microwave and RF applications because of their stable dielectric constants, low dielectric and line losses, excellent thermal matching to active devices at high operating temperatures and good environmental stability [15].

An important advantage of LTCC is the possibility to integrate passive and active components on different layers. This makes it possible to create complex but compact designs. Transmission lines, inductive elements, capacitive elements, resistive elements and even complex structures like resonators and filters can be buried between layers. Cavities can be created to contain RF integrated circuits making stand-alone transceiver modules, complete with antenna, possible [16] [17].
2.6 A Critical Overview of Current UWB Antenna Requirements

In narrowband systems, conventional antenna parameters described earlier such as impedance bandwidth, gain and radiation pattern are sufficient to fully describe the performance of an antenna. However, with UWB the situation is more complicated. Traditional antenna parameters are not adequate to completely describe a UWB antenna. When designing a UWB antenna, its time domain behavior must be understood. Simply choosing to design an antenna with multiple resonances to effectively create a broad bandwidth can lead to significant waveform dispersion [18]. For most antenna designers it is an unexpected requirement to evaluate an antenna in the time domain. Many UWB antenna designs have been presented that achieve a VSWR bandwidth of 500 MHz or greater but neglect to evaluate the response in the time domain to a pulse excitation [19] [20] [21], potentially leading to significant waveform distortion [22]. A concurrent time domain and frequency domain design of such antennas is helpful. There is a need to define a list of parameters and guidelines that will help designers meet UWB antenna requirements. It is also important to determine which frequency domain parameters give a good indication of the time domain performance of a UWB antenna. The next section makes several observations.

2.6.1 UWB Antenna Requirements

All traditional narrowband antenna parameters apply to the design of UWB antennas. However, they can be modified and new ones can be added to better suit UWB's
unique challenges. Table 2.4 outlines these parameters.

Table 2.4: UWB Antenna Requirements

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>VSWR Bandwidth</td>
<td>Full band: 3.1 GHz - 10.6 GHz or Sub band: 3.1 GHz - 4.85 GHz, 6.2 GHz - 9.7 GHz</td>
</tr>
<tr>
<td>$S_{21}$ (two antenna system)</td>
<td>Flat with linear phase response</td>
</tr>
<tr>
<td>Polarization</td>
<td>Linear (Horizontal or Vertical)</td>
</tr>
<tr>
<td>Efficiency</td>
<td>High (&gt; 75%)</td>
</tr>
<tr>
<td>Radiation Pattern</td>
<td>Base antenna: Omni-directional Mobile antenna: Omni or directional</td>
</tr>
<tr>
<td>Directivity and Gain</td>
<td>Base antenna: Low Mobile antenna: High</td>
</tr>
<tr>
<td>Physical Topology</td>
<td>Compact and planar without broadband balun or matching network requirement</td>
</tr>
<tr>
<td>Substrate</td>
<td>Low loss with stable dielectric constant and high cut-off frequency</td>
</tr>
</tbody>
</table>

A UWB antenna must have a full band VSWR bandwidth of 3.1 GHz to 10.6 GHz or sub band VSWR bandwidths of 3.1 GHz to 4.85 GHz or 6.2 GHz to 9.7 GHz (based on the DS-UWB implementation). Other factors important for a highly efficient antenna include low dielectric and conductor losses, which can be achieved by using ceramic substrates and gold or silver conductors. The transmission coefficient of a two antenna system, $S_{21}$, is an important frequency domain indicator of the time domain performance of a UWB antenna [22]. The magnitude of $S_{21}$ should be flat over the same bandwidth that the VSWR is low. All of the frequency components in the frequency range where $S_{21}$ is near constant will be transmitted equally. Verifying that the phase of $S_{21}$ is linear over the bandwidth should not be omitted. A linear phase represents the application of a constant
time delay to all the frequency components of the transmitted signal. Achieving these two aspects of the transmission coefficient helps to minimize the distortion and dispersion caused by a UWB antenna. Finally, a mobile device can be more power efficient when a higher gain directional antenna is used.

2.6.2 Directivity and System Performance

The overall system performance can be maximized by taking advantage of the directionality of some antennas. In general, a dipole antenna with an omni-directional radiation pattern will have a gain of about 2.2 dBi (relative to an ideal isotropic radiator). A directional antenna, such as a horn antenna, will have a much higher gain because it can focus more energy in one direction.

It is desirable to maximize the power level at the receiver for a given amount of transmitted power. The Friis transmission equation (Equation 2.17) relates the amount of power received \( P_R \) at the terminals of the receiving antenna, to the amount of power transmitted \( P_T \) at the terminals of the transmitting antenna, where the two antennas are in the far-field of each other, separated by a distance \( R \) [13]. The last term in the Friis equation is called the polarization loss factor (PLF) and is used to quantify the amount of power lost due to polarization mismatch, where \( \hat{\rho}_T \) and \( \hat{\rho}_R \) define the transmit and receive polarization unit vectors, respectively.

\[
P_R = P_T G_T G_R \left( \frac{\lambda}{4\pi R} \right)^2 \left( 1 - |\Gamma_T|^2 \right) \left( 1 - |\Gamma_R|^2 \right) \left| \hat{\rho}_T \cdot \hat{\rho}_R \right|^2 \tag{2.17}
\]

The choice of antennas has a direct impact on system performance. In particular, the requirement to maintain a flat system \( S_{21} \) is dependent on the ability to achieve a
constant $P_{TX}(f)G_{TX}(f)$ product that is close to the regulatory limit. However, path loss has a frequency dependance described as $1/f^2$ and is given by:

$$\text{path loss} = \left(\frac{c}{4\pi Rf}\right)^2$$  \hspace{1cm} (2.18)

In decibels, the free space path loss dependency from 1 GHz to 10 GHz is given by:

$$20 \log\left(\frac{1}{f_u}\right) - 20 \log\left(\frac{1}{f_t}\right) = 20 \log\left(\frac{1}{10}\right) - 20 \log\left(\frac{1}{1}\right) = -20 \text{dB/dec}$$  \hspace{1cm} (2.19)

Antenna gain also has a frequency dependance and is defined in terms of antenna effective aperture $A_e$ as:

$$G(f) = \frac{4\pi A_e(f)}{\lambda^2} = \frac{4\pi A_e(f) f^2}{c^2}$$  \hspace{1cm} (2.20)

Antenna gain and path loss are products in the Friis equation whose frequency dependencies cancel out to leave antenna effective aperture as the dominant term that effects link performance (assuming perfect impedance and polarization matching). The antenna effective aperture of a constant gain or omni-directional antenna decreases as $1/f^2$. Conversely, the effective aperture of most directional antennas increases as $f^2$ causing the radiation pattern to narrow and for gain to increase.

Four distinct combinations of electrically small transmit and receive antennas are listed in Table 2.5 along with the relationship between gain and received power. Case 1 refers to a communications link consisting of omni-directional transmit and receive antennas; case 2 consists of an omni-directional transmitter and directional receiver; cases 3 and 4 both consist of directional transmit and receive antennas but have decreasing or flat transmit power spectrums, respectively. In case 1, the constant gain antennas cause the
received power to decrease as $1/f^2$ (or -20 dB per decade) because of the path loss. This shortcoming must be compensated for by the transmitter designer. Case 2 does not have this shortcoming since the increasing gain of the receive antenna cancels the increasing path loss with respect to frequency. This is also true in case 3, however a transmit power that decreases as $1/f^2$ is used to achieve a flat $P_{RX}(f)$ spectrum. In case 4 a flat transmit power results in a $P_{RX}(f)$ spectrum that increases as $f^2$ (or 20 dB per decade). In cases 2 and 3 the received power will be higher relative to case 1 [18]. Omni-directional and directional antennas will be developed in Chapter 4 to verify the effect of directivity on system performance. Chapter 5 will present measurements of antenna systems that correspond to cases 1 and 4.

Table 2.5: Gain and Link Performance for Electrically Small Antennas

<table>
<thead>
<tr>
<th></th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
<th>Case 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{TX}(f)$ Spectrum</td>
<td>Flat</td>
<td>Flat</td>
<td>$1/f^2$</td>
<td>Flat</td>
</tr>
<tr>
<td>TX Ant. Gain</td>
<td>Flat</td>
<td>Flat</td>
<td>$f^2$</td>
<td>$f^2$</td>
</tr>
<tr>
<td>RX Ant. Gain</td>
<td>$f^2$</td>
<td>$f^2$</td>
<td>$f^2$</td>
<td>$f^2$</td>
</tr>
<tr>
<td>$P_{RX}(f)$ Spectrum</td>
<td>$1/f^2$</td>
<td>Flat</td>
<td>Flat</td>
<td>$f^2$</td>
</tr>
</tbody>
</table>

It may be helpful to base a UWB antenna design on a topology that is considered inherently broadband. The next section will present many different types of broadband antennas that have the potential to satisfy the requirements of Table 2.4.

2.7 UWB Principles

This section provides a detailed overview of some common broadband antennas that are not suitable for UWB, while Chapter 4 will present practical candidates. An assessment of
each antenna topology is made based on the following criteria: (i) impedance bandwidth of 3.1 GHz to 4.85 GHz or 6.2 GHz to 9.7 GHz (ii) good time domain performance (iii) linear polarization (iv) small size. Potential performance is based upon theoretical considerations and design feasibility. From this assessment, two different practical antenna topologies are selected. One antenna is designed to operate in the lower sub-band, while the other is designed to operate in the upper sub-band.

By far the most popular antenna topologies used today are the classical dipole and rectangular patch. These topologies have the advantage of compact size and low cost. However, these antennas belong to the class of resonant antennas (being $\lambda/4$ or $\lambda/2$ in size), which are narrowband and unsuitable for UWB applications. The bandwidth of narrow band antennas is usually expressed as a percent:

$$B_p = \frac{f_U - f_L}{f_C} \times 100\%$$

(2.21)

Bandwidth for broadband antennas is usually expressed as a ratio given by:

$$B_r = \frac{f_U}{f_L}$$

(2.22)

Where, $f_U$, $f_L$, and $f_C$ represent the upper, lower, and center frequencies of operation, respectively. Classical half-wave dipoles have bandwidths below 20%, while conventional patch designs yield bandwidths as low as a few percent [14]. There are techniques that allow for increasing the bandwidths of dipole and patch antennas. Dipole antennas can be made more broadband by increasing their cross-sectional area [23]. Patches can be built on thicker substrates, stacked, or resistively loaded to make the input impedance less sensitive to changes in frequency [24] [25]. These techniques have the effect of reducing
the Q of the antenna at the cost of lower radiation efficiency. However, an analysis by McLean [26] shows that there is a fundamental limit to how much the bandwidth can be increased. It is clear that thick classical dipoles and patches cannot succeed in meeting the bandwidth requirements of UWB.

Because of the extensive research conducted in the field of antennas in the last century, antenna topologies have been invented that are inherently broadband. Horn, helical, biconical, discone and spiral antennas utilize materials with smooth boundaries to reduce the frequency variation of the input impedance [14]. These belong to the class of traveling wave antennas having dimensions of several λs.

Figure 2.6 shows a double ridged pyramidal horn antenna. Horns are travelling wave antennas that have a narrow pencil beam radiation pattern and are popular in the microwave region above 1 GHz. Below this frequency the size of the horn becomes excessive. Horns provide high gain, low VSWR, wide bandwidth and are relatively easy to design and build. Horns are often used as benchmark antennas because of their wide bandwidth and stable radiation pattern. However, their size and awkward non-planar shape make
them unsuitable for a compact UWB antenna implementation.

The helix of Figure 2.7 is a broadband antenna made by simply winding a wire into a helical shape. The helix can be operated in two modes: the normal and the axial mode. The normal occurs when the helix diameter (and circumference) is small compared to a wavelength and yields a dipole like radiation pattern. When the helix circumference is on the order of a wavelength, the axial mode will result yielding a pencil beam radiation pattern along the axis of the antenna. Helical antennas are used in satellite communications and in some hand-held cellular radios. But because of their size, need for an orthogonal ground plane and non-planar topology, they are unsuitable for a compact UWB antenna implementation.

As discussed earlier, the bandwidth of a simple dipole can be increased by using a thicker wire. A biconical antenna results when a thick wire dipole is flared outwards. The ideal biconical antenna is infinite in length and acts as a perfect guide for spherical waves. The radiation pattern is similar to that of a simple monopole or dipole of the same length. A practical implementation of this antenna is called the finite biconical antenna. Its performance is poorer because the ends of the cone cause reflections that set up standing waves, leading to a complex input impedance [14]. If one arm of the finite biconical
antenna is replaced by a ground plane a discone antenna results. This antenna can be
designed for broadband impedance performance, while maintaining acceptable pattern
behavior with frequency. However, its main application is as a broadcast antenna and its
size does not make it a good candidate for a compact UWB antenna implementation.

Spiral antennas belong to the class of frequency-independent antennas and are char­
acterized by an exactly or nearly self-complementary shape. This characteristic yields

\[ r = r_0 e^{a \phi} \]  

(2.23)

Where, \( r_0 \) is the radius for \( \phi = 0 \) and \( a \) is a constant controlling the flare rate of the
spiral. This antenna can be designed to radiate either left handed or right handed circular

![Equiangular spiral antenna](image1)
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Figure 2.8: Equiangular spiral antenna  
Figure 2.9: Equiangular spiral antenna

extremely wide bandwidths. Currents travel along the arms of the spiral until they finally
dissipate at the ends. Radiation occurs in the regions of the spiral that are one wavelength
in circumference and are called active regions [14]. The single-ended and balanced forms
of the equiangular spiral antenna are shown in Figures 2.8 and 2.9, respectively. The
polarizations in a bidirectional pattern.

There are two important disadvantages to spiral antennas that make them a poor choice for a compact UWB antenna implementation. Namely, the requirement of a wide-band balun to feed the two arms $180^\circ$ out-of-phase and the poor radiation efficiency that results if absorbing material is used to create a unidirectional beam.

Log periodic antennas are characterized by a structural geometry such that its impedance and radiation characteristics repeat periodically as the logarithm of frequency. The frequency limits of the log periodic dipole array are set by the frequencies where the largest and smallest dipoles are a quarter-wavelength long [14]. Although these antennas have a very broad bandwidth and nearly identical patterns over a 10:1 range [27], they have critical disadvantages. Log-periodic antennas have been found to be very dispersive in the time domain [18]. The differently scaled components of these antennas radiate different frequency components - introducing delays and the result is a chirp-like dispersive waveform. This makes log-periodic antennas unsuitable for any UWB application.

Recently, fractal antennas have gained a lot of interest because of their small size and multi-band characteristics all without the requirement for extra components [28]. Perhaps the most well known fractal antenna is the Sierpinski monopole of Figure 2.10. The shape is created by taking an initial structure called a generator (in this case a triangle) and replicating it many times at different scales, positions and directions, to grow the final fractal structure [29]. The fractal technique can be applied to miniaturize other conventional antennas such as dipoles, loops and patches [30]. The fractal antenna operates on the same principle as log periodic arrays. That is, when an electromagnetic
Figure 2.10: Sierpinski monopole

wave is fed through the tip of the antenna it starts to propagate over the structure and is radiated when it encounters a cluster comparable in size to its wavelength [29]. Because of the lack of information on the impulse response of fractal antennas we can only hypothesize that, like standard log-periodic antennas, their time domain performance will be unsuitable for UWB applications.

2.7.1 UWB Antenna Guidelines

Summarized below, are guidelines for UWB antenna design based on the discussion above and the good time domain characteristics of the UWB antennas presented in Chapter 4.

- Traveling wave antennas or antennas having low Q can be very broadband and offer good time domain performance.
- Antennas with multiple resonances such as log periodic or fractal antennas, although broadband, introduce a large variation in the group delay and offer unsuitable time domain performance [18].
- Using low loss materials maximizes radiation efficiency.
• Linearly polarized transmit and receive antennas are the simplest to implement in a compact planar package.

• Antennas incorporating tapers or rounded edges tend to give broad bandwidths because surface currents have a smooth path to follow. [31]

2.8 Conclusion

In this chapter UWB system considerations, basic antenna parameters and requirements for UWB have been presented. Then a variety of antennas have been critically reviewed. Even after the application of special broadband techniques, the basic dipole/monopole and patch designs were found to be too narrowband for UWB applications. Horn antennas can satisfy the bandwidth requirement of UWB but their size and bulkiness rules them out as a practical option. Similarly, a wide-band helix antenna is unsuitable for a compact UWB application because of its awkward non-planar shape and requirement for an orthogonal ground plane. Biconical and discone antennas, although broadband, are too large to be considered as a good candidate for a compact UWB implementation. Single-ended and differential spiral antennas can be made compact and broadband enough for UWB, however they suffer from poor radiation efficiency due to the need for absorbing material and resistive loading. Furthermore, radiating circular polarization is not the traditional form used in short range wireless communications. Finally, log-periodic and fractal antennas cannot be considered as practical UWB antennas because of their dispersive response in the time domain. Novel antenna designs will be developed in Chapter 4 as candidates for compact and practical UWB applications with circuit integration possibilities.
Chapter 3

The Finite Difference Time Domain (FDTD) Technique

In this chapter a FDTD-based electromagnetic simulator, developed at CRC, is presented. The software was created to overcome some limitations in the areas of feed mechanisms and to be a lower cost and more flexible alternative to commercially available FDTD simulators. An introduction to the procedure for applying the FDTD technique to Maxwell's time domain curl equations is given to provide insight into the operation of the program. Important FDTD analysis considerations and the overall program structure will be discussed before a conventional microstrip patch antenna is studied.

3.1 Introduction to Maxwell’s Equations and the Yee Algorithm

The FDTD method solves Maxwell’s curl equations directly in the time domain by converting them into finite-difference equations. These are then solved in a time marching sequence by alternately calculating the electric and magnetic field components on an interlaced spatial grid [32]. The main advantages of the FDTD technique are listed below:
1. Broadband response predictions with a single excitation.

2. Arbitrary 3D model geometries.

3. The method requires $O(N)$ storage for $N$ unknowns.

4. This technique does not perform matrix inversions, which are costly in terms of computing resources.

5. When the geometric and material description of the model become complex, the algorithm complexity remains low.

6. Ability to model materials of any conductivity and frequency dependance.

With the advancement of computer resources the FDTD technique has become increasingly popular in the design of antennas for applications ranging from simple microstrip antennas to complex phased-arrays [33] [34]. Unlike frequency domain based electromagnetic simulators such as HFSS, the FDTD technique also lends itself well to the study of UWB antennas because it provides a method to evaluate waveform distortion directly.

The algorithm introduced by K. Yee in 1966 [35] is the foundation of FDTD electromagnetic field analysis. To simulate the wave propagation in three dimensions, Yee’s algorithm replaces Maxwell’s equations with a system of finite difference equations. Maxwell’s equations needed to specify the field behavior over time are:

\begin{align}
\nabla \times \mathbf{E} &= -\frac{\partial \mathbf{B}}{\partial t} - \mathbf{J}_m \quad (3.1) \\
\nabla \times \mathbf{H} &= \frac{\partial \mathbf{D}}{\partial t} + \mathbf{J}_e \quad (3.2)
\end{align}
\[ \mathbf{D} = \varepsilon \mathbf{E} ; \quad \mathbf{B} = \mu \mathbf{H} \]  
(3.3)

\[ \mathbf{J} = \sigma \mathbf{E} ; \quad \mathbf{M} = \sigma^* \mathbf{H} \]  
(3.4)

Where, the asterisk (*) denotes a complex parameter, \( \mathbf{E} \) is the electric field, \( \mathbf{D} \) is the electric flux density, \( \mathbf{H} \) is the magnetic field, \( \mathbf{B} \) is the magnetic flux density, \( \mathbf{J}_e \) is the electric conduction current density and \( \mathbf{J}_m \) is the equivalent magnetic conduction current density.

Substitution of Equations 3.3 and 3.4 into 3.1 and 3.2, respectively, yields Maxwell’s curl equations in linear, isotropic, non-dispersive and lossy materials:

\[ \frac{\partial \mathbf{H}}{\partial t} = -\frac{1}{\mu} (\nabla \times \mathbf{E} + \sigma^* \mathbf{H}) \]  
(3.5)

\[ \frac{\partial \mathbf{E}}{\partial t} = \frac{1}{\varepsilon} (\nabla \times \mathbf{H} - \sigma \mathbf{E}) \]  
(3.6)

Where, \( \mu \) is the magnetic permeability, \( \varepsilon \) is the electric permittivity and \( \sigma \) is the electric conductivity.

Writing the vector components of the curl operators of Equations 3.5 and 3.6 in cartesian coordinates yields the following system of six coupled scalar equations:

\[ \frac{\partial H_x}{\partial t} = \frac{1}{\mu} \left( \frac{\partial E_y}{\partial z} - \frac{\partial E_z}{\partial y} - \sigma^* H_x \right) \]  
(3.7)

\[ \frac{\partial H_y}{\partial t} = \frac{1}{\mu} \left( \frac{\partial E_z}{\partial x} - \frac{\partial E_x}{\partial z} - \sigma^* H_y \right) \]

\[ \frac{\partial H_z}{\partial t} = \frac{1}{\mu} \left( \frac{\partial E_x}{\partial y} - \frac{\partial E_y}{\partial x} - \sigma^* H_z \right) \]

\[ \frac{\partial E_x}{\partial t} = \frac{1}{\varepsilon} \left( \frac{\partial H_y}{\partial z} - \frac{\partial H_z}{\partial y} - \sigma E_x \right) \]  
(3.8)

\[ \frac{\partial E_y}{\partial t} = \frac{1}{\varepsilon} \left( \frac{\partial H_z}{\partial x} - \frac{\partial H_x}{\partial z} - \sigma E_y \right) \]

\[ \frac{\partial E_z}{\partial t} = \frac{1}{\varepsilon} \left( \frac{\partial H_x}{\partial y} - \frac{\partial H_y}{\partial x} - \sigma E_z \right) \]

By applying the Yee algorithm, Equations 3.7 and 3.8 can be represented in a discrete...
The Yee algorithm employs a second-order approximation resulting from a Taylor series expansion given by:

$$\frac{\partial f}{\partial x} (x_0) = \frac{f(x_0 + \frac{\Delta}{2}) - f(x_0 - \frac{\Delta}{2})}{\Delta} + O(\Delta^2)$$  \hspace{1cm} (3.9)$$

The symbol delta ($\Delta$) represents a small increment in space or time. As illustrated in Figure 3.1, the Yee algorithm centers its $E$ and $H$ components in three-dimensional space so that every $E$ component is surrounded by four circulating $H$ components and every $H$ component is surrounded by four circulating $E$ components [36]. The computational domain is constructed by stacking the Yee unit cells into a large problem space. A stepped or 'staircase' approximation is made of the structure to be simulated. The space resolution and the accuracy of the results are determined by the size of the Yee unit cell.
Equations 3.7 and 3.8 are also referred to as update equations because all the \( E \) computations are completed and stored in memory for a particular time point using \( H \) data previously stored in memory. Then all the \( H \) computations in the problem space are completed and stored in memory from the \( E \) data just computed. The cycle continues until the maximum number of time steps is reached. By taking the discrete coupled-scalar equations and using Yee’s notation, a point in the rectangular problem space is denoted as:

\[
(i, j, k) = (i \Delta x, j \Delta y, k \Delta z)
\] (3.10)

While, any function \( u \) of space and time evaluated at a specific time and location in the problem space is denoted as:

\[
u (i \Delta x, j \Delta y, k \Delta z, n \Delta t) = u^n_{i,j,k}
\] (3.11)

Where, \( \Delta x, \Delta y, \Delta z \) are the lattice space increments in the x, y and z directions and \( i, j \) and \( k \) are integers ranging from 0 to \( n \), respectively. By applying the above notations and the discrete approximation of Equation 3.9 we obtain the following explicit time-stepping relations for the \( E \) and \( H \) fields in a source free lossy media:

\[
E_x^{n+1}_{i,j,k} = C_a^{i,j,k} E_x^n_{i,j,k} + \]

\[
C_b^{i,j,k} \left[ \left( \frac{H_z^{n+1/2}_{i,j+1/2,k} - H_z^{n+1/2}_{i,j-1/2,k}}{\Delta y} \right) - \left( \frac{H_y^{n+1/2}_{i,j,k+1/2} - H_y^{n+1/2}_{i,j,k-1/2}}{\Delta z} \right) \right]
\] (3.12)

\[
E_y^{n+1}_{i,j,k} = C_a^{i,j,k} E_y^n_{i,j,k} + \]

\[
C_b^{i,j,k} \left[ \left( \frac{H_z^{n+1/2}_{i,j+1/2,k} - H_z^{n+1/2}_{i,j-1/2,k}}{\Delta y} \right) - \left( \frac{H_y^{n+1/2}_{i+1/2,j,k} - H_y^{n+1/2}_{i-1/2,j,k}}{\Delta x} \right) \right]
\] (3.13)
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\( E_{z|_{i,j,k}}^{n+1} = C_a|_{i,j,k} E_{z|_{i,j,k}}^n + \)
\[
C_b|_{i,j,k} \left[ \left( \frac{H_{y|_{i+1/2,j,k}}^{n+1/2} - H_{y|_{i-1/2,j,k}}^{n+1/2}}{\Delta x} \right) - \left( \frac{H_{z|_{i,j+1/2,k}}^{n+1/2} - H_{z|_{i,j-1/2,k}}^{n+1/2}}{\Delta y} \right) \right]
\]

\[
C_a|_{i,j,k} = \frac{1 - \frac{\sigma_{i,j,k}\Delta t}{2 \varepsilon_{i,j,k}}}{1 + \frac{\sigma_{i,j,k}\Delta t}{2 \varepsilon_{i,j,k}}} , \quad C_b|_{i,j,k} = \frac{\Delta t}{1 + \frac{\sigma_{i,j,k}\Delta t}{2 \varepsilon_{i,j,k}}}
\]  

(3.14)

\( H_x|_{i,j,k}^{n+1/2} = D_a|_{i,j,k} H_x|_{i,j,k}^{n-1/2} + \)
\[
D_b|_{i,j,k} \left[ \left( \frac{E_{y|_{i,j,k+1/2}}^{n} - E_{y|_{i,j,k-1/2}}^{n}}{\Delta x} \right) - \left( \frac{E_{z|_{i,j+1/2,k}}^{n} - E_{z|_{i,j-1/2,k}}^{n}}{\Delta z} \right) \right]
\]

(3.15)

\( H_y|_{i,j,k}^{n+1/2} = D_a|_{i,j,k} H_y|_{i,j,k}^{n-1/2} + \)
\[
D_b|_{i,j,k} \left[ \left( \frac{E_{y|_{i,j,k+1/2}}^{n} - E_{y|_{i,j,k-1/2}}^{n}}{\Delta x} \right) - \left( \frac{E_{z|_{i,j+1/2,k}}^{n} - E_{z|_{i,j-1/2,k}}^{n}}{\Delta z} \right) \right]
\]

(3.16)

\( H_z|_{i,j,k}^{n+1/2} = D_a|_{i,j,k} H_z|_{i,j,k}^{n-1/2} + \)
\[
D_b|_{i,j,k} \left[ \left( \frac{E_{y|_{i,j,k+1/2}}^{n} - E_{y|_{i,j,k-1/2}}^{n}}{\Delta y} \right) - \left( \frac{E_{x|_{i+1/2,j,k}}^{n} - E_{x|_{i-1/2,j,k}}^{n}}{\Delta x} \right) \right]
\]

(3.17)

\( D_a|_{i,j,k} = \frac{1 - \frac{\sigma_{i,j,k}\Delta t}{2 \mu_{i,j,k}}}{1 + \frac{\sigma_{i,j,k}\Delta t}{2 \mu_{i,j,k}}} , \quad D_b|_{i,j,k} = \frac{\Delta t}{1 + \frac{\sigma_{i,j,k}\Delta t}{2 \mu_{i,j,k}}}
\]

(3.18)

Equations 3.12 to 3.19 represent the core of the FDTD time-stepping algorithm. The half
time steps indicate that $E$ and $H$ are alternately calculated in order to achieve centered differences for the time derivatives. This system of equations is directly implementable on a computer. However, before time-stepping begins each Yee cell must be assigned an appropriate permittivity, permeability and conductivity.

### 3.2 Numerical Stability and Dispersion

The cell size and time increment must be determined before the difference equations presented in the previous section can be computed. The cell size is usually determined first based upon the physical dimensions of the structure to be analyzed and the available computational resources. Then the time increment is determined such that numerical stability is achieved [36].

#### 3.2.1 Stability

The choice of the time increment $\Delta t$ has an important impact on the stability of the FDTD algorithm. Without an upper bound, numerical instability can be encountered that causes the computed results to increase uncontrollably as time-marching continues. Courant’s stability criterion (3.20) provides an upper bound for the time increment $\Delta t$. When satisfied, it ensures numerical stability.

$$
\Delta t \leq \frac{1}{c \sqrt{\left(\frac{1}{\Delta x}\right)^2 + \left(\frac{1}{\Delta y}\right)^2 + \left(\frac{1}{\Delta z}\right)^2}}
$$

(3.20)

Where, $c$ is the maximum velocity of the wave propagating in the media, usually the speed of light in free space.
3.2.2 Dispersion

The FDTD algorithms can cause non-physical dispersion of simulated waves in the computational domain. The wavelength, direction of propagation and grid sizing can cause variations in the phase velocity from that of $c$ of numerical wave modes. Dispersion can cause the distortion of a pulse shape and is especially a problem for electrically large structures. The choice of the lattice increment, $\Delta$, has an important impact on numerical stability. In general, the lattice increment in any of the three cartesian directions should be less than $\lambda_u/20$ [36], where $\lambda_u$ corresponds to the wavelength of the highest significant frequency content in the excitation frequency spectrum. This ensures that the uncertainty in the computed field magnitude is less than 2%. At the cost of increasing the computational time, dispersion can be minimized by increasing the resolution of the FDTD lattice.

3.3 Excitation Methods

An electromagnetic wave excitation in a FDTD mesh can take any form. However, wave excitations are classified as either narrowband, bandpass or broadband. Equation 3.21 is an example of a narrowband excitation, which is a continuous sinusoidal wave of frequency $f_0$ that is switched on at time $t=0$ or the time index $n=0$. The simulation terminates when steady state is achieved.

$$E_z|_{i,j,k} = E_0 \sin(2\pi f_0 n \Delta t)$$

$$t = n\Delta t$$

(3.21)
In this work a broadband pulse excitation is used. A broadband source waveform is defined by Equation 3.22. This waveform is of the form of a Gaussian pulse that is truncated in time and has a predefined frequency bandwidth. A short duration Gaussian pulse has a very wide frequency spectrum. Thus, using a single Gaussian excitation allows for broadband response predictions.

\[
E_{z|_{i,j,k}} = E_0 e^{-\left(\frac{t-t_0}{T}\right)^2}
\]

\[t_0 = n_0 \Delta t\]  

The Gaussian pulse should provide relatively high signal levels within the frequency range of interest. The parameters \(T\) and \(t_0\) should be chosen carefully to obtain the required response. \(T\) defines the width of the Gaussian pulse and therefore can be used to provide the desired cutoff frequency. Figure 3.2 shows that the effect of changing \(T\) from 15 ps to 5 ps is an increase in the cutoff frequency.

Figure 3.2: Broadband Gaussian Excitation
The value of the parameter \( t_0 \) is chosen so that the rise time of the pulse is short and smooth. In this work, \( t_0 \) is set to 3T so that the pulse is down to \( e^{-9} \) of its maximum value at the truncation time \( t=0 \) or \( t=2t_0 \). At \( t=0 \) the fields are assumed to be zero throughout the computational domain. After the first time step (\( n=1 \)), a vertical electric field, \( E_z \), is forced in a rectangular region beneath the microstrip line. This has the effect of simulating a voltage source excitation. A perspective view of a microstrip simulation setup is shown in Figure 3.3.

![Microstrip Excitation](image)

**Figure 3.3: Microstrip Excitation**

A minimal amount of source distortion is apparent when image theory is used to enforce a magnetic wall (i.e. \( \mathbf{H}_{tan} \) outside the magnetic wall is equal to \( -\mathbf{H}_{tan} \) inside the magnetic wall). Specifying the excitation in this way ensures that only the fundamental mode will travel down the microstrip line in the desired frequency range [33].
3.4 Absorbing Boundary Conditions

Due to the finite memory of computers, the computational domain must be limited in size. The cubic outer boundary of the computational domain must absorb outgoing waves in such a way that they don’t reflect back into the problem space and cause errors. In this work, a first order MUR [37] absorbing boundary condition (ABC) is implemented. It has been shown that this type of ABC is sufficiently accurate and particularly well suited to the microstrip geometry [33].

An estimate of the tangential electric fields at the boundary is needed to allow the Yee algorithm to operate. There are two Mur estimates for the value of the fields at the boundary which are first order and second order accurate. The first order Mur estimate, which is used in this work, looks back one step in time and one cell location in space. This estimate assumes that the waves are normally incident at the outer walls of the problem space. This assumption forces the tangential fields at the outer boundaries to obey the one-dimensional wave equation. Two sets of equations are used at each face of the outer boundary, representing estimates for the tangential E field components.

By considering the top face of the Yee mesh \((x=i\Delta x, y=j\Delta y, z=LIMZ)\), the first order Mur estimate is:

\[
E_x|_{i,j,LIMZ}^{n+1} = E_x|_{i,j,LIMZ-1}^n + \frac{\Delta t - \Delta z}{c \Delta t - \Delta z} \left( E_x|_{i,j,LIMZ-1}^{n+1} - E_x|_{i,j,LIMZ}^n \right)
\]

\[
E_y|_{i,j,LIMZ}^{n+1} = E_y|_{i,j,LIMZ-1}^n + \frac{\Delta t \Delta z}{c \Delta t - \Delta z} \left( E_y|_{i,j,LIMZ-1}^{n+1} - E_y|_{i,j,LIMZ}^n \right)
\]

By considering the bottom face of the Yee mesh \((x=i\Delta x, y=j\Delta y, z=0)\), the first order
Mur estimate is:

\[
E_{x_{i,j,0}}^{n+1} = E_{x_{i,j,1}}^{n} + \frac{c \Delta t - \Delta z}{\varepsilon \Delta t - \Delta z} \left( E_{x_{i,j,1}}^{n+1} - E_{x_{i,j,0}}^{n} \right)
\]

\[
E_{y_{i,j,0}}^{n+1} = E_{y_{i,j,1}}^{n} + \frac{c \Delta t - \Delta z}{\varepsilon \Delta t - \Delta z} \left( E_{y_{i,j,1}}^{n+1} - E_{y_{i,j,0}}^{n} \right)
\]  \hspace{1cm} (3.24)

Similar equations can be derived for the other four faces of the outer boundary based on the Yee mesh. For Mur ABC's, the ability to absorb outgoing waves increases by increasing the distance between the object being modelled and the outer boundary. For good accuracy, the outer boundary should be placed 15 to 20 cells away from the antenna when using a Mur ABC [14].

### 3.5 Conductor and Media Interface Treatment

The antennas considered in this work are planar microstrip structures. That is, they have a conducting ground plane separated from a top metallization by a dielectric substrate. The metallizations are considered to be perfectly conducting and have zero thickness. They are implemented by setting the \(x\) and \(y\) components of the \(E\) field that lie on the conductors to zero.

The dielectric constant on the interface of two different materials is modelled as an average of their respective dielectric constants as given by Equation 3.25.

\[
\varepsilon_{int} = \frac{\varepsilon_1 + \varepsilon_2}{2}
\]  \hspace{1cm} (3.25)

This result is derived by considering a dielectric interface in the \(xy\)-plane, separating two media of permittivity \(\varepsilon_1\) and \(\varepsilon_2\). The expressions for the tangential electric field
components $E_x$ are shown below:

\[
\varepsilon_1 \frac{\partial E_x^1}{\partial t} = \frac{\partial H_y^1}{\partial y} - \frac{\partial H_y^1}{\partial z}
\]

\[
\varepsilon_2 \frac{\partial E_x^2}{\partial t} = \frac{\partial H_y^2}{\partial y} - \frac{\partial H_y^2}{\partial z}
\]

The boundary conditions require that the tangential electric field and the normal derivative of $H_y$ must be continuous. Thus, by adding the preceding equations and enforcing the boundary conditions yields the following equation:

\[
\left( \frac{\varepsilon_1 + \varepsilon_2}{2} \right) \frac{\partial E_x}{\partial t} = \frac{1}{2} \left( \frac{\partial H_x^1}{\partial y} + \frac{\partial H_x^2}{\partial y} \right) - \frac{\partial H_y}{\partial z}
\]

Simplification of Equation 3.27 is possible by replacing the average of the $\frac{\partial H_x}{\partial y}$ terms with just $\frac{\partial H_x}{\partial y}$ since there is only a very small difference between the two $\frac{\partial H_x}{\partial y}$ derivatives [38]. This shows that the interface permittivity is just as given in Equation 3.25.

### 3.6 Software Development and Antenna Modeling

In this work a FDTD based simulator was developed at the Communications Research Center (CRC) for the modeling of UWB antennas. MATLAB script was chosen as the programming language for the implementation. Using MATLAB shortens the development time because of the built in functions and tools that can be used. The plotting and graphics tools were especially useful. Furthermore, MATLAB is a language that uses arrays natively - making it well suited to handling the large arrays generated by the FDTD algorithm. The overall program structure is shown in Figure 3.4. The program begins by
setting the size of the problem space, defining fundamental constants and object dimensions. Each cube in the mesh is given an appropriate permittivity and conductivity. At this point time stepping begins with the computation of the electric field values in the entire space. Part of the code segment that updates the $E$ field values is given below:

```plaintext
for i=1:LIMX
    for j=2:LIMY
        for k=2:LIMZ
            if((k==HEIGHT | k==GND_LEVEL) & (i>SUB_X_START & i<SUB_X_END) & j<SUB_Y_END)
                Ex(i,j,k)=coefE01a*Ex(i,j,k)+
                coefE01b*((Hz(i,j,k)-Hz(i,j-1,k))/dy+
                (Hy(i,j,k-1)-Hy(i,j,k))/dz);
            elseif((k<HEIGHT & k>GND_LEVEL) & (i>SUB_X_START & i<SUB_X_END) & j<SUB_Y_END)
                Ex(i,j,k)=coefE1a*Ex(i,j,k)+
                coefE1b*((Hz(i,j,k)-Hz(i,j-1,k))/dy+
                (Hy(i,j,k-1)-Hy(i,j,k))/dz);
            else
                Ex(i,j,k)=coefEOa*Ex(i,j,k)+
                coefEOb*((Hz(i,j,k)-Hz(i,j-1,k))/dy+
                (Hy(i,j,k-1)-Hy(i,j,k))/dz);
            end
        end
    end
end
```

The for loop cycles through the computational domain from bottom to top. The

Figure 3.5: FDTD E field code segment
variable "HEIGHT" defines the metal layer. Three different materials are encountered during the iteration - dielectric, dielectric-air interface and air. Three if statements are required since each material is defined by a different $E$ field update equation. The $y$ and $z$ components of the $E$ field are updated in a similar way.

The next step is to apply the Mur absorbing boundary condition. The code statements that estimate the tangential $E_x$ and $E_y$ components on the top face of the computational domain are:

```matlab
Ex(l:LIMX,2:LIMY,LIMZb)=ex7(l:LIMX,2:LIMY,l)+coefMz0z*(Ex(l:LIMX,2:LIMY,LIMZ)-ex8(l:LIMX,2:LIMY,l));
Ey(l:LIMX,2:LIMY,LIMZb)=ey7(l:LIMX,2:LIMY,l)+coefMz0z*(Ey(l:LIMX,2:LIMY, LIMZ)-ey8(l:LIMX,2:LIMY,l));
```

Figure 3.6: FDTD Mur ABC code segment

Similar code statements are used on the other 5 faces of the outer boundary to estimate the appropriate tangential $E$ field components there. The last important task in the time stepping loop is to compute the magnetic field components. This step is somewhat easier than the $E$ field update since the $H$ field equations are not material dependent. The MATLAB code for the $H_x$ component update equation is:

```matlab
Hx(2: LIMX, 1: LIMY, 1: LIMZ)=Hx(2: LIMX, 1: LIMY, 1: LIMZ)+....
coefH*((Ey(2:LIMX, 1:LIMY,2:LIMZb)-Ey(2: LIMX, 1: LIMY,l:LIMZ))/dz+...
(Ez(2:LIMX,1:LIMY,1:LIMZ)-Ez(2:LIMX,2:LIMYb,1:LIMZ))/dy);
```

Figure 3.7: FDTD $H$ field code segment

The electric field underneath the center of each microstrip port is recorded at every time step. It is assumed that the field value is proportional to the voltage. When time stepping terminates the transient results are saved and post-processing can be performed.
The frequency domain $s$-parameters and input impedance can be easily calculated from the incident and reflected waves. For the first few nanoseconds of the simulation the data is taken as the input. The rest of the data is the reflection coming back from the object. Equation 3.28 shows that the $s$-parameters can be obtained by taking the Fourier transform of the reflected waveform divided by the Fourier transform of the incident waveform.

$$S_{ij}(\omega) = \frac{F[V_j(t)]}{F[V_k(t)]}$$  (3.28)

To verify the accuracy of the FDTD software, a conventional microstrip patch antenna was simulated and the results were compared to the measured published results by Sheen et al. [33] and those generated by HFSS. The antenna geometry is shown in Figure 3.8. The same Yee mesh parameters were used as in the literature. The total mesh dimensions are $60 \times 100 \times 16$ in the $\hat{x}$, $\hat{y}$ and $\hat{z}$ directions, respectively. $\Delta z$ is chosen so that three Yee cells exactly match the thickness of the substrate. $\Delta x$ and $\Delta y$ are chosen such that an integer number match the width and length of the patch. The length of the microstrip line is $50\Delta y$, while the width is $6\Delta x$. The space steps used are displayed in Table 3.1.
Table 3.1: Sheen Patch Space Steps

<table>
<thead>
<tr>
<th>Increment</th>
<th>Value (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta x$</td>
<td>0.389</td>
</tr>
<tr>
<td>$\Delta y$</td>
<td>0.400</td>
</tr>
<tr>
<td>$\Delta z$</td>
<td>0.265</td>
</tr>
</tbody>
</table>

The time step used is $\Delta t=0.441$ps. The Gaussian half-width is $T=15$ps and the time delay $t_0$ is set to be $3T$. The simulation is performed for 8000 time steps. When the FDTD program is executed, the spatial distribution of $E_z$ can be viewed in 2 or 3-dimensions. Figures 3.9, 3.11 and 3.13 show the field distribution, in 2-dimensions, just beneath the metal layer and inside the dielectric substrate. Figures 3.10, 3.12 and 3.14 show the field distribution, in 3-dimensions, just beneath the metal layer of the patch. From these real-time animations, it is possible to see the incident Gaussian pulse travel down the microstrip until it is partially reflected at the patch boundary. The reflected pulse travels back along the microstrip and is absorbed by the Mur ABC on the source wall.

![Figure 3.9: Time step: 200](image1)
![Figure 3.10: Time step: 200](image2)

The simulation results are in very good agreement with the published values and are reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
shown in Figure 3.15. The top graph displays the incident and reflected transient data for the first 2.0 ns. The middle graphs displays the return loss in dB for the antenna. The input impedance for the antenna can be calculated from the s-parameter data with:

\[
Z_{in} = Z_0 \frac{1 + S_{11}e^{j2kL}}{1 - S_{11}e^{j2kL}}
\]

(3.29)

Where, \( k \) is the wavenumber, \( L \) is the length from the edge of the antenna to the reference plane and \( Z_0 \) is the characteristic impedance of the microstrip line. The bottom graph shows that the simulated and measured input impedance are in good agreement.
3.6.1 Near Field Probing

The FDTD technique can be used to understand an antenna’s response in the time domain with the use of near field probes. Instead of modeling a two antenna system, which is very computationally expensive, only the electric field intensity radiated by one antenna is sampled. A probe location near the antenna aperture and in the direction of maximum radiation is selected. Importantly, these probes have no effect on the simulation results. The co-polarized component of the electric field is sampled and the results show the waveform that is being radiated by the antenna. Ideally, the radiated waveform should have the same shape as the incident pulse.

In this case, the near field probe was placed 14 unit cells above the center of the patch.
The co-polarized component of the electric field, $E_y$, was sampled and the result is shown below:

![Graph showing simulated near field probe result for patch antenna](image)

Figure 3.16: Simulated near field probe result for patch antenna

As expected, the plot shows a radiated waveform that is significantly different from the Gaussian pulse that was applied to the antenna input. The narrowband nature of the patch antenna does not allow enough frequency components to be radiated to maintain the integrity of the Gaussian pulse. More broadband antenna structures, such as those studied in Chapter 4, will show improved results.

### 3.7 Conclusion

A study of the FDTD technique and the development of an FDTD-based simulator has been presented in this chapter. Code segments from the actual FDTD program show how
Maxwell's fundamental electromagnetic equations were implemented in MATLAB. Program attributes and excitation methods relevant to antenna simulation were discussed. The FDTD program generates time domain data that can be transformed into the frequency domain with a Fourier transform. In this way return loss data can be obtained. Near field probing can be used to sample the radiated electric field and assess the level of distortion introduced by the antenna. Finally, a microstrip patch antenna was simulated and the results were in good agreement with the measured published values. This exercise verifies the accuracy of the FDTD software and indicates that it can be used to simulate more complex antenna structures, as will be done in Chapter 4.
Chapter 4

Practical UWB Antenna Design

This chapter provides a detailed discussion on the design of practical UWB antennas based on the observations in Chapter 2. Choosing an antenna topology suitable for a compact UWB application is difficult. All the antennas discussed in Chapter 2 have disadvantages that make them unsuitable as UWB antennas. In this thesis five different antennas were designed, simulated, fabricated and measured, including a triangular monopole with an orthogonal ground plane, a triangular monopole with a partial ground plane and an antipodal Vivaldi antenna. Low cost FR-4 and low-loss LTCC dielectric materials were used in the fabrication of the antennas. The fundamental theories governing the operation of these antennas and the procedures used in their design are presented first followed by the results obtained from extensive simulations performed with HFSS and the FDTD technique.

Ansoft’s HFSS is a powerful electromagnetic simulator with built in design capture and many advanced capabilities such as automatic optimizations. However, it is frequency domain based and thus not able to provide time domain information. A FDTD-based electromagnetic simulator was developed to meet this need. As described in Chapter 3,
frequency domain $|S_{11}|$ results are generated from the time domain incident and reflected electric fields. These results will be compared to those generated by HFSS and the degree of agreement will be discussed. In addition, HFSS was used to generate radiation pattern plots. Near field probe simulations were performed to obtain an understanding of the time domain performance of each antenna. The complete collection of simulation results will be compared to the measured values in Chapter 5.

4.1 Vivaldi Antenna Theory

Planar Vivaldi antennas have been used in radar-like communications since 1979 [39]. They are a form of tapered slot radiator that support traveling waves. Ground penetrating radar applications [40] and UWB communications studies [41] have shown that this antenna can preserve the shape of transmitted UWB pulses. The basic configuration of this antenna is shown in Figure 4.1. For best performance the flares are exponentially tapered.

![Tapered slot Vivaldi with Marchand balun feed](image)

Figure 4.1: Tapered slot Vivaldi with Marchand balun feed

The performance of this antenna is limited by the need for a wideband balun. Considerable effort is required to give broadband performance since the feed structure is so complicated. Traditionally a Marchand type stripline to slot feed transition is used [42].

More recently, two types of Vivaldi antenna have been developed that overcome these problems by enabling either a simple microstrip or stripline feed method [31] [43]. The
antipodal Vivaldi antenna (AVA) is a two layer design that uses a microstrip feed, while the balanced antipodal Vivaldi antenna (B-AVA) is a three layer design that uses a stripline feed. Figures 4.2 and 4.3 show an antipodal and balanced antipodal Vivaldi antenna, respectively. While making the feed simpler, these antennas also inherit the good time domain performance of the original tapered slot antenna.

To obtain an understanding of the relative performance of the Vivaldi antenna a time domain $S_{21}$ comparison was made with a log-periodic dipole antenna. The measurements were performed in the frequency domain and then converted into the time domain using an inverse fast Fourier transform. The responses in the time domain, obtained from [44], of these antennas to a Gaussian impulse are shown in Figure 4.4. The log-periodic antenna is dispersive in the time domain because it operates with multiple resonances in the frequency domain. The various sized elements radiate different frequency components of the input signal causing dispersion and late time ringing. It is evident that the Vivaldi antenna has a superior response in the time domain, producing a near perfect Gaussian doublet response with greater efficiency. This antenna can also be fabricated using printed circuit techniques and can be integrated with transceiver electronics.

Figure 4.2: Antipodal Vivaldi antenna topology (microstrip feed)
Figure 4.3: Balanced antipodal Vivaldi antenna topology (stripline feed)
The AVA is a dual-layer structure composed primarily of three different features: a microstrip feed, a paired-strip middle section and a radiating section. The smooth transition from microstrip to radiating section allows for broadband performance. The transition region is responsible for connecting the highly capacitive feed structure to the inductive radiating section [44]. The radiating section is formed by the metallizations on either side of the substrate that flare in opposite directions, forming a tapered slot.

Adding a third metallization layer to the antipodal Vivaldi structure creates a B-AVA. It is a triplate structure with a stripline feed. The stripline transitions smoothly to the radiating section, providing broadband performance. This antenna exhibits a similar input return loss to the antipodal form while showing improved cross-polarization performance [43].

In the literature available today, only limited information on the radiation patterns of the AVA and B-AVA was presented and even less information on the time domain characteristics of these antennas has been shown.
4.2 Antipodal Vivaldi Antenna Design and Simulation

Given the promising characteristics of the AVA and B-AVA, these designs will be further pursued in this thesis to fully explore the effects of size, geometry and materials on performance. The first Vivaldi antenna designed was an AVA. It was fabricated at CRC on an FR-4 substrate with gold conductors. The antenna was designed to have an impedance bandwidth from 4.0 GHz - 8.0 GHz to correspond to the available time domain test equipment. The full specifications and material parameters are given in Table 4.1. The physical characteristics of the Vivaldi antenna that affect its operation are the mathematical description of the radiating tapers, length and width of the transition region and the ground plane patterning. Figure 4.5 labels these critical dimensions.

The first step in the design process is to design the microstrip feed for a \( Z_0 = 50 \, \Omega \) characteristic impedance. If \( W_{ms} \) represents the width of the microstrip line and \( h \) represents the height of the dielectric substrate, then the required ratio is [13]:

\[
\frac{W_{ms}}{h} = \frac{8e^A}{e^{2A} - 2}
\]  

(4.1)

where,

<table>
<thead>
<tr>
<th>Table 4.1: AVA specifications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bandwidth</td>
</tr>
<tr>
<td>4.0 GHz - 8.0 GHz</td>
</tr>
<tr>
<td>Substrate</td>
</tr>
<tr>
<td>( \varepsilon_r = \sim 4.4 )</td>
</tr>
<tr>
<td>height=1.56 mm</td>
</tr>
<tr>
<td>( \text{Tan}\delta = 0.02 )</td>
</tr>
<tr>
<td>Conductor</td>
</tr>
<tr>
<td>Gold</td>
</tr>
</tbody>
</table>
Figure 4.5: AVA schematic

\[ A = \frac{Z_0}{60} \sqrt{\frac{\varepsilon_r+1}{2}} + \frac{\varepsilon_r-1}{\varepsilon_r+1} \left( 0.23 + \frac{0.11}{\varepsilon_r} \right) \]

The variable substitutions were made based on the material information provided in Table 4.1, resulting in a microstrip width of 3.0 mm. The ground plane slowly tapers along the AVA to transform the microstrip structure to a paired strip transmission line. The equation of this taper is circular with a radius calculated from:

\[ r = \frac{1}{2} (W - W_{ps}) \]

(4.2)

The center of the circle, \( c_{circle} \), is made to be on the edge of the substrate and a distance defined by Equation 4.3 away from the feed point:

\[ c_{circle} = \frac{W_{sub}}{2.0} - 0.5 \quad [mm] \]

(4.3)

Using [45], the width of the paired strip line to maintain \( Z_0 = 50 \Omega \) is:

\[ Z_0 = \frac{\eta_0}{\sqrt{\varepsilon_r}} \left\{ \frac{W_{ps}}{h} + \frac{1.0}{\pi} \ln 4 + \frac{\varepsilon_r + 1.0}{2\pi \varepsilon_r} \ln (a + b) \right\} \]

(4.4)

where,
$W_{ps}=$ width of the paired line, $h=$ thickness of the dielectric substrate, $a = \frac{\pi e(W_{ps}/h+0.94)}{2.0}$,

$b = \frac{e-1.0}{2\pi f} \ln \frac{\pi^2}{16.0}, \eta_0 = 377 \Omega$

This resulted in a paired strip width, $W_{ps}$, of 2.95 mm. For simplicity, the value was taken to be 3.0 mm. The paired strip width deviates more from the width of a simple microstrip line when the ratio of the microstrip width to substrate thickness is larger. An empirical analysis established the optimum length of the paired strip to be 1 mm. At the end of the transition region, the paired strip metallization on either side of the substrate widens in opposite directions to become the radiating section of the antenna. The shape of this flare is critical to the performance of the AVA and should be as smooth as possible to improve high frequency performance. The interior of the flare is circular in shape and has the same radius defined by Equation 4.2. The exterior edge of the flare is elliptical in shape and is defined by Equations 4.5 and 4.6. The elliptical equations were developed to improve low frequency performance by maximizing the width of the slot aperture.

$$r_{\text{minor}} = r = \frac{1}{2} (W + W_{ps}) \quad (4.5)$$

$$\text{Ratio} = \frac{2(L - c_{\text{ellipse}})}{W + W_{ps}} \quad [mm] \quad (4.6)$$

Where, $c_{\text{ellipse}}$ is the location of the center of the ellipse along the edge of the AVA and after optimizations was selected to be 22 mm away from the feed plane. $L$ and $W$ are the length and width of the AVA, respectively. The length of the Vivaldi antenna is approximately one wavelength at the lowest frequency of operation, while the width is approximately half of one wavelength. Here, the lowest frequency of operation is 4 GHz, which corresponds
to a length and width of 75 mm and 37.5 mm, respectively. After optimizations, the final dimensions of the AVA were found to be 70 mm in length and 40 mm in width. Table 4.2 lists all the dimensions of the AVA calculated from equations 4.1 to 4.6.

Table 4.2: FR-4 AVA design parameters

<table>
<thead>
<tr>
<th>$W_{ms}$</th>
<th>$W_{ps}$</th>
<th>$c_{circle}$</th>
<th>$r$</th>
<th>$r_{minor}$</th>
<th>$c_{ellipse}$</th>
<th>Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.0 mm</td>
<td>3.0 mm</td>
<td>19.5 mm</td>
<td>18.5 mm</td>
<td>18.5 mm</td>
<td>22 mm</td>
<td>2.2325 mm</td>
</tr>
</tbody>
</table>

The design of the LTCC based AVA follows the same procedure and uses the same equations as given for the FR-4 based AVA. However, only a 25 mm x 50 mm rectangle was allocated on the LTCC substrate for the Vivaldi antenna. To meet the dimensional requirements, the AVA was selected to operate in the upper frequency band as defined by the DS-UWB group. The upper band occupies the spectrum from 6.2 GHz - 9.7 GHz. The complete design specifications are provided in Table 4.3. Because of the shortened substrate length compared to the FR-4 AVA, the ellipse center, $c_{center}$, was reduced from 22 mm to 15 mm. Table 4.4 lists all the dimensions of the AVA calculated from equations 4.1 to 4.6.

Table 4.3: LTCC AVA specifications

<table>
<thead>
<tr>
<th>Bandwidth</th>
<th>6.2 GHz - 9.7 GHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dimensions</td>
<td>50 mm x 25 mm x 1.188 mm (12 layers)</td>
</tr>
<tr>
<td>Substrate</td>
<td>FerroA6-S</td>
</tr>
<tr>
<td></td>
<td>$\varepsilon_r=5.9$</td>
</tr>
<tr>
<td></td>
<td>$\tan\delta=0.0007$</td>
</tr>
<tr>
<td>Conductor</td>
<td>Silver</td>
</tr>
</tbody>
</table>
Table 4.4: LTCC AVA design parameters

<table>
<thead>
<tr>
<th>$W_{ms}$</th>
<th>$W_{ps}$</th>
<th>$c_{circle}$</th>
<th>$r$</th>
<th>$r_{minor}$</th>
<th>$c_{ellipse}$</th>
<th>Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.8 mm</td>
<td>1.92 mm</td>
<td>12 mm</td>
<td>11.6 mm</td>
<td>11.6 mm</td>
<td>15 mm</td>
<td>2.612 mm</td>
</tr>
</tbody>
</table>

4.2.1 FDTD Source Excitation

A broad band source excitation of the form discussed in Chapter 3, but repeated in Equation 4.7 for convenience, was used in all the FDTD simulations.

$$E_z|_{i,j,k}^n = E_0 e^{-\left(\frac{t-t_0}{\tau}\right)^2} \quad t_0 = n_0 \Delta t \quad (4.7)$$

This pulse was designed to contain a relatively high amount of spectral energy up to 14 GHz. The Gaussian half-width was set to $T=15\text{ps}$ and the time delay $t_0$ was set to be $3T$, as is typically chosen [33]. The reference plane at which the E-field is sampled was chosen to be 5 cells away from the microstrip feed point. The simulations were performed for at least 8000 time steps to ensure a good frequency spectrum resolution.

4.2.2 FR-4 based Antipodal Vivaldi Simulation

The configuration of the AVA uses arcs and elliptically tapered geometry making it a challenging structure to model. Since in FDTD cubes are used to approximate smooth curves, a "staircase" effect will be created along the edges. However, this effect can be minimized by choosing small enough space increments. Table 4.5 shows the FDTD parameters used in the simulation of the AVA. $\Delta z$ is chosen so that three Yee cells exactly match the thickness of the substrate. $\Delta x$ and $\Delta y$ are chosen to exactly fit the width of the microstrip feed and the length of the AVA, respectively. Furthermore, this discretization satisfies the numerical dispersion criteria discussed in Chapter 3 and gives a reasonable
approximation of the curved surface. The total mesh dimensions are $120 \times 160 \times 44$ in the $\hat{x}$, $\hat{y}$ and $\hat{z}$ directions, respectively.

Figure 4.6 shows the simulated time domain response and a comparison of the $|S_{11}|$ plots generated by HFSS and FDTD for the AVA constructed on an FR-4 substrate. The

<table>
<thead>
<tr>
<th>Increment</th>
<th>Value (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta x$</td>
<td>0.500</td>
</tr>
<tr>
<td>$\Delta y$</td>
<td>0.500</td>
</tr>
<tr>
<td>$\Delta z$</td>
<td>0.520</td>
</tr>
</tbody>
</table>

plot indicates a broad impedance bandwidth of over 6 GHz, from 4 GHz to 10 GHz. The agreement between the HFSS and FDTD results in this plot are good. From other time domain simulations, not shown here, the incident Gaussian pulse was seen to travel down the microstrip until it is partially reflected at the transition region. Very little reflected
energy travels back along the microstrip, indicating a broad impedance bandwidth. The current is primarily confined to the microstrip feed and the edge of the radiating flares until it dissipates to almost zero at the end of the flares.

Two principle plane pattern cuts at 4 GHz and 8 GHz are made. The substrate lies in the x-y plane with the nominal direction of propagation in the positive x direction. As shown in Figure 4.7, the slot is oriented along the y-axis for these plots. The simulated radiation characteristics of the AVA are displayed in Figures 4.8 to 4.11.
The results show a directional radiation pattern with a maximum gain at 4 GHz of 3 dB at boresight, rising to 7.9 dB at 8 GHz. The half-power beamwidth (HPBW) is very broad at 4 GHz in both the xy and xz-plane being 125 degrees and 120 degrees, respectively. At 8 GHz the HPBW shrinks significantly to 65 degrees and 60 degrees in the xy and xz-plane, respectively. The curved ends of the antenna cause a creeping wave to exist that contributes to a relatively high back lobe at 180 degrees from boresight [31]. The front to back ratio (FBR) is calculated as the difference in gain at boresight and of the back lobe. The FBR at 4 GHz and 8 GHz is 6.7 dB and 7.9 dB, respectively. In all cases the cross-polarization levels remain mostly 15 dB below the co-polarized values. These radiation characteristics are consistent with previously published AVA antennas.

Table 4.6: Simulated FR-4 AVA radiation pattern properties

<table>
<thead>
<tr>
<th>Frequency</th>
<th>xy HPBW</th>
<th>xz HPBW</th>
<th>Gain</th>
<th>FBR</th>
<th>Cross-pol level</th>
</tr>
</thead>
<tbody>
<tr>
<td>4 GHz</td>
<td>125 deg</td>
<td>120 deg</td>
<td>3.09 dB</td>
<td>6.69 dB</td>
<td>-15 dB</td>
</tr>
<tr>
<td>8 GHz</td>
<td>65 deg</td>
<td>60 deg</td>
<td>7.85 dB</td>
<td>7.97 dB</td>
<td>-17 dB</td>
</tr>
</tbody>
</table>
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4.6 summarizes the simulated data.

For the near field probe simulation, the sample location is chosen to be at a grid location that corresponds to the direction of maximum radiation. Sampling the co-polarized, $E_z$, component of the electric field results in the plot of Figure 4.12.

![Figure 4.12: Simulated near field probe result for FR-4 AVA](image)

As predicted in [46], the waveform of Figure 4.12 resembles the first derivative of the Gaussian pulse applied to the antenna input. Nevertheless this result is significantly better than that achieved with the patch antenna of Chapter 3 and serves as an indication of good time domain performance for the FR-4 AVA.

### 4.2.3 LTCC-based antipodal Vivaldi simulation

As with the FR4-based Vivaldi antenna, the configuration of the LTCC-based AVA presents a challenging structure to model. Accordingly, Table 4.7 shows the FDTD parameters used in the simulation of the AVA. Δz is chosen so that three Yee cells exactly
Table 4.7: LTCC based AVA FDTD analysis parameters

<table>
<thead>
<tr>
<th>Increment</th>
<th>Value (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta x$</td>
<td>0.450</td>
</tr>
<tr>
<td>$\Delta y$</td>
<td>0.500</td>
</tr>
<tr>
<td>$\Delta z$</td>
<td>0.396</td>
</tr>
</tbody>
</table>

match the thickness of the substrate. $\Delta x$ and $\Delta y$ are chosen to match as closely as possible the width of the microstrip feed and the length of the AVA, respectively. The total mesh dimensions are $95 \times 120 \times 44$ in the $\hat{x}$, $\hat{y}$ and $\hat{z}$ directions, respectively.

Figure 4.13 shows the simulated time domain response and a comparison of the $|S_{11}|$ plots generated by HFSS and FDTD for the AVA constructed on an LTCC substrate. The plot indicates a broad impedance bandwidth from 6.2 GHz to 10 GHz. The simulated

![Incident and Reflected fields](image)

Figure 4.13: Simulated LTCC AVA return loss

radiation characteristics of the AVA are displayed in Figures 4.16 to 4.17. The substrate
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lies in the x-y plane with the nominal direction of propagation in the positive x direction. The slot is oriented along the y-axis for these plots. Two different pattern cuts at 6 GHz and 8 GHz are shown. The results show a directional pattern with a maximum gain

Figure 4.14: Simulated LTCC AVA 6 GHz
Figure 4.15: Simulated LTCC AVA 6 GHz

Figure 4.16: Simulated LTCC AVA 8 GHz
Figure 4.17: Simulated LTCC AVA 8 GHz

at 6 GHz of 3.69 dB at boresight. Gain increases to 5.4 dB at 8 GHz. The HPBW is very broad at 6 GHz in both the xy and xz-plane being 140 degrees and 105 degrees, respectively. At 8 GHz the HPBW shrinks slightly to 105 degrees and 100 degrees in
the xy and xz-plane, respectively. The FBR at 6 GHz and 8 GHz is 5.97 dB and 7.4 dB, respectively. In all cases the cross-polarization levels remain 20 dB below the co-polarized levels. Table 4.8 summarizes the simulated data.

<table>
<thead>
<tr>
<th>Frequency</th>
<th>xy HPBW</th>
<th>xz HPBW</th>
<th>Gain</th>
<th>FBR</th>
<th>Cross-pol level</th>
</tr>
</thead>
<tbody>
<tr>
<td>6 GHz</td>
<td>180 deg</td>
<td>105 deg</td>
<td>3.69 dB</td>
<td>5.97 dB</td>
<td>-25 dB</td>
</tr>
<tr>
<td>8 GHz</td>
<td>105 deg</td>
<td>100 deg</td>
<td>5.4 dB</td>
<td>7.4 dB</td>
<td>-20 dB</td>
</tr>
</tbody>
</table>

For the near field probe simulation, the sample location is chosen to be at a grid location that corresponds to the direction of maximum radiation. Sampling the co-polarized, $E_x$, component of the electric field results in the plot of Figure 4.18. As with the FR4

![Figure 4.18: Simulated near field probe result for LTCC AVA](image)

AVA, the waveform resembles the first derivative of the Gaussian pulse applied to the antenna input but to a lesser extent. In this case the oscillations at the tail of the main
pulse degrade more quickly. Thus, this result also serves as an indication of good time
domain performance for the LTCC AVA.

4.3 Balanced Antipodal Vivaldi Antenna Design and Simulation

As expected and confirmed in some of the simulation results in the previous sections,
the AVA suffers from poor cross-polarization performance at high frequencies due to the
skew in the electric fields across the flared slot aperture. To overcome this high cross
polarization, J. Langley et. al [43] have added a further layer of metallization to form
a B-AVA. Figure 4.19 shows a cross-sectional view of the AVA and B-AVA. The skew is
eliminated in the B-AVA by the cancelation of the perpendicular electric field components,
leaving the resultant E-field ($R$) oriented vertically. The third metal layer is identical to

![Figure 4.19: Cross-section of AVA and B-AVA](image)

the bottom layer (ground) and is spaced an equal distance from the stripline feed as the
bottom layer. The two ground layers are then connected with vias near the lower and
upper left portions of the schematic. Figure 4.20 shows the variables used in the design of
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the B-AVA. An LTCC based B-AVA was designed to the same specifications as the LTCC

![B-AVA schematic](image)

Figure 4.20: B-AVA schematic

based AVA. However, it was not fabricated because of the extra connector complexity associated with the feed method. The tri-plate structure of the B-AVA forms a stripline feed, which is the most important difference from the AVA. The width of the stripline was designed for a $Z_0 = 50\,\Omega$ characteristic impedance. If $W_{\text{strip}}$ represents the width of the stripline and $h$ represents the height of the substrate, then the required ratio is [45]:

$$\frac{W_{\text{strip}}}{h} = 0.85 - \sqrt{0.6 - x} \quad (4.8)$$

where, $x = \frac{30\pi}{\sqrt{\varepsilon_r Z_0 - 0.441}}$

This resulted in a stripline width of 0.4 mm, significantly narrower than the 1.8 mm width of the microstrip feedline. As with the AVA, Equations 4.2, 4.5 and 4.6 were used to create the circular and elliptical tapers in the balanced ground layers. Here, the variable $c_{\text{ellipse}}$ was given a value of 20 mm. To simplify testing, a microstrip to stripline transition could be incorporated by creating a cavity in the upper half of the substrate and exposing the feed line. Table 4.9 lists all the dimensions of the B-AVA calculated from equations 4.2, 4.3, 4.5, 4.6 and 4.8.
Table 4.9: LTCC B-AVA design parameters

<table>
<thead>
<tr>
<th>$W_{\text{strip}}$</th>
<th>$c_{\text{circle}}$</th>
<th>$r$</th>
<th>$r_{\text{minor}}$</th>
<th>$c_{\text{ellipse}}$</th>
<th>Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.4 mm</td>
<td>12 mm</td>
<td>12.75 mm</td>
<td>12.75 mm</td>
<td>20 mm</td>
<td>2.362 mm</td>
</tr>
</tbody>
</table>

4.3.1 LTCC-based Balanced Antipodal Vivaldi Simulation

Because of the extra modeling challenge presented by the stripline feed, the B-AVA was exclusively simulated in HFSS. Figure 4.21 shows the simulated $|S_{11}|$ plot for the B-AVA. The plot indicates an impedance bandwidth from 6.5 GHz to 10 GHz, with a small peak above -10 dB at 8.2 GHz.

![Simulated B-AVA return loss](image.png)

Figure 4.21: Simulated B-AVA return loss

The radiation characteristics of the B-AVA are displayed in Figures 4.22 to 4.25. The substrate lies in the x-y plane with the nominal direction of propagation in the positive x direction. The slot is oriented along the y-axis for these plots. Two different pattern cuts at 6 GHz and 8 GHz are shown.
Figure 4.22: Simulated LTCC B-AVA 6 GHz XY-plane

Figure 4.23: Simulated LTCC B-AVA 6 GHz XZ-plane

Figure 4.24: Simulated LTCC B-AVA 8 GHz XY-plane

Figure 4.25: Simulated LTCC B-AVA 8 GHz XZ-plane

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
The results show an almost omni-directional radiation pattern at 6 GHz in the xy-plane with a maximum gain of 4.4 dB. At 8 GHz the gain increases to 6.3 dB at 30 degrees off boresight, which is 1 dB higher than the maximum gain achieved by the LTCC AVA. The HPBW is very broad at 6 GHz in both the xy and xz-plane being 95 degrees and 105 degrees, respectively. At 8 GHz the HPBW increases slightly to 120 degrees in both the xy and xz-plane. The FBR at 6 GHz and 8 GHz is 4.57 dB and 5.03 dB, respectively. In all cases the cross-polarization levels remain 25 dB below the co-polarization levels and are 5 dB to 10 dB lower than those of the LTCC AVA. This result confirms that the three layer B-AVA does have improved cross-polarization performance with respect to the two-layer AVA. Table 4.10 summarizes the simulated data.

<table>
<thead>
<tr>
<th>Frequency</th>
<th>xy HPBW</th>
<th>xz HPBW</th>
<th>Gain</th>
<th>FBR</th>
<th>Cross-pol level</th>
</tr>
</thead>
<tbody>
<tr>
<td>6 GHz</td>
<td>95 deg</td>
<td>105 deg</td>
<td>4.44 dB</td>
<td>4.57 dB</td>
<td>-40 dB</td>
</tr>
<tr>
<td>8 GHz</td>
<td>120 deg</td>
<td>120 deg</td>
<td>6.27 dB</td>
<td>5.03 dB</td>
<td>-25 dB</td>
</tr>
</tbody>
</table>

**4.4 UWB Monopole Antenna Theory**

Classical dipole and monopole antennas are some of the most widely used antennas in the world today. However, they are inherently narrowband and thus unsuitable for UWB applications. However, recent work in [47] [48] and [49] has shown that by using a disc or square shaped monopole broadband and multi-band performance can be achieved. Here, a new triangular monopole that mimics the shape of a single-ended bow-tie antenna is proposed. The bow-tie antenna is inherently broadband and was first discussed in 1898.
by Oliver Lodge [50]. In the late 1950’s Brown and Woodward [51] performed the first comprehensive investigation of the input impedance and radiation of this antenna. Figures 4.26 and 4.27 show balanced and single ended versions of the bow-tie antenna, respectively.

![Bow-tie antenna](image)

![Triangular sheet antenna](image)

Because of its finite size, the bow-tie is not frequency independent. It is a resonant type antenna with linear polarization. It has a bidirectional pattern with broad main beams perpendicular to the plane of the antenna. It has traditionally been used as a UHF TV antenna with a wire grid back plane to reduce the back lobe [14].

The triangular monopole antenna can be designed to be low cost and compact with much broader bandwidth performance than popular microstrip antennas. Microstrip antennas are limited to only a few percent bandwidth, while triangular monopole antennas can have a bandwidth of 88% [52].

Two different triangular monopole antennas were designed and fabricated using low cost FR-4 and low-loss LTCC substrates. Both antennas incorporate a novel feature to increase their bandwidth and efficiency. This feature acts as a capacitive load that reduces the input impedance variation with frequency. Both antennas are single-ended to avoid the need for a bandwidth limiting balun and to reduce their overall size.
4.5 Partial Ground Plane Triangular Monopole Antenna Design and Simulation

Recently, a simple antenna topology that incorporates a microstrip feed and partial ground plane has been used to design broadband [19] [20] or multi-band antennas [53]. This topology makes it possible to combine the antenna with integrated RF electronics and passive lumped components. Also, there is no need for a costly and performance limiting balun. The antenna presented here, called a partial ground plane triangular monopole (PGP-TM), is a two metal layer structure with a bow-tie shaped lower section with two adjacent triangular metal elements. One version of this antenna was constructed on a low-cost FR-4 substrate and another on a low loss LTCC substrate. Figure 4.28 shows the configuration of the proposed UWB antenna.

![Figure 4.28: PGP-TM (angled view)](image)

The PGP-TM was designed to operate in the lower frequency band as defined by the DS-UWB group. Table 4.11 displays the performance and material specifications of both substrate implementations.

The topology of the PGP-TM mimics a bow-tie shape to create a wide impedance
Table 4.11: FR-4 based PGP-TM specifications

<table>
<thead>
<tr>
<th></th>
<th>FR-4 PGP-TM</th>
<th>LTCC PGP-TM</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Bandwidth</strong></td>
<td>3.1 GHz - 4.85 GHz</td>
<td>3.1 GHz - 4.85 GHz</td>
</tr>
<tr>
<td><strong>Substrate</strong></td>
<td>FR-4</td>
<td>Ferro A6S</td>
</tr>
<tr>
<td>$\varepsilon_r = 4.4$</td>
<td></td>
<td>$\varepsilon_r = 5.9$</td>
</tr>
<tr>
<td>$\tan\delta = 0.02$</td>
<td></td>
<td>$\tan\delta = 0.007$</td>
</tr>
<tr>
<td><strong>height</strong> = 1.56 mm</td>
<td></td>
<td><strong>height</strong> = 1.188 mm</td>
</tr>
<tr>
<td><strong>Conductor</strong></td>
<td>Gold</td>
<td>Silver</td>
</tr>
</tbody>
</table>

bandwidth. The microstrip feed line diverges linearly at an angle of 40 degrees (from center) to make the bow-tie shaped section. The partial ground plane terminates when the top layer metallization begins to diverge to form the triangular monopole shaped radiating element. A rectangular metal area forms the rest of the main section of the antenna. Two novel parasitic elements on either side of the bow-tie section serve as capacitive loads. Capacitive loading reduces the input impedance variation with frequency of the antenna, while maintaining its efficiency. The capacitance can be adjusted by varying the separation between the parasitic elements and the main part of the antenna. This feature provides another important parameter that can be used to change the performance of the antenna. The effect of parasitic element separation was explored using HFSS and is shown in section 4.5.2.

For both substrate implementations of the PGP-TM, equation 4.1 was used to design the microstrip feed sections for a characteristic impedance of 50 $\Omega$. Resulting in microstrip widths ($W_{ms}$) of 3.0 mm and 1.8 mm for the FR-4 and LTCC implementations, respectively. A parametric analysis in HFSS was used to vary the other dimensions of
the antennas. With similar impedance bandwidths, the LTCC-based PGP-TM is 14\% shorter and 20\% narrower than its FR-4 counterpart.

A diagram depicting the topology with dimensional information indicated is shown in Figure 4.29. The final optimized dimensions of the FR-4 and LTCC-based PGP-TM antennas are presented in Table 4.12. These final dimensions were used to model the antennas with the FDTD technique.

![Figure 4.29: PGP-TM topology](image)

**Table 4.12: PGP-TM dimensions**

<table>
<thead>
<tr>
<th></th>
<th>$L_{\text{sub}}$</th>
<th>$W_{\text{sub}}$</th>
<th>$L_{\text{gnd}}$</th>
<th>$L_{\text{monopole}}$</th>
<th>$W_{\text{ms}}$</th>
<th>$d$</th>
<th>$W_{\text{monopole}}$</th>
<th>$\theta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>FR-4 [mm]</td>
<td>35</td>
<td>30</td>
<td>10</td>
<td>20</td>
<td>3.0</td>
<td>2.0</td>
<td>18</td>
<td>40 deg</td>
</tr>
<tr>
<td>LTCC [mm]</td>
<td>30</td>
<td>25</td>
<td>7.5</td>
<td>20</td>
<td>1.8</td>
<td>2.0</td>
<td>18</td>
<td>40 deg</td>
</tr>
</tbody>
</table>
4.5.1 FR-4 Based Partial Ground Plane Triangular Monopole Simulation

The configuration of the PGP-TM is simpler than the Vivaldi antenna, however a "staircase" approximation is still used on the angled edges of the antenna and especially on the parasitic elements. Table 4.14 shows the FDTD parameters used in the simulation of the FR-4 based PGP-TM. $\Delta z$ is chosen so that three Yee cells exactly match the thickness of the substrate. $\Delta x$ and $\Delta y$ are chosen to exactly fit the width of the microstrip feed and the length of the antenna, respectively. The total mesh dimensions are $100 \times 90 \times 44$ in the $\hat{x}$, $\hat{y}$ and $\hat{z}$ directions respectively.

Table 4.13: FR-4 based PGP-TM FDTD analysis parameters

<table>
<thead>
<tr>
<th>Increment</th>
<th>Value (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta x$</td>
<td>0.500</td>
</tr>
<tr>
<td>$\Delta y$</td>
<td>0.500</td>
</tr>
<tr>
<td>$\Delta z$</td>
<td>0.520</td>
</tr>
</tbody>
</table>

Figure 4.30 shows the simulated time domain response of the FR4-based PGP-TM and a comparison of the $|S_{11}|$ plots generated by HFSS and FDTD.

The impedance bandwidth ranges from 2.7 GHz to 7 GHz. The FDTD simulation results agree well with those generated by HFSS. However, the FDTD program shows a lower $|S_{11}|$ minimum at 4 GHz.

From other time domain simulations, not shown here, the incident Gaussian pulse was seen to travel down the microstrip until it is partially reflected at the point where the microstrip line begins to diverge. Very high electric field intensities are observed at
Figure 4.30: Simulated FR-4 PGP-TM return loss

the corners of the parasitic elements, confirming that they do effect antenna performance. Very little reflected energy travels back along the microstrip, indicating a broad impedance bandwidth. The current is primarily confined to the microstrip feed and the triangular edges of the antenna.

The 2-dimensional radiation characteristics at 4 GHz and 6 GHz of the PGP-TM are displayed in Figures 4.31 to 4.34. The substrate lies in the x-y plane with the microstrip feed line oriented along the x-axis. The results show a stable omni-directional pattern with a peak gain of 3.47 dB at 6 GHz. The cross-polarization levels are below -20 dB.

A recent study has shown that consistency of the radiated pulse shape is a critical issue in UWB antenna performance [54]. The study shows that even an antenna system exhibiting an isotropic radiation pattern at all frequencies does not imply that pulse fidelity is identical in all directions. An antenna with true omnidirectional performance
Figure 4.31: Simulated FR-4 PGP-TM 4 GHz XY-plane

Figure 4.32: Simulated FR-4 PGP-TM 4 GHz YZ-plane

Figure 4.33: Simulated FR-4 PGP-TM 6 GHz XY-plane

Figure 4.34: Simulated FR-4 PGP-TM 6 GHz YZ-plane
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is said to have very good pulse fidelity.

To verify the pulse fidelity of the omnidirectional PGP-TM, three different sampling locations are selected and their results are compared. The near field probes are placed to the left, middle and right of the antenna and at a height above the plane of the antenna. Sampling the co-polarized, \( E_y \), component of the electric field at these locations results in the plot of Figure 4.35.

![Figure 4.35: Simulated near field probe result for FR-4 PGP-TM](image)

The close similarity in the waveforms gives confidence that the FR4-based PGP-TM has good pulse fidelity. As with the previous antenna designs, the waveforms resemble the first derivative of the Gaussian pulse applied to the antenna input. Thus, this result also serves as an indication of good time domain performance for the FR-4 PGP-TM.
4.5.2 LTCC-based Partial Ground Plane Triangular Monopole Simulation

As with the FR-4 based PGP-TM a "staircase" approximation is used on the angled edges of the antenna and especially on the parasitic elements. Table 4.14 shows the FDTD parameters used in the simulation of the LTCC based PGP-TM. \( \Delta z \) is chosen so that three Yee cells exactly match the thickness of the substrate, while \( \Delta x \) and \( \Delta y \) are chosen to exactly fit the width of the microstrip feed and the length of the antenna, respectively. The total mesh dimensions are 95 \( \times \) 80 \( \times \) 44 in the \( \hat{x} \), \( \hat{y} \) and \( \hat{z} \) directions respectively.

As discussed earlier, the parasitic elements on either side of the main body of the antenna have a large impact on its performance. Figure 4.36 shows the effect of parasitic element separation. The case with no parasitic elements is indicated with a dashed line. Bandwidth increases with increasing element separation, up to a point. At a distance of 1 mm the match is very good, while at 2.5 mm the match is poorer but the impedance bandwidth has increased by almost 1 GHz. A distance of 2.0 mm was chosen to be optimum and is indicated with a dotted line. It provides a good compromise between the depth of the \( |S_{11}| \) curve and broad bandwidth.
Along with the response in the time domain, a comparison of the return loss generated by HFSS and FDTD for this configuration is shown in Figure 4.37. The FDTD simulation results agree well with those generated by HFSS. However, the FDTD program shows a deeper minimum at 4 GHz and a higher upper frequency limit for impedance bandwidth.
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These differences may be attributed to the decreased effectiveness of the Mur boundary condition at higher permittivities and also to the sensitivity introduced by the "staircase" approximation.

A 3-dimensional plot of the radiation pattern at 6 GHz is shown in Figure 4.38, showing a dipole-like radiation characteristic. Moreover, the microchip circuit feature does not cause any pattern distortion. The 2-dimensional radiation characteristics at 4 GHz and 6 GHz of the PGP-TM are displayed in Figures 4.39 to 4.42. The substrate lies in the x-y plane. The results show a stable omni-directional pattern with a peak gain of 2 dB. The cross-polarization levels are shown to be below -15 dB at both frequencies.

To verify the pulse fidelity of the omnidirectional PGP-TM, three different sampling locations are selected and their results are compared. The near field probes are placed to the left, middle and right of the antenna and at a height above the plane of the antenna. Sampling the co-polarized, $E_y$, component of the electric field at these locations results in the plot below:

The close similarity in the waveforms gives confidence that the LTCC-based PGP-TM
Figure 4.39: Simulated LTCC PGP-TM 4 GHz XY-plane

Figure 4.40: Simulated LTCC PGP-TM 4 GHz YZ-plane

Figure 4.41: Simulated LTCC PGP-TM 6 GHz XY-plane

Figure 4.42: Simulated LTCC PGP-TM 6 GHz YZ-plane
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has good pulse fidelity. As with the previous antenna designs, the waveforms resemble the first derivative of the Gaussian pulse applied to the antenna input. Thus, this result also serves as an indication of good time domain performance for the LTCC-based PGP-TM.

4.6 Triangular Monopole Antenna with Orthogonal Ground Plane Design and Simulation

The design of the orthogonal ground plane triangular monopole antenna (OGP-TM) served as an investigation into antennas based on very high permittivity substrates. The effects due to geometry variations and parasitic elements were also investigated. The necessity for an orthogonal ground plane and coaxial connector introduced extra complexity into the simulation and measurement stages of this design.

The OGP-TM was designed to operate in the 5 GHz range of the radio frequency
(RF) spectrum, making it compatible with a set of wireless local area network (WLAN) communication standards such as IEEE 802.11a (5.15 GHz to 5.35 GHz) and HiperLAN (5 GHz) in Europe. The complete design specifications for this antenna are provided in Table 4.15.

<table>
<thead>
<tr>
<th>Bandwidth</th>
<th>4.5 GHz - 5.5 GHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>Substrate</td>
<td>Experimental</td>
</tr>
<tr>
<td>$\varepsilon_r$</td>
<td>68</td>
</tr>
<tr>
<td>$\tan\delta$</td>
<td>0.002</td>
</tr>
<tr>
<td>height</td>
<td>1.0 mm (10 layers)</td>
</tr>
<tr>
<td>Conductor</td>
<td>Silver</td>
</tr>
</tbody>
</table>

The OGP-TM consists of a main triangular metal area with two smaller adjacent parasitic elements. These elements contribute to the broadband behavior of the antenna. Three rectangular slots are made in the main triangle. The slots are designed to minimize the size of the antenna. The current on the antenna is forced to follow a longer path than without the slots, thereby making the antenna seem electrically larger. The size and position of the slots was chosen to force the current to follow close to the edge of the antenna. The same metallization is duplicated on the opposite face of the substrate. A total of thirteen vias are used to connect the two metallizations at the feed point and at the corners of the main triangle. This feature helps to make the antenna more broadband by increasing the volume of the antenna.

The antenna is mounted on a square shaped orthogonal ground plane and fed by a coaxial connector. If $d$ and $D$ represent the diameter of the inner and outer conductors,
respectively, then the characteristic impedance of the coaxial connector is given by [45]:

\[ Z_0 = \frac{\eta_0}{2.0\pi\sqrt{\varepsilon_r}} \ln \left( \frac{D}{d} \right) \]  \hspace{1cm} (\Omega) \quad (4.9)

where, \( \eta_0 = 377 \, \Omega \) and \( \varepsilon_r = 2.1 \) (teflon)

If \( d \) is set to 0.375 mm then for a characteristic impedance of 50 \( \Omega \) \( D \) becomes 1.25 mm. The center conductor of the coaxial cable is connected to the feed point of the antenna. Figure 4.44 shows the configuration of the proposed antenna with important geometrical details indicated. The perpendicular ground plane is situated in the same plane as the bottom edge of the substrate and is sized 60 mm \( \times \) 60 mm. The sizing corresponds to \( \lambda/2 \) at 5 GHz.

![Figure 4.44: OGP-TM schematic](image)

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Value [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>L</td>
<td>32</td>
</tr>
<tr>
<td>W</td>
<td>30</td>
</tr>
<tr>
<td>( d_m )</td>
<td>8.5</td>
</tr>
<tr>
<td>( w_{slot1} )</td>
<td>5</td>
</tr>
<tr>
<td>( w_{slot2} )</td>
<td>7.5</td>
</tr>
<tr>
<td>( w_{slot3} )</td>
<td>11.25</td>
</tr>
<tr>
<td>( \theta )</td>
<td>72 deg</td>
</tr>
</tbody>
</table>

Table 4.16: OGP-TM dimensions

The length and width of the antenna were chosen to be 32 mm and 30 mm, respectively, to fit inside the area allocated on the LTCC substrate. The flare angle and parasitic
element separation were optimized to give the broadest impedance bandwidth and are 72 deg and 8.5 mm, respectively. A section of the coaxial connector was modeled to make the simulation as realistic as possible. This antenna was not modeled in the FDTD based electromagnetic simulator because of the extra complexity associated with the coaxial connector.

4.6.1 Orthogonal Ground Plane Triangular Monopole Simulation

The purpose of this antenna is to investigate the effect that extremely high permittivities have on antenna performance. HFSS was used to simulate the antenna along with a portion of the coaxial connector. A plot of the return loss is shown in Figure 4.45. The plot indicates two regions of resonance at 4.08 GHz and 4.7 GHz.

For the radiation pattern simulations, the antenna’s ground plane was placed in the

![Figure 4.45: OGP-TM Return Loss](image)
xy-plane, making the axis of the antenna oriented along the z-axis. Two principal plane
cuts were generated at 4.7 GHz and are shown in Figures 4.46 and 4.47. The results show
an omni-directional radiation pattern in the xy-plane plane with a peak gain of 2 dB.
Cross-polarization levels are 10 dB below the peak co-polarization levels.

Figure 4.46: OGP-TM 4.7 GHz XY-plane

Figure 4.47: OGP-TM 4.7 GHz XZ-plane

4.7 Planar Circuit Integration

The LTCC versions of the AVA and PGP-TM antennas were designed with RF circuit
integration in mind. To this end, a circuit feature was added to the designs that could
accommodate a microchip die. Figures 4.48 and 4.49 show the LTCC antennas with the
circuit feature added. Importantly, the antennas can operate with or without a functional
microchip die. Figures 4.50 and 4.51 show the circuit in detail.

The circuit feature is placed 3.25 mm away from the adjacent microstrip feed line of the
antenna to minimize interference. The circuit feature consists of a cavity with a grounded
floor. The cavity has a footprint of 3 mm $\times$ 4 mm to ensure that even large microchip
dies can be used. Metal traces were drawn along one edge of the cavity. In this way, a
Figure 4.48: PGP-TM with module

Figure 4.49: AVA with module

Figure 4.50: Circuit module (top)

Figure 4.51: Circuit module (angled)
daughter board could be easily attached to the LTCC substrate to feed ground and power to the microchip. A second 50 Ω microstrip line was added to serve as an alternate output port. The microchip itself would be placed inside the cavity and bonded to the ground plane with conductive epoxy. Minimum length bond wires would be used to connect the microchip to the output of the antenna.

These designs show that LTCC technology can be used to combine an antenna and RF electronics to form a compact and low cost UWB transceiver.

4.8 Simulation Summary

Six different antennas were designed and simulated, including a B-AVA, OGP-TM, FR-4 and LTCC versions of the AVA and PGP-TM. The agreement between the HFSS and FDTD $|S_{11}|$ results is good. The radiation patterns generated by HFSS are what was expected of the antenna designs. Furthermore, the circuit feature for a UWB transceiver chip integrated with the LTCC antennas does not seem to degrade performance.

Novel parasitic elements were introduced and their effect on the performance of the PGP-TM was investigated. The results revealed that these elements reduce the input impedance variation with frequency of the antenna and thus can be used as an important design parameter.

Near field probe simulations were performed to obtain an understanding of the time domain radiated electric fields for each antenna. As expected, all the results indicated a waveform that resembled the first derivative of the applied Gaussian pulse. To verify the pulse fidelity of the omni-directional PGP-TM antennas, three different sampling
locations around the antennas were selected and their results compared. Sampling the
coopolarized components of the electric fields at those locations resulted in only small
variations, indicating good pulse fidelity.
Chapter 5

UWB Antenna Measurements and Comparisons

This chapter provides an extensive amount of measurements for the UWB antennas presented in Chapter 4. Time and frequency domain measurements are conducted to verify the simulated results and determine the tradeoffs between these designs. The simulated and measured results are compared and their degree of agreement is discussed.

5.1 Measurement Setup

Anechoic chamber measurements are made by placing the antenna under test at the near end of the chamber, while placing a standard gain horn antenna at the far end (see Figure 5.1). The equipment used included an Agilent 8720 ES vector network analyzer and a computer workstation running FR959 far-field measurement software. Two principle plane measurements, azimuth and elevation, are taken at 4, 4.7, 6 and 8 GHz. Based on spherical coordinates, an azimuthal plane measurement constitutes rotation in the xy-plane, which is the plane of the antenna. An elevation plane measurement is performed in the orthogonal xz-plane. Both co-polarized and cross-polarized components are to be
obtained. The antennas measured are listed below:

- Orthogonal ground plane triangular monopole
- FR4-based antipodal Vivaldi
- FR4-based partial ground plane triangular monopole
- LTCC-based antipodal Vivaldi
- LTCC-based partial ground plane triangular monopole

In addition to radiation patterns, scattering parameter measurements are to be performed within a Faraday cage to minimize environmental interference. First the $|S_{11}|$ of each antenna is obtained to verify broadband impedance matching. Then the $S_{21}$ of a two antenna system (using identical antennas under test) is measured to assess linear phase and flat amplitude response. Measurements are performed at 20 cm and 75 cm to confirm
the results. An ideal baseline for the $S_{21}$ measurements is created by directly connecting two ports of the network analyzer.

Time domain measurements are performed at CRC using a burst CW UWB pulse generator, Agilent 86100A wide-bandwidth oscilloscope and a computer workstation. The receive and transmit antennas are mounted on plastic columns and placed 50 cm apart. The transmit and receive antennas are connected with high quality cables to the signal generator and oscilloscope, respectively. To create a near-ideal benchmark case, a cable is used to directly connect the pulse generator to the oscilloscope. A burst CW UWB pulse centered at 6 GHz and having a bandwidth of 2 GHz is employed [55]. The spectral content (normalized to peak power) of the burst CW pulse satisfies the UWB spectrum mask as defined by the FCC. The pulse and its corresponding spectral content are shown in Figure 5.2. To achieve a meaningful comparison between the different pulse responses,
the pulses obtained from the antenna systems are scaled to match the peak amplitude of 230 mV of the benchmark case. In this way, the differences in the relative pulse shapes can be easily seen.

5.2 5 GHz Series Patch Array

Before characterizing the UWB antennas of this thesis, it is useful to examine the response in the time domain of a narrow band antenna, as was done in Chapter 3. To this end, a 5 GHz patch antenna is measured (with a receive antenna known to exhibit good broadband performance). Figure 5.3 plots the input return loss, confirming the very narrowband performance of this antenna at 5 GHz. The response in the time domain is shown in Figure 5.4 along with the applied pulse. As expected the response is very poor, being almost sinusoidal in nature and, although not shown, late-time ringing is significant.
up to 5 ns. Moreover, the received pulse is severely attenuated with a peak amplitude of only 1.59 mV, much smaller than the other cases to be shown later. This result shows

![Graph](image)

Figure 5.4: Measured response in the time domain for the narrowband patch antenna

that a narrowband antenna is completely unsuitable for a UWB antenna application.

### 5.3 Orthogonal Ground Plane Triangular Monopole

A photograph of the OGP-TM mounted on a partial ground plane, with dimensions of 6 cm x 6 cm, is shown in Figure 5.5. The total volume occupied by the antenna now becomes 6 cm x 6 cm x 32 cm or 1152 cm³.

First, the return loss and radiation patterns are obtained in the frequency domain. Figure 5.6 shows the simulated and measured return loss results. The measurements indicate an impedance bandwidth from 4.5 GHz to 5.64 GHz with a peak $|S_{11}|$ of -8.0 dB at 5.14 GHz. However, there is a noticeable discrepancy with the simulated values that
is most likely due to improper modeling of the SMA connection at the feed point of the antenna. Reflections at this interface can easily reduce the accuracy of the simulated results. Nonetheless, a resonance appears at 4.7 GHz in both the measured and simulated data. These results show that, although not as broadband as the AVA or PGP-TM, the OGP-TM still covers an extensive bandwidth as required for several WLAN standards.
The radiation pattern results for the two principal pattern cuts at 4.7 GHz are shown in Figures 5.7 and 5.8. The simulated and measured results are in good agreement with two notable exceptions. The measured azimuthal co-polarized pattern shows a larger gain variation than the simulated pattern. This can be attributed to effects caused by the SMA connector or antenna mount that were not properly modeled in the simulator. The other discrepancy is the higher than expected cross-polarization levels in the elevation plane. This discrepancy is also present in the other antenna results and may be attributed to a misalignment of the transmit antenna during measurement.

The response in the time domain of the OGP-TM is somewhat improved from the result obtained by the patch antenna and is shown in Figure 5.9. However, there are still significant differences in the relative amplitudes of the various peaks. Additionally, late time ringing is still present with this antenna.
5.4 FR4-based Antipodal Vivaldi

A photograph of the FR4-based antipodal Vivaldi, including the gold SMA connector, is shown in Figure 5.10. The measured and simulated return loss results of Figure 5.11 show good agreement and testify to the accuracy of the simulated results. The measurements show an impedance bandwidth of 6 GHz extending from 4 GHz to 10 GHz.

The $S_{21}$ measurements were obtained from a two antenna system consisting of identical
Figure 5.11: Measured $|S_{11}|$ for FR-4 based AVA transmit and receive AVAs. A line of best fit, with equation $y = 0.59x - 32$, is used to obtain the best prediction for the trend with frequency of $|S_{21}|$ from 1 GHz to 10 GHz. Figure 5.12 shows that by using the line of best fit, $|S_{21}|$ stays within a variation of 3.2 dB in the antenna’s operating bandwidth of 4 GHz to 10 GHz. Over a decade $|S_{21}|$ increases

Figure 5.12: Measured $S_{21}$ of FR-4 based AVA
as 6 dB, however based upon the discussion in section 2.6.2 the expected result is 20 dB. A likely reason for this discrepancy is the fact that the substrate becomes very lossy beyond 6 GHz and limits the gain increase. The phase of $S_{21}$ is linear in the operating bandwidth and leads to a group delay that has a maximum variation of only 728 ps.

Radiation pattern cuts at 4 GHz and 8 GHz in the two principle planes are shown in Figures 5.13 to 5.16.

![Figure 5.13: Measured azimuthal patterns for FR-4 AVA at 4 GHz](image1)

![Figure 5.14: Measured elevation patterns for FR-4 AVA at 4 GHz](image2)

The agreement at 4 GHz between the simulated and measured results is very good. The measurements indicate a boresight gain of 4.32 dB at 4 GHz and 3 dB at 8 GHz along with cross-polarized levels below -10 dB at both frequencies. However, at 8 GHz the agreement is notably poorer with regards to the cross-polarized levels and gain. The pattern becomes distorted and the cross-polarized levels are almost matching the co-polarized levels. These effects can be caused by the FR-4 substrate, which may indicate that the cut-off frequency has been reached. A measurement summary of the radiation pattern results is shown in Table 5.1.
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Figure 5.15: Measured azimuthal patterns for FR-4 AVA at 8 GHz

Figure 5.16: Measured elevation patterns for FR-4 AVA at 8 GHz

Table 5.1: Radiation pattern results summary for FR-4 based AVA

<table>
<thead>
<tr>
<th></th>
<th>4 GHz</th>
<th>8 GHz</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Simulated</td>
<td>Measured</td>
</tr>
<tr>
<td>HPBW (deg)</td>
<td>125</td>
<td>112</td>
</tr>
<tr>
<td>Gain (dB)</td>
<td>3.09</td>
<td>4.32</td>
</tr>
<tr>
<td>FBR (dB)</td>
<td>6.69</td>
<td>13.93</td>
</tr>
<tr>
<td>Cross-pol (dB)</td>
<td>-15</td>
<td>-17</td>
</tr>
</tbody>
</table>

The minimal variation in the group delay helps this antenna produce a pulse shape that is very well maintained with little dispersion or distortion visible in the received pulse. The peak amplitude of the received pulse is 7.1 mV. While these results show that the AVA has a large impedance bandwidth, good gain, linear phase and good time domain performance, the large size and lossy substrate make this antenna less attractive as a candidate for a UWB antenna application.
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5.5 FR-4 based Triangular Monopole with Partial Ground Plane

A photograph of the FR4-based PGP-TM, including gold SMA connector, is shown in Figure 5.18. The measured and simulated return loss is shown in Figure 5.19. The measured result shows two regions where the $|S_{11}|$ curve is below -10 dB, from 3.47 GHz.
to 6.82 GHz and from 8.45 GHz to 10 GHz. This gives a total bandwidth of 4.9 GHz. The agreement between HFSS and the measured results is very good. However, HFSS underestimates the lower limit of the impedance bandwidth by about 500 MHz and does not predict the second resonance beyond 8 GHz. This discrepancy can be attributed to effects caused by the SMA connector, which was not modeled, the solder connection and extra substrate losses.

Figure 5.19: Measured $|S_{11}|$ for FR-4 based PGP-TM

Figure 5.20 shows the measured $S_{21}$ results for a two antenna system of PGP-TMs. Lines of best fit are included to show the best prediction for the relationship of $|S_{21}|$ with frequency and the variation with frequency of the group delay. According to the line of best fit, whose equation is $y = 1.8x - 30$, $|S_{21}|$ stays within a variation of 15 dB in the antenna’s operating band and shows a decreasing trend with frequency of 18 dB per decade. This measurement is in very good agreement with the expected result discussed in
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section 2.6.2. The phase of $S_{21}$ is linear beyond 4.5 GHz. Even with some initial instability before 4.5 GHz, the group delay stays within a variation of 2 ns in the operating band of the antenna when a 7th degree polynomial is fitted to the data.

![Graphs showing S21, Phase, and Delay vs Frequency](image)

Figure 5.20: Measured $S_{21}$ of FR-4 based PGP-TM

Radiation pattern cuts at 4 GHz and 6 GHz in the two principal planes are shown in Figures 5.21 to 5.24. They indicate monopole-like patterns with omni-directional radiation in elevation, a gain of approximately 0 dB and cross-polarized levels below -5 dB at 4 GHz and below -10 dB at 6 GHz. The similarities in the radiation patterns at both frequencies indicate good pattern stability across the entire impedance bandwidth. The simulated antenna gain is slightly overestimated due to extra dielectric losses and mismatch at the SMA connector.

As shown in Figure 5.25, the response in the time domain of this antenna shows very little distortion between the received pulse and that of the ideal case. The peak
Figure 5.21: Measured azimuthal patterns for FR-4 PGP-TM at 4 GHz

Figure 5.22: Measured elevation patterns for FR-4 PGP-TM at 4 GHz

Figure 5.23: Measured azimuthal patterns for FR-4 PGP-TM at 6 GHz

Figure 5.24: Measured elevation patterns for FR-4 PGP-TM at 6 GHz
amplitude observed was 1.75 mV. Due to this large attenuation, noise is more apparent in the received signal than in the AVA case.

![Figure 5.25: Measured FR-4 based PGP-TM time domain response](image)

The results for this design demonstrate several important advantages compared to the FR-4 based AVA, such as more compact size, lower-cost, omni-directional radiation patterns and greater planar circuit integration possibilities. Furthermore, if a return loss that goes slightly above -10 dB from 7 GHz to 8 GHz can be tolerated, then this antenna can satisfy the entire UWB bandwidth of 3.1 GHz to 10.6 GHz.

### 5.6 LTCC-based Antipodal Vivaldi

The FR-4 based AVA was shown to provide very good performance in both the frequency and time domain with the notable exception of high cross-polarization levels at 8 GHz. Beyond the obvious packaging advantages, the LTCC version of the AVA, shown in Figure...
5.26, was developed to investigate what performance advantages the LTCC process could provide compared to the standard FR-4 implementation. The first results obtained were for return loss, shown in Figure 5.27. The agreement between HFSS and the measured results is very good. The measurements indicate an impedance bandwidth from 6.65 GHz to 10 GHz. As a consequence of the size constraint, the low frequency limit is 350 MHz higher than that required by the DS-UWB group.

Figure 5.26: LTCC-based AVA

Figure 5.27: Measured $|S_{11}|$ of LTCC-based
The measured $S_{21}$ results, shown in Figure 5.28, of a two LTCC-based AVA system show a very stable magnitude variation. The variation is within 5 dB in the operating band of the antenna when a line of best fit, whose equation is $y = 1.9x - 46$, is used. As expected, the magnitude shows an increasing trend with frequency of almost 20 dB per decade. The phase shows very good linearity in the entire frequency range from 1 GHz to 10 GHz. This leads to a very stable group delay that has a 0.5 ns variation when a 7th degree polynomial is fitted to the data.

![Graphs of $S_{21}$ magnitude, phase, and delay vs. frequency](image)

**Figure 5.28: Measured $S_{21}$ of LTCC-based AVA**

Radiation pattern cuts at 6 GHz and 8 GHz in the two principal planes are shown in Figures 5.29 to 5.32. In all cases the agreement between the simulated and measured radiation patterns is very good. The radiation pattern is stable and shows no degradation at 8 GHz as was visible in the FR-4 implementation of this antenna. The plots indicate
a boresight gain of 2.76 dB at 6 GHz and 5.1 dB at 8 GHz. For the most part, the cross-
polarized levels are 20 dB below the co-polarized levels and are noticeably better than what
was measured for the FR-4 version of this antenna. These results show that, along with
the small increase in gain, the LTCC substrate provides for much better high frequency
radiation performance than the FR-4 substrate. A summary of the simulated and
measured radiation parameters is provided in Table 5.2.
Table 5.2: LTCC-based AVA radiation pattern results comparison

<table>
<thead>
<tr>
<th></th>
<th>6 GHz</th>
<th>8 GHz</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Simulated</td>
<td>Measured</td>
</tr>
<tr>
<td>HPBW (deg)</td>
<td>180</td>
<td>150</td>
</tr>
<tr>
<td>Gain (dB)</td>
<td>3.69</td>
<td>2.76</td>
</tr>
<tr>
<td>FBR</td>
<td>5.97</td>
<td>8.85</td>
</tr>
<tr>
<td>Cross-pol (dB)</td>
<td>-25</td>
<td>-20</td>
</tr>
</tbody>
</table>

The excellent $S_{21}$ results for this antenna would indicate good performance in the time domain. Figure 5.33 confirms this supposition. The response in the time domain is very well matched to the ideal case and confirms that frequency domain parameters such as linear phase and a small variation in the group delay indicate good time domain performance. The peak amplitude of the received pulse is 3.44 mV. This value cannot be directly compared to the 7.1 mV peak of the FR-4 AVA since that antenna has an

![Figure 5.33: Measured LTCC-based AVA time domain response](image)
impedance bandwidth that is 2.65 GHz greater and therefore has the ability to accept more energy.

This design shows that compact Vivaldi antennas can be made to operate at relatively low frequencies and be combined with planar integrated circuits.

5.7 LTCC-based Triangular Monopole with Partial Ground Plane

A picture of the LTCC-based PGP-TM, clearly displaying the microchip cavity, is shown in Figure 5.34. The darker metal areas indicate where silver paste was used to avoid substrate warping. For the same reason, the microchip cavity floor has a meshed ground plane. The return loss measurement shows a total impedance bandwidth of 2.96 GHz from 3.57 GHz to 6.53 GHz. The agreement with the simulated results is good. However, HFSS underestimates the lower bound of the impedance bandwidth by approximately 1 GHz.

Figure 5.36 displays the magnitude and phase of \( S_{21} \) along with group delay. Lines of
best fit are included to show the best prediction for the variation of $|S_{21}|$ and group delay with frequency. In the antenna’s operating band, the magnitude of $S_{21}$ shows a variation of 7 dB when a line of best fit, with equation $y = 1.8x - 30$, is applied. The trend with frequency is decreasing at about 20 dB per decade and agrees with the expected result.
discussed in section 2.6.2 and those obtained for the FR-4 based PGP-TM. The phase of $S_{21}$ is linear beyond 4.5 GHz. Even with some initial instability before 4 GHz, the group delay stays within a variation of 1.8 ns in the operating band of the antenna when a $7^{th}$ degree polynomial is fitted to the data.

Radiation pattern cuts at 4 GHz and 6 GHz in the two principal planes are shown in Figures 5.37 to 5.40. They indicate monopole-like patterns with omni-directional radiation in elevation and gain of approximately 0 dB. The agreement between the simulated and measured radiation patterns is good except for notably underestimated cross-polarization levels at 4 GHz. Compared to the radiation patterns of the FR-4 based PGP-TM, this antenna’s patterns are more stable and closer to the ideal monopole shape. The radiation performance of this antenna improves at 6 GHz where the cross-polarized levels are, in general, below -15 dB.

The response in the time domain is very good and is shown in Figure 5.41. The peak amplitude observed in the received pulse is 1.88 mV, which 0.13 mV or 7% higher than in
Figure 5.39: Measured azimuthal patterns for LTCC PGP-TM at 6 GHz

Figure 5.40: Measured elevation patterns for LTCC PGP-TM at 6 GHz

Figure 5.41: Measured LTCC-based PGP-TM time domain response
the FR-4 implementation of this antenna. This is significant since the FR-4 PGP-TM has a 1.94 GHz larger impedance bandwidth and therefore can accept more energy than its LTCC counterpart. This helps to create a reduction in the noise present in the received signal. Since the gain is unchanged, it may be that the lower loss LTCC substrate has increased the efficiency of this PGP-TM.

Compared to the FR-4 implementation, the LTCC-based PGP-TM shows important advantages such as more stable radiation patterns, higher average gain, lower cross-polarization levels, increased efficiency, improved response in the time domain and smaller size.

5.8 Measurement Summary and Discussion

Five of the antenna designs presented in Chapter 4 are manufactured and tested in both the frequency and time domain. Namely, an OGP-TM and FR-4 and LTCC implementations of the PGP-TM and AVA. A patch antenna is tested for comparative purposes. The simulation results are in good agreement with the measured values. The results are compared to determine what advantages can be gained by using an LTCC substrate as apposed to FR-4 and which antenna is the best candidate for UWB applications.

First, a 5 GHz patch antenna is used to determine the response in the time domain characteristic of a very narrowband antenna. As expected, the received pulse suffered from significant distortion and would not be recognized as a valid UWB signal. Next, an OGP-TM antenna with a more extensive bandwidth of approximately 1.14 GHz from 4.5 GHz to 5.64 GHz is measured in the time domain. Its response shows less distortion
than in the case of the patch but the received pulse is nonetheless significantly changed from the original transmitted signal. This antenna shows that broadband antennas can be designed using very high permittivity substrates of $\varepsilon_r=68$. A disadvantage of this antenna is its non planar topology, which makes it occupy more volume than the other planar antennas presented in this work. This exercise makes it clear that a wider band antenna is necessary for UWB applications.

The AVA is an inherently broadband antenna topology, which is also known to have good time domain performance. The measured results for a version of this antenna built on an FR-4 substrate show an impedance bandwidth from 4 GHz to 10 GHz. The results for a two antenna system show that the $|S_{21}|$ is not increasing at the rate expected, which may be due to large substrate losses at higher frequencies. Although, the received pulse, in the time domain, shows very little distortion. The drawbacks to this design are its relatively large size and poor radiation performance above 8 GHz, again due to the large losses of the FR-4 substrate.

To alleviate the problems encountered with the FR-4 based AVA, an LTCC-based AVA is measured. The s-parameter results show an impedance bandwidth from 6.65 GHz to 10 GHz and an increasing system $|S_{21}|$ of 19 dB per decade that validates the theories discussed in section 2.6.2. This is the only antenna in this study that provides a suitable cancelation for path loss. The antenna has excellent time domain performance along with very well maintained radiation patterns at 8 GHz. This antenna displays improved time domain and radiation performance, while occupying 55% less area relative to the FR-4 based AVA. Furthermore, this antenna is inherently suitable for a UWB link due to its
increasing $|S_{21}|$ with almost 20 dB per decade slope.

A FR-4 based PGP-TM antenna intended for applications where an omni-directional radiation pattern is required is measured next. The s-parameter results show an impedance bandwidth from 3.47 GHz to 6.82 GHz and a decreasing system $|S_{21}|$ of 18 dB per decade that agrees with the theories discussed in section 2.6.2 regarding an a UWB link composed of two omni-directional antennas. Radiation measurements indicate monopole-like patterns with omni-directional radiation in elevation and gain of approximately 0 dB. The pattern remains stable over the operating bandwidth. The time domain response is excellent. As with the FR-4 based AVA, the high substrate losses above 7 GHz are a drawback.

The LTCC-based equivalent of the PGP-TM antenna achieves similar or superior performance figures to its FR-4 based counterpart, while occupying 29% less area. Impedance bandwidth is measured to be from 3.57 GHz to 6.53 GHz. Radiation performance is improved, especially the cross-polarization levels at 6 GHz. Also, the received time domain signal is slightly better maintained than in the case of the FR-4 based PGP-TM.

The measurement of an antenna system's $S_{21}$ is a good indicator of its time domain performance. A comparison of the trend of $|S_{21}|$ with respect to frequency for the four antenna designs discussed above is shown in Figure 5.42.

As expected, the Vivaldi antennas display a higher $|S_{21}|$ than the PGP-TM antennas. However, the relatively larger size and directional nature of the Vivaldi antennas may be a tradeoff that is difficult to tolerate. The antennas implemented with LTCC prove to be more compact and better performing, especially with regards to their radiation
characteristics. In the case of the FR-4 based AVA, the substrate causes significant pattern degradation at 8 GHz and a leveling off of the $|S_{21}|$ curve. The LTCC based AVA showed no such degradation or leveling off.

Table 5.3 displays a summary of the measured parameters for the four antenna designs based on FR-4 and LTCC substrates.

Although all the antennas listed in Table 5.3 are suitable for UWB applications, the measurement results reveal that the LTCC based antennas are superior to their FR-4 counterparts in terms of performance, size and packaging possibilities.
Table 5.3: UWB Antenna Measurement Summary

<table>
<thead>
<tr>
<th>Antenna</th>
<th>FR-4 PGP-TM</th>
<th>LTCC PGP-TM</th>
<th>FR-4 AVA</th>
<th>LTCC AVA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dimensions [mm]</td>
<td>35 x 30</td>
<td>30 x 25</td>
<td>70 x 40</td>
<td>50 x 25</td>
</tr>
<tr>
<td>Substrate</td>
<td>FR-4</td>
<td>Ferro A6</td>
<td>FR-4</td>
<td>Ferro A6</td>
</tr>
<tr>
<td>Metal</td>
<td>Gold</td>
<td>Silver</td>
<td>Gold</td>
<td>Silver</td>
</tr>
<tr>
<td>Impedance BW [GHz]</td>
<td>3.47 - 6.82</td>
<td>3.57 - 6.53</td>
<td>4 - 10¹</td>
<td>6.65 - 10</td>
</tr>
<tr>
<td>Radiation pattern</td>
<td>omni</td>
<td>omni</td>
<td>directional</td>
<td>directional</td>
</tr>
<tr>
<td>Cross-pol levels at peak gain [dB]</td>
<td>15</td>
<td>15</td>
<td>17</td>
<td>25</td>
</tr>
<tr>
<td>Low frequency gain [dB]</td>
<td>0</td>
<td>0</td>
<td>4.32</td>
<td>2.76</td>
</tr>
<tr>
<td>High frequency gain [dB]</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>5.1</td>
</tr>
<tr>
<td></td>
<td>S₂₁</td>
<td>slope with frequency [dB/dec]</td>
<td>-18</td>
<td>-18</td>
</tr>
<tr>
<td>Group delay variation over operating BW [ns]</td>
<td>2</td>
<td>1.8</td>
<td>0.7</td>
<td>0.5</td>
</tr>
<tr>
<td>Time domain response</td>
<td>Excellent</td>
<td>Excellent</td>
<td>Good</td>
<td>Excellent</td>
</tr>
</tbody>
</table>

¹: Radiation performance limits practical bandwidth to below 8 GHz
Chapter 6

Conclusions and Future Work

6.1 Conclusions

The feasibility of designing and fabricating small, low cost, UWB compliant antennas has been investigated in this thesis. The DS-UWB implementation was selected as the target application. Requirements, and practical design guidelines for UWB antennas were formulated before the design and full characterization of a number of novel antennas was undertaken. The most important requirements are that a candidate UWB antenna have sufficient impedance bandwidth and a system $S_{21}$ that has a flat magnitude and linear phase. These requirements are most likely met by antennas that support traveling waves or that have a low Q. Most often, these antennas incorporate tapers or rounded edges to give surface currents a smooth path to follow.

A FDTD based electromagnetic simulator was developed as an in-house tool to evaluate the time domain performance of the antennas under arbitrary pulse shape excitations. As a proven commercial FEM-based solver, HFSS was also used to investigate several fundamental parameters of UWB antenna operation, including the effects of geometry, substrate permittivity, size, parasitic elements and different ground configurations.
on frequency domain performance. The results of the FDTD simulator and HFSS were compared to the measured results and were found to be in good agreement.

Based on the introduced guidelines, AVA and PGP-TM antenna topologies were selected. The designs were optimized and realized in both FR-4 and LTCC substrates. The AVA constructed on an FR-4 substrate has a measured impedance bandwidth of 6 GHz, from 4 GHz to 10 GHz. Radiation pattern measurements, performed in an anechoic chamber, revealed a directional pattern with a gain of 4.32 dB at 6 GHz. However, at 8 GHz pattern stability degraded because of the limitations of the FR-4 substrate at high frequencies. The LTCC version of the AVA shows no such deficiencies while occupying 55% less area than its FR-4 counterpart. An increasing system $S_{21}$ slope of 19 dB per decade is observed - making this the only antenna in this study that provides a suitable cancellation for path loss. This antenna also incorporates a novel circuit feature to accommodate transceiver electronics. The impedance bandwidth for this antenna was 3.35 GHz, from 6.65 GHz to 10 GHz. This makes it suitable for use in the upper band of the DS-UWB implementation. Gain was measured to be 5 dB at 8 GHz. A UWB pulse was transmitted and received with very little added distortion in an antenna system utilizing these AVAs.

Omni-directional antennas were also designed and fully characterized. Beginning with an OGP-TM that has a bandwidth of 1.14 GHz from 4.5 GHz to 5.64 GHz. This antenna has a gain of 0 dB and a monopole like pattern. This antenna shows that broadband antennas can be designed using very high permittivity substrates of $\varepsilon_r=68$. The characteristics of this antenna make it suitable for many WLAN applications. Planar omni-directional antennas were also investigated. The PGP-TM based on a FR-4 substrate has a return
loss bandwidth of 3.35 GHz or 4.9 GHz when a small peak above -10 dB at 8 GHz is neglected - making this antenna nearly capable of spanning the full DS-UWB bandwidth.

The expected decreasing system $|S_{21}|$ of almost 20 dB per decade is observed. The PGP-TM implemented in LTCC occupies 29% less area than its FR-4 counterpart while also providing better radiation and time domain performance. The impedance bandwidth is measured to be from 3.57 GHz to 6.53 GHz - making this antenna suitable for use in the lower band of the DS-UWB implementation. The slope of the system $|S_{21}|$ is the same as with the FR-4 PGP-TM. Both substrate implementations of the PGP-TM antenna utilize novel parasitic tuning elements for optimized performance.

By validating the newly formulated requirements and guidelines, this thesis has laid the groundwork for the comprehensive design of UWB antennas. Implementing antennas in LTCC has proven to provide many advantages relative to other substrate implementations. The stable material properties and low loss of LTCC make it ideal for UWB antenna applications. Furthermore, because it is also a packaging technology, transceiver electronics can be easily integrated with the antennas making for a very compact module. The LTCC AVA, measuring only 50 mm $\times$ 25 mm $\times$ 1.2 mm, is the first demonstration of a compact antipodal Vivaldi antenna with circuit integration possibilities suitable for UWB applications. The LTCC PGP-TM, measuring only 30 mm $\times$ 25 mm $\times$ 1.2 mm, is the smallest demonstration of a monopole antenna with circuit integration possibilities suitable for UWB applications.
6.2 Main Contributions

The main contribution of this thesis is an increased understanding of the tradeoffs between antenna design and transceiver complexity. Comprehensive designs of UWB antennas can be made by utilizing the requirements, guidelines and results contained in this thesis.

The other contributions of this thesis are as follows:

- The first demonstration of a compact LTCC AVA that has a system $|S_{21}|$ that provides a cancelation for path loss while being appropriate for UWB applications. Using this antenna in a UWB link can reduce the complexity of the transceiver by eliminating the need for a variable gain amplifier (to maintain a flat system $|S_{21}|$).

- The smallest example of an LTCC PGP-TM antenna suitable for UWB.

- Novel use of parasitic elements for the optimization of compact and wideband PGP-TM antennas.

- The first demonstration of UWB LTCC antennas with a novel circuit feature that can accommodate transceiver electronics.

- The first report of a compact and broadband OGP-TM antenna implemented on a $\varepsilon_r=68$ LTCC substrate.

Finally, the implications of designing antennas in an advanced packaging technology like LTCC cannot be overlooked. As discussed earlier, the use of LTCC leads to several advantages that would not be attainable if the antennas were implemented in FR-4 or Duroid.
6.3 Future Work

The FDTD simulator developed in this thesis proved to be accurate. However, additional features could be implemented. The three main improvements that can be made are:

- Replacing the current MUR absorbing boundary condition with a more effective PML boundary.
- Implementing the near-to-far-field transformation to allow for radiation pattern generation.
- Developing a graphical user interface to simplify the use of the software.

Work that is a logical next step is the development of a microchip circuit that can be combined with the LTCC antennas to form a complete communications module. Finally, developing a UWB pulse that better conforms to the spectrum mask (only a 2 GHz bandwidth was used in this thesis) and a more rigorous method for assessing the transmission characteristics in the time domain represent pertinent future work.
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