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Abstract

This dissertation is concerned with asymptotic methods in probability and mathematical statistics. In particular, we study weak convergence in weighted metrics of empirical processes based on observations from parametric families and defined after the parameters have been estimated by suitably chosen estimators. We consider independent and identically distributed observations, as well as independent observations whose distributions are governed by contiguous measures.

The main sources of inspiration and lines of thought that have led to the present exposition are to be found in two independent works that do not immediately relate to each other. These two main sources are the paper of Burke, Csörgő, Csörgő and Révész (1979) and the 1992 Ph.D. thesis of Barbara Szyszkowicz. It is hoped that we have succeeded in exploring and combining these two lines of research in a productive and insightful way.

The technique used is that of approximating the stochastic process of interest by its ideal version in the limit, usually a Gaussian process, rather than the traditional one of identifying finite dimensional distributions and proving tightness.

A more detailed outline of the thesis is as follows:
A more detailed outline of the thesis is as follows:

For an i.i.d. sequence $X_1, X_2, \ldots$ whose common distribution function $F$ belongs to the family

(1) \[ \{F(x; \theta); \ x \in \mathbb{R}, \ \theta \in \Theta \subseteq \mathbb{R}^p\}, \]

let \{\hat{\theta}_n\} be a sequence of estimators of $\theta$, the vector of unknown parameters, based on $X_1, \ldots, X_n$. The estimated empirical process is defined by:

(2) \[ \hat{\beta}_n(x) = n^{-1/2} \sum_{i=1}^{n} \left(1\{X_i \leq x\} - F(x; \hat{\theta}_n)\right), \ x \in \mathbb{R}. \]

In Chapter 1, which is expository, we present approximations of the estimated empirical process as in (2) when the estimation of the unknown parameters is done under certain conditions. The presentation is based on the results by Burke, Csörgő, Csörgő and Révész (1979).

In Chapter 2 we introduce a two-time parameter version of (2) defined by

(3) \[ \hat{\beta}_n(x, t) = n^{-1/2} \sum_{i=1}^{[nt]} \left(1\{X_i \leq x\} - F(x; \hat{\theta}_n)\right), \ 0 \leq t \leq 1, \ x \in \mathbb{R}, \]

and obtain approximations of such processes in weighted supremum norm, for an optimal class of weight functions, under the same type of estimation used in Chapter 1. This chapter also serves as an introduction to two-time parameter estimated empirical processes, as well as to the optimal class of weight functions to be considered in subsequent chapters.

In Chapter 3, we introduce a different version of (3), defined when the estimation is done in a "sequential" way, i.e., for any given $0 \leq t \leq 1$, we define the sequence of estimators \{\hat{\theta}_{[nt]}\}, where $\hat{\theta}_{[nt]}$ is based on $X_1, \ldots, X_{[nt]}$, and then the two-time parameter sequentially estimated empirical process is defined by
\[ \hat{\beta}_n(x, t) = n^{-1/2} \sum_{i=1}^{[nt]} \left( 1\{X_i \leq x\} - F(x; \hat{\theta}_{[nt]}') \right), \quad 0 \leq t \leq 1, \ x \in \mathbb{R}. \]

We obtain approximations of \( \hat{\beta}_n(\cdot, \cdot) \), in \( || \cdot /q || \)-metrics, for an optimal class of weight functions \( q \), as well as that of a “bridge” type version of it, namely

\[
\hat{\beta}_n(x, t) = \begin{cases} 
n^{1/2} \frac{[(n+1)t]}{n} \left( 1 - \frac{[(n+1)t]}{n} \right) \hat{\xi}_n(x, t), & 0 \leq t \leq 1, \ x \in \mathbb{R}, \\
0, & t = 1, \ x \in \mathbb{R}, \end{cases}
\]

with

\[
\hat{\xi}_n(x, t) = \sum_{i=1}^{[(n+1)t]} \frac{[1\{X_i \leq x\} - F(x; \hat{\theta}_{[nt]}')]}{[(n+1)t]} - \sum_{i=[((n+1)t)+1]}^{n} \frac{[1\{X_i \leq x\} - F(x; \hat{\theta}_{[nt]}'')]}{n - [(n + 1)t]},
\]

where, for each \( 0 < t < 1 \), \( \{\hat{\theta}_{[nt]}'\} \) and \( \{\hat{\theta}_{[nt]}''\} \) are sequences of estimators of \( \theta \) based on \( X_1, \ldots, X_{[(n+1)t]} \) and \( X_{[(n+1)t]+1}, \ldots, X_n \), respectively, in the case when \( (1) \) is a normal family with both parameters, the mean and the variance, unknown and being estimated by maximum likelihood estimators. From these results we note that we can have an application to testing for a change in the distribution of a random sequence at an unknown point, that will combine non-parametric results for empirical processes with the parametric information coming from the estimation.

Considering these normal empirical processes, which are of independent interest on their own, they have helped us establishing the kind of conditions needed in the case when we have a more general parametric family. Indeed, we also obtain results along these lines, under certain regularity conditions for the family, which
enable us to have conditions for the type of estimators to be used.

Based on Sections 4.2, 4.3, and 4.4 of Szyszkowicz (1992b), in Chapter 4 we discuss the notion of contiguity and show that for the normal family the results of Chapter 3 remain true under appropriate contiguous measures.

In Chapter 5 we generalize the results of Chapter 3 for the univariate normal family to multivariate normal families. We obtain approximations in \( ||·/q|| \)-metrics for the bivariate as well as for the multivariate normal families, using maximum likelihood estimation, for the same optimal class of functions. The applications to testing for a change in the distribution at an unknown point can be generalized to these multivariate normal observations.
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Introduction

Let $X_1, X_2, \ldots$ be a sequence of independent and identically distributed (i.i.d.) random variables (r.v's) with distribution function $F(\cdot)$. The empirical distribution function based on the sample $X_1, \ldots, X_n$ is defined by

$$F_n(x) = \frac{1}{n} \sum_{i=1}^{n} 1\{X_i \leq x\}, \ x \in \mathbb{R}.$$ 

The systematic study of the empirical distribution function $F_n(x)$, based on a random sample of size $n$, and its relationship of “closeness” to the underlying distribution function $F(x)$ began with the fundamental papers of Cantelli (1933), Glivenko (1933) and Kolmogorov (1933).

Let

$$\alpha_n(s) = n^{1/2}(E_n(s) - s), \ 0 \leq s \leq 1,$$

where $E_n(s)$, is the empirical distribution function based on the first $n \ (n \geq 1)$ elements of a sequence of independent uniform-(0,1) random variables. Since $E\alpha_n(s) = 0$ and $E(\alpha_n(s)\alpha_n(t)) = s(1-t), \ 0 \leq s \leq t \leq 1$, the covariance structure of $\{\alpha_n(s), \ 0 \leq s \leq 1\}$ is the same as that of a Brownian bridge process. A
Brownian bridge \( \{B(s), 0 \leq s \leq 1\} \) is a separable Gaussian process with mean zero and covariance function given by

\[
E B(s)B(t) = s(1-t), \ 0 \leq s \leq t \leq 1.
\]

Furthermore, by the multivariate central limit theorem, the finite-dimensional distributions of \( (\alpha_n(s_1), \ldots, \alpha_n(s_k)) \) tend, as \( n \to \infty \), to the finite-dimensional distributions of \( (B(s_1), \ldots, B(s_k)) \), \( 0 \leq s_1 \leq \ldots \leq s_k \leq 1 \). Reproofing the results of Kolmogorov (1993) along these lines, Doob (1949) argued that in studying asymptotics of \( \alpha_n(\cdot) \), as \( n \to \infty \), one should replace it by \( B(\cdot) \). Donsker (1952) was the first to justify Doob's "heuristic" approach. He showed, for instance, that \( \alpha_n(s) \overset{D}{\to} B(s) \) in \( D[0,1] \), where \( \overset{D}{\to} \) means convergence in distribution. Due to the a.s. continuity of \( B(\cdot) \), this convergence implies weak convergence in \( C[0,1] \) in the supremum norm \( \| \cdot \| \) topology. For an account of developments in the general methodology for weak convergence we refer to Billingsley (1968).

Since for any r.v. \( X \) having continuous distribution function \( F \), \( F(X) \) is a r.v. uniformly distributed in \([0,1]\), for all \( F \) continuous we have

\[
\{\beta_n(F^{-1}(s)), 0 \leq s \leq 1, n \geq 1\} = \{\alpha_n(s), 0 \leq s \leq 1, n \geq 1\},
\]

where

\[
(1.1) \quad \beta_n(x) = n^{-1/2} \sum_{i=1}^{n}(1\{X_i \leq x\} - F(x)).
\]

Hence, all the results proved for \( \alpha_n(s) \) hold automatically for \( \beta_n(x) \). Indeed, for all \( n \geq 1 \) and \( \omega \in \Omega \), \( \beta_n(x) = \alpha_n(F(x)), x \in \mathbb{R} \).
Beginning with Breiman (1968) and Brillinger (1969), there has been much work done in approximating $\beta_n(x)$ almost surely by a sequence of Brownian bridges. Kiefer (1972) was the first to obtain a strong approximation of $\beta_n(x)$, with rates of convergence, in terms of a Gaussian process in both $x$ and $n$, the so-called Kiefer process. A Kiefer process $\{K(s, t), 0 \leq s, t \leq 1\}$ is a separable Gaussian process with mean zero and covariance function

$$EK(s_1, t_1)K(s_2, t_2) = (s_1 \wedge s_2 - s_1 s_2)(t_1 \wedge t_2).$$

Clearly, we have, for any distribution function $F$,

$$F(K(F(x_1), t_1)K(F(x_2), t_2)) = (F(x_1 \wedge x_2) - F(x_1)F(x_2))(t_1 \wedge t_2).$$

Komlós, Major and Tusnády (1975) obtained strong approximations of $\beta_n(\cdot)$ by a sequence of Brownian bridges, with the best possible rate of convergence, as well as by a Kiefer process, with the best available rate of approximation (cf. Theorem 1.1.B). These results can be used, for instance, to construct asymptotic confidence bands for $F(x)$, and to handle goodness-of-fit problems when $F(x)$ is completely specified. Concerning the latest problem, however, in most practical cases, one may only know the form of the distribution function $F(x; \theta)$ with $\theta \in \Theta \subseteq \mathbb{R}^p$, $p \geq 1$, unknown. One approach to this problem is to estimate $\theta$ from the given random sample of size $n$ by a sequence of estimators $\hat{\theta}_n$ and then substitute it in the distribution function for $\theta$. Consequently, the resulting estimated empirical process is defined by

$$(1.2) \quad \hat{\beta}_n(x) = n^{1/2}(F_n(x) - F(x; \hat{\theta}_n)), \quad x \in \mathbb{R}.$$
Durbin (1973) considered the question of weak convergence of \( \hat{\beta}_n(\cdot) \) under a sequence of alternatives, for a wide class of estimators. The estimators had to satisfy certain maximum likelihood-like conditions, for example:

(I.3) 

\[ (i) \quad n^{1/2} (\hat{\theta}_n - \theta_0) = n^{-1/2} \sum_{i=1}^{n} l(X_i, \theta_0) + \varepsilon_n, \]

where \( \theta_0 \) is the theoretical value of \( \theta \), \( l(\cdot, \theta_0) \) is a measurable \( p \)-dimensional vector valued function, and \( \varepsilon_n \) converges to zero in probability or a.s., 

\[ (ii) \quad E \{ l(X_i, \theta_0) \} = 0, \]

\[ (iii) \quad M(\theta) = E \{ l(X_j, \theta)^\top l(X_j, \theta) \}, \]

evaluated at \( \theta_0 \), is a finite nonnegative definite matrix, 

as well as several other regularity conditions on the underlying distribution function (cf. (1.2.2), page 7).

Burke, Csörgő, Csörgő and Révész (1979) obtained weak (in probability) and strong approximations of \( \hat{\beta}_n(\cdot) \) in terms of a Gaussian processes in both \( x \) and \( n \), for the same class of estimators as in Durbin (1973).

In Chapter 1 we expose in somewhat more detail the strong approximation results of Komlós, Major and Tusnády (1975), as well as the weak approximation result of Burke, Csörgő, Csörgő and Révész (1979) (cf. Theorem 1.2.A).

The two-time parameter version of the empirical process defined in (I.1) is defined by

(I.4) 

\[ \beta_n(x, t) = n^{-1/2} \sum_{i=1}^{[nt]} (1\{X_i \leq x\} - F(x)), \quad 0 \leq t \leq 1, \; x \in \mathbb{R}. \]

This process plays an important role in the so-called changepoint problem.
The problem of abrupt parameter changes arises in a variety of experimental and mathematical sciences. For instance, one may be interested in testing whether the incidence of a disease has remained constant over time, and if not, in estimating the time(s) of change(s). Detection of possible changepoints is also of interest in rhythm analysis in electrocardiograms, in ethological time series, in quality control, in seismic signal processing, and in the study of archaeological sites.

Such situations can usually be modeled by saying that we have a random process that generates independent observations indexed by time and we wish to detect, using statistical tests based on this process, whether a change could have occurred in the distribution that governs this random process as time goes by.

When studying problems of detecting abrupt changes one usually describes them as changepoint problems. These have originally arisen in the context of quality control, where one typically observes the output of a production line and would wish to signal deviation from an acceptable output level while observing the data. When one observes such a random process sequentially and stops observing at a random time of detecting change, then one speaks of a sequential procedure. Otherwise, one usually observes a large, chronologically ordered, finite sequence for the sake of determining possible change during the data collection. Thus, in this case, one studies a fixed, usually large sample, in various sequential ways, frequently keeping the chronological order of data as they came, or ordering them via some other schemes for further sequential studies. Based on the chronologically ordered set of data, the main idea is to construct stochastic processes which should be sensitive to changes in their probabilistic behaviour.
One approach, for instance, to studying these stochastic processes is to approximate them by their ideal asymptotic versions, usually Gaussian processes. These approximations should be done using metrics that would be able to accommodate changes early enough in time without ruining our ability to measure their distance (deviation) from each other. Consequently, the construction of such processes should be such that statistical tests based on various weighted functionals of them should be sensitive to deviations from some postulated, acceptable stochastic (distributional) behaviour.

Change-point problems have been studied extensively from a parametric, as well as a non-parametric point of view. For more insight on this subject we refer the reader to Csörgö and Horváth (1988b) and Brodsky and Darkhovsky (1993), and to the references in these works.

When testing for a change in the distribution of an independent random sequence of observations, it is of interest to compare the empirical distribution function of the first $k$ observations to that of the remaining $(n-k)$ observations. Thus, one may consider the statistics

$$
\sup_{1 \leq k \leq n} \sup_{x \in \mathbb{R}} n^{1/2} \left| \frac{1}{k} \sum_{i=1}^{k} 1\{X_i \leq x\} - \frac{1}{n-k} \sum_{i=k+1}^{n} 1\{X_i \leq x\} \right|
$$

$$
(1.5)
$$

$$
= \sup_{1 \leq k \leq n} \sup_{x \in \mathbb{R}} \left| \frac{1}{n} \sum_{i=1}^{k} 1\{X_i \leq x\} - \frac{k}{n} \sum_{i=1}^{k} 1\{X_i \leq x\} \right| / n^{1/2} \left( \frac{k}{n} \left( 1 - \frac{k}{n} \right) \right).
$$

The above sequence of statistics converges in probability to $\infty$, even in the case when the r.v.'s are identically distributed and, moreover, even if the denominator $n^{1/2} (1 - \frac{k}{n})$ were to be replaced by $n^{1/2} (\frac{k}{n} (1 - \frac{k}{n}))^{1/2}$. Hence, in order to have the above test statistics converge in distribution to a non-degenerate random variable...
one has to renormalize them somehow. One may, for example, introduce weight functions which are less severe on the tails than $(\frac{k}{n}(1 - \frac{k}{n}))^{1/2}$ is (cf. Picard (1985), Deshayes and Picard (1986), and Szyszkowicz (1992b, 1994)).

Just like tests based on the classical Kolmogorov-Smirnov statistic, the ones based on

$$
\sup_{1 \leq k < n} \sup_{x \in \mathbb{R}} \frac{k}{n} \left(1 - \frac{k}{n}\right) n^{1/2} \left| \frac{1}{k} \sum_{i=1}^{k} 1\{X_i \leq x\} - \frac{1}{n - k} \sum_{i=k+1}^{n} 1\{X_i \leq x\} \right|
$$

(I.6)

$$
= \sup_{1 \leq k < n} \sup_{x \in \mathbb{R}} n^{-1/2} \left| \sum_{i=1}^{k} 1\{X_i \leq x\} - \frac{k}{n} \sum_{i=1}^{n} 1\{X_i \leq x\} \right|
$$

should be more powerful for detecting changes that occur in the middle, namely near $n/2$, where $\frac{k}{n}(1 - \frac{k}{n})$ has its maximum, than for noticing the ones occurring near the endpoints 0 and $n$. Thus, a weighted version of (I.6) should emphasize changes which may have occurred near the endpoints, while retaining sensitivity to possible changes in the middle as well. This has led to the idea of studying the weighted "bridge-type" process

$$
\beta_n^*(x,t) = (\beta_n(x,t) - t\beta_n(x,1))/q(t), \ 0 \leq t \leq 1, \ x \in \mathbb{R},
$$

(I.7)

where $\beta_n(\cdot,\cdot)$ is as in (I.4), and $F$ is assumed to be a continuous distribution function, in order to determine what class of weight functions are useful for having a non-degenerate limit for (I.5).

There are now complete characterizations available for describing the asymptotic behaviour of weighted sequential uniform empirical processes in supremum-
norm and $L_p$-metrics (cf. Szyszkowicz (1995)). In particular, considering the class of weight functions $q : (0, 1) \to (0, \infty)$ such that

$$\inf_{\delta \leq t \leq 1} q(t) > 0 \text{ for all } 0 < \delta < 1$$

(positive functions on $(0, 1)$), and non-decreasing near zero, we have that (cf. Theorem 2.1.A), as $n \to \infty$,

$$\sup_{0 < i \leq 1} \sup_{z \in \mathbb{R}} |\beta_n(x, t) - n^{-1/2} K(F(x), nt)|/q(t) = o_P(1)$$

if and only if

$$I_0(q, c) < \infty \text{ for all } c > 0,$$

where

$$I_0(q, c) = \int_0^1 t^{-1} e^{-ct^{-1}t^q(t)} dt, \ c > 0.$$
\[ \limsup_{t \to 0} \frac{|W(t)|}{q(t)} < \infty \text{ a.s.,} \]

where \( \{W(t), 0 \leq t \leq \infty\} \) is a Wiener process. These are the so-called local functions of Wiener processes.

As to the class of functions for having a statement like (I.9) in terms of the process \( \beta_n^*(\cdot, \cdot) \), as defined in (I.7), and its limiting process \( \Gamma(\cdot, \cdot) \), where \( \{\Gamma(F(x), t), 0 \leq t \leq 1, x \in \mathbb{R}\} \) is a Gaussian process with mean zero and covariance function

\[ (I.13) \quad E\Gamma(F(x_1), t_1)\Gamma(F(x_2), t_2) = (F(x_1 \wedge x_2) - F(x_1)F(x_2))(t_1 \wedge t_2 - t_1t_2), \]

consider the class of functions \( q \) which are positive on \( (0, 1) \), i.e., \( q : (0, 1) \to (0, \infty) \) such that

\[ (I.14) \quad \inf_{0 < t \leq 1 - \delta} q(t) > 0 \text{ for all } 0 < \delta \leq \frac{1}{2}, \]

and the integral

\[ (I.15) \quad I_{0,1}(q, c) = \int_0^1 \frac{1}{t(1-t)} e^{-cq^2(t)/(t(1-t))} dt, \ c > 0. \]

Szymkowicz (1995) has, for instance, the following result (cf. Theorem 3.3.A):

\[ (I.16) \quad \sup_{0 < t < 1} \sup_{x \in \mathbb{R}} |\beta_n^*(x,t) - \Gamma_n(F(x),t)|/q(t) = o_P(1), \text{ as } n \to \infty, \]

if and only if

\[ (I.17) \quad I_{0,1}(q, c) < \infty \text{ for all } c > 0, \]

xxi
where
\[ \{ \Gamma_n(F(x), t), \ 0 \leq t \leq 1, \ x \in \mathbb{R} \} \]
\[ := \{ n^{-1/2}(K(F(x), nt) - tK(F(x), n), \ 0 \leq t \leq 1, \ x \in \mathbb{R} \} \]
\[ \mathcal{D} \{ \Gamma(F(x), t) := K(F(x), t) - tK(F(x), 1), \ 0 \leq t \leq 1, \ x \in \mathbb{R} \}. \]

This class of functions characterizes the local behaviour (near zero and near one) of \( \sup_{x \in \mathbb{R}} |\Gamma_n(F(x), t)|/q(t) \).

The integral (I.15) was used by Csörgő, Csörgő, Horváth and Mason (1986) to characterize the so-called local functions of Brownian bridge processes, i.e., the class of functions for which
\[ \lim_{t \uparrow t_1} \sup_{t_0} \frac{|B(t)|}{q(t)} < \infty \text{ a.s.,} \]

where \( \{B(t), \ 0 \leq t \leq 1 \} \) is a Brownian bridge. The latter is due to the fact that with a given Wiener process \( \{W(t), \ 0 \leq t < \infty \} \) a Brownian bridge \( \{B(t), \ 0 \leq t \leq 1 \} \) can be defined by
\[ B(t) = W(t) - tW(1), \]

and each Brownian bridge can be written as in (I.19) for a suitably chosen Wiener process. For more insight, results, and further references on the subject of local functions and integral tests, we refer to Csörgő, Csörgő, Horváth and Mason (1986), Csörgő, Shao and Szyszkowicz (1991), Szyszkowicz (1992b), Csörgő and Horváth (1993), Csörgő, Horváth and Szyszkowicz (1994), and Szyszkowicz (1994, 1995).
Having in mind the idea of comparing the empirical distribution function of the first \( k \) observations with that one of the remaining \( n - k \) observations when testing for a change in the distribution of a random sequence \( X_1, X_2, \ldots \) of independent observations (cf. (1.6)), we consider, for the case when \( X_1, X_2, \ldots \) are observations from a parametric family \( \{F(x; \theta); \; \theta \in \Theta \leq \mathbb{R}^{p}, \; x \in \mathbb{R}\} \), the idea of comparing the respective estimated empiricals. To this end we define a two-time parameter estimated empirical process, as well as a "bridge-type" version of it, and obtain weighted approximations by Gaussian processes for a wide class of weight functions. These results will provide a test for a change in distribution that will combine the non-parametric results for empirical processes already available with the parametric information provided by the estimation of the unknown parameter(s).

We first study a two-time parameter version of the estimated empirical process in (I.2) defined by

\[
(1.20) \quad \tilde{\beta}_n(x, t) = n^{-1/2} \sum_{i=1}^{[nt]} (1\{X_i \leq x\} - F(x; \hat{\theta}_n)), \quad 0 \leq t \leq 1, \; x \in \mathbb{R},
\]

where for any \( t \), the vector \( \theta \) of unknown parameters is estimated by the sequence \( \{\hat{\theta}_n\}_{n \geq 1} \) of estimators based on the sample \( X_1, \ldots, X_n \). The class of estimators considered is the same used by Durbin (1973) and subsequently used by Burke, Csörgö, Csörgö and Révész (1979). We obtain weighted approximations of \( \tilde{\beta}(\cdot, \cdot) \), in \( \|\cdot\|_q \)-metrics, for the same optimal class of weight functions \( q \) as in Szyszkowicz (1995), i.e., positive functions on \((0, 1]\) which are non-decreasing near zero and that satisfy the proper integral condition based on the integral \( I_0(q, c) \) as in (1.11), by
a sequence of Gaussian processes. We present these results in Chapter 2.

Next, we study a different version of (1.20), defined by

\[ \hat{\theta}_n(x, t) = n^{-1/2} \sum_{i=1}^{[nt]} (1\{X_i \leq x\} - F(x; \hat{\theta}_{[nt]})), \quad 0 \leq t \leq 1, \quad x \in \mathbb{R}, \]

where, for each \( t \), \( \{\hat{\theta}_{[nt]}\}_{n \geq 1} \) is a sequence of estimators based on \( X_1, \ldots, X_{[nt]} \). We call this process sequentially estimated. The fact that the estimator \( \hat{\theta}_{[nt]} \) is not only a function of \( n \) but also a function of \( t \) poses additional technical difficulties when studying approximations of the process \( \hat{\theta}_n(\cdot, \cdot) \), in weighted metrics. For instance, considering the class of estimators used by Durbin (1973), we now have

\[ [nt]^{1/2}(\hat{\theta}_{[nt]} - \theta_0) = [nt]^{-1/2} \sum_{i=1}^{[nt]} I(X_i, \theta_0) + \varepsilon_n(t), \]

with \( \varepsilon_n(t) \to 0 \) in probability or a.s, as \( (nt) \to \infty \). However, to be able to approximate \( \hat{\theta}_n(\cdot, \cdot) \) in \( ||\cdot||_q \)-metrics, for example, we should have additional conditions for the behaviour of \( \varepsilon_n(t)/q(t) \), uniformly in \( t \).

We first consider the case when the sequentially estimated empirical process as in (1.21) is defined from a sample \( X_1, \ldots, X_n \) of a sequence of independent normal random variables, and the unknown parameters, the mean and the variance, are estimated by maximum likelihood estimators. We obtain weighted approximations of the process \( \hat{\theta}_n(\cdot, \cdot) \) by a sequence of Gaussian processes. These results are presented in Section 3.2. We then proceed, in Section 3.3, to obtain weighted approximations of the "bridge-type" version of \( \hat{\theta}_n(\cdot, \cdot) \), denoted by \( \hat{\beta}_n(\cdot, \cdot) \), also by a sequence of Gaussian processes, and under the same assumption of normality.
The process \( \hat{\theta}_n(x, t), \ 0 \leq t \leq 1, \ x \in \mathbb{R} \) is defined by

\[
\hat{\theta}_n(x, t) = \begin{cases} 
  n^{1/2} \frac{\lfloor (n+1)t \rfloor}{n} \left( 1 - \frac{\lfloor (n+1)t \rfloor}{n} \right) \hat{\xi}_n(x, t), & 0 \leq t \leq 1, x \in \mathbb{R}, \\
  0 & t = 1, x \in \mathbb{R},
\end{cases}
\]

where

\[
\hat{\xi}_n(x, t) = \frac{\sum_{i=1}^{\lfloor (n+1)t \rfloor} (1 \{ X_i \leq x \} - F(x; \hat{\theta}_{[n]}^t))}{[(n + 1)t]} - \frac{\sum_{i=[(n+1)t]+1}^{n} (1 \{ X_i \leq x \} - F(x; \hat{\theta}_{[n]}^t))}{n - [(n + 1)t]},
\]

and, for each \( t \), \( \{ \hat{\theta}_{[n]}^t \} \) and \( \{ \hat{\theta}_{[n]}^t \} \) are sequences of maximum likelihood estimators based on the samples \( X_1, \ldots, X_{\lfloor (n+1) \rfloor} \) and \( X_{\lfloor (n+1) \rfloor + 1}, \ldots, X_n \), respectively.

Building on the experience gained in sections 3.2 and 3.3, the just mentioned results are extended to more general parametric families, under certain regularity conditions for the family which determine the kind of estimation that is to be used. This is discussed in Section 3.4.

In addition to the results obtained for the sequentially estimated empirical process defined for the i.i.d. case, when the underlying distribution function is normal, as discussed in Sections 3.2 and 3.3, we obtain weak approximations for the same sequentially estimated empirical processes under a sequence of contiguous alternatives.

The notion of contiguity was introduced by Lucien Le Cam (1960) as a criterion of nearness of sequences of probability measures. From the point of view of mathematics, this notion is an asymptotic version of the idea of absolute continuity of measures.
Given a sequence of measurable spaces \(((\mathcal{X}_n, \mathcal{F}_n))\), \(n \geq 1\), with probability measures \(P_n\) and \(Q_n\) on \((\mathcal{X}_n, \mathcal{F}_n)\), we say that the sequence of probability measures \(\{Q_n\}\) is contiguous to the sequence \(\{P_n\}\), if for every sequence of sets \(\{A_n\}\), \(A_n \in \mathcal{A}_n\),

\[
\lim_{n \to \infty} P_n(A_n) = 0 \implies \lim_{n \to \infty} Q_n(A_n) = 0.
\]

In Section 4.2, following Szyszkowicz (1992b), we describe briefly the mathematical notion of contiguity, and its use in statistics, focusing on Le Cam's third lemma (cf. Lemma 4.2.A), a main tool of contiguity theory in applications, which, roughly speaking, tells us that convergence properties of the statistics of interest can be determined under the contiguous alternative if there is enough information about its behaviour under the null hypothesis. In statistical terms, the sequence \(\{P_n\}\) may, for example, correspond to the null hypothesis and the sequence \(\{Q_n\}\) to the alternative.

Given a sequence \(X_1, X_2, \ldots\) of independent random variables, we consider the null hypothesis

\[
H_0 : X_i, \ 1 \leq i \leq n, \ \text{have the same distribution } F,
\]

versus the alternative hypotheses

\[
H_{1n} : X_i, \ 1 \leq i \leq n, \ \text{have the respective distribution functions } F_{1n},
\]

where we assume that all \(F_{1n}\) are absolutely continuous with respect to the distribution function \(F\) and

\[
(1.24) \quad \left[ \frac{dF_{1n}}{dF}(F^{-1}(u)) \right]^{1/2} \equiv 1 + \frac{1}{2n^{1/2}} g_n(t, u), \quad \frac{i - 1}{n} < t \leq \frac{i}{n},
\]

\(xxvi\)
where $F^{-1}(u) = \inf\{x : F(x) \geq u\}$, $0 < u \leq 1$, $F^{-1}(0) = F^{-1}(0^+)$ (cf. 4.3.1). We assume also that there exists a function $g \in L^2[0, 1]^2$ such that

\begin{equation}
(1.25) \quad \int_0^1 g(t, u) \, du = 0, \text{ for almost all } t \in [0, 1]
\end{equation}

and

\begin{equation}
(1.26) \quad \int_0^1 \int_0^1 [g_n(t, u) - g(t, u)]^2 \, dudt \to 0, \text{ as } n \to \infty.
\end{equation}

This parametrization, which was used by Khmaladze and Parjanadze (1986) in the context of studying changepoint problems using linear statistics of sequential ranks, renders the sequence of direct products $F_{1n} \times \ldots \times F_{nn}$, $n = 1, 2, \ldots$, contiguous to the sequence $F \times \ldots \times F$, via Le Cam’s first lemma (cf. Section 4.3).

Our presentations of Sections 4.2 and 4.3 are based on Sections 2.1, 2.2, and 2.3 of Szyszkowicz (1992b), which constitute a very detailed and complete summary of results concerning contiguity based on the books of Hájek and Šidák (1967), Roussas (1972), Greenwood and Shiryaev (1985), Shorack and Wellner (1986), Le Cam (1986) and Le Cam and Yang (1990).

In Section 4.4 we present some results of Szyszkowicz (1995) concerning the weighted asymptotic behaviour, under contiguous measures, of the processes $\beta_n(\cdot, \cdot)$, and $\beta^*_n(\cdot, \cdot)$, as in (I.4) and (I.7), respectively. In terms of the class of weight functions, these are improvements of the earlier results of Szyszkowicz (1994).

In Section 4.5 we then study the sequentially estimated empirical processes $\hat{\beta}_n(\cdot, \cdot)$ and $\tilde{\beta}_n(\cdot, \cdot)$, as defined (I.21) and (I.22), respectively, under the assumption that $X_1, \ldots, X_n$ are independent random variables with respective distribution functions $F_{1n}$, contiguous to the distribution function $F$ of a $N(\mu, \sigma^2)$ random va-
riable, with \( \mu \) and \( \sigma \) unknown. These alternatives \( H_{1n} \) are assumed to be parameterized as in (I.24)-(I.26). Computing the thus arising covariances, we obtain that the weighted weak convergence results of Sections 3.2 and 3.3, i.e., the results under our null hypothesis \( H_0 \), continue to hold for the same optimal class of weight functions.

Csörgő and Szyszkowicz (1994) obtained approximations in \( \| \cdot / q \| \)-metrics of the \( (d + 1) \)-parameter, \( d \geq 1 \), empirical process defined by

\[
(I.27) \quad \beta_n(x,t) = n^{-1/2} \sum_{i=1}^{\lceil nt \rceil} (1\{X_i \leq x\} - F(x)), \quad x \in \mathbb{R}^d, \quad 0 \leq t \leq 1,
\]

as well as that of the "bridge" type empirical process defined by

\[
(I.28) \quad \beta_n^*(x,t) = \beta_n(x,t) - t\beta_n(x,1), \quad x \in \mathbb{R}^d, \quad 0 \leq t \leq 1,
\]

where \( X_1, X_2, \ldots \) is an i.i.d. sequence of random vectors with distribution function \( F \) on \( \mathbb{R}^d, \quad d \geq 1 \). Here the inequalities for vectors in \( \mathbb{R}^d \) are meant coordinatewise.

A Kiefer process \( K_F(x,t) \) on \( \mathbb{R}^d \times [0, \infty) \) associated with a distribution \( F \) on \( \mathbb{R}^d, \quad d \geq 1 \), is a separable \( (d + 1) \)-parameter real-valued Gaussian process with \( K_F(x,0) = 0, \quad EK_F(x,t) = 0 \), and

\[
(I.29) \quad EK_F(x,s)K_F(y,t) = (s \wedge t)(F(x \wedge y) - F(x)F(y))
\]

for all \( x, y \in \mathbb{R}^d \) and \( s, t \geq 0 \).

Considering the class of weight functions \( q \), positive on \( (0,1) \) (cf. (I.8)), Csörgő and Szyszkowicz (1994) proved, for instance, that, as \( n \to \infty \),

\[
(I.30) \quad \sup_{0 < t \leq 1} \sup_{x \in \mathbb{R}^d} |\beta_n(x,t) - n^{-1/2}K_F(x,nt)|/q(t) = o_p(1)
\]
\[
\lim_{t \to 0} (t \log \log 1/t)^{1/2} / q(t) = 0.
\]

Equivalently (cf. Lemma 2.1 and Theorem 2.2 of Csörgő, Horváth and Szyszkowicz (1994)), they also consider the class of weight functions \( q : (0, 1] \to (0, \infty) \) such that \( q \in C(0, 1] \) and \( q(t)/t^{1/2} \) is nonincreasing near zero. They have, for instance, that for any such function (1.30) holds true if \( I_d(q, c) < \infty \) for all \( c > 0 \), where

\[
I_d(q, c) := \int_0^1 \frac{q^{2d}(t)}{t^{d+1}} \exp \left( -c \frac{q^2(t)}{t} \right) dt.
\]

We note here that the Csörgő, Horváth and Szyszkowicz (1994) integral test for suprema of Kiefer processes is actually proven for Kiefer processes indexed by arbitrary distribution functions \( F \) on \( \mathbb{R}^d \), \( d \geq 1 \). Consequently we have that, for instance, (1.30) holds if and only if \( I_0(q, c) < \infty \) for all \( c > 0 \), where \( I_0(q, c) \) is as in (I.11), and \( q \) is only assumed to be positive on \( (0, 1] \) and non-decreasing near zero.

The results of Csörgő and Szyszkowicz (1994) are based on the following strong approximation result by Csörgő and Horváth (1988):

**Theorem.** Assume that \( X_1, X_2 \ldots \) are independent random vectors with an arbitrary distribution function \( F \) on \( \mathbb{R}^d \). Then there exists a Kiefer process \( K_F(x, t) \) associated with \( F \), such that

\[
\sup_{0 \leq t \leq 1} \sup_{x \in \mathbb{R}^d} \left| n^{1/2} \beta_n(x, t) - K_F(x, nt) \right| \xrightarrow{a.s.} O(n^{1/2-1/4d} (\log n)^{3/2}).
\]

With these results in hand, we also extend our results for the univariate normal sequentially estimated empirical process \( \hat{\beta}_n(\cdot, \cdot) \) as defined in (I.21), as well as for
the process \( \hat{\beta}_n(\cdot, \cdot) \) as defined in (I.22) to multivariate normal distributions, approximating them by Gaussian processes, for the same class of weight functions \( q \) as in the univariate case. In particular, given a sequence \( X_1, X_2, \ldots \) of independent random vectors with distribution function \( F \) on \( \mathbb{R}^d \), \( d \geq 1 \), we define the \((d+1)-\)time parameter sequentially estimated empirical process by

\[
(I.33) \quad \hat{\beta}_n(x, t) = n^{-1/2} \sum_{i=1}^{[nt]} (1\{X_i \leq x\} - F(x; \hat{\theta}_{[nt]})), \quad 0 \leq t \leq 1, \ x \in \mathbb{R}^d,
\]

where, for any \( t \in (0, 1) \), \( \{\hat{\theta}_{[nt]}\} \) is a sequence of estimators based on the sample \( X_1, \ldots, X_{[nt]} \).

Similarly, we define the "bridge-type" process \( \{\hat{\beta}_n(x, t), \ 0 \leq t \leq 1, \ x \in \mathbb{R}^d\} \), \( d \geq 1 \), the proper multivariate version of the process as in (I.22).

In Sections 5.2 and 5.3 we obtain weighted approximations of \( \hat{\beta}_n(\cdot, \cdot) \) and \( \hat{\beta}_n(\cdot, \cdot) \), for the case when \( X_1, X_2, \ldots \) is a sequence of independent bivariate normal random vectors and the unknown parameters, the means, variances, and the covariance are all estimated by their maximum likelihood estimators. In Section 5.4 we introduce some further notation needed for the discussion of the general multivariate normal case. In Sections 5.5 and 5.6 we proceed to present the weighted approximation results for the multivariate normal case when the means, variances, and covariances are all estimated by using maximum likelihood estimators. We have presented our results first for the bivariate normal case, and only then for the multivariate normal case, for the sake of clarity. The later case of course does contain the bivariate case.
Each chapter has its own introduction. It is inevitable that some of the arguments presented here will be repeated time and again throughout the presentation of our work. With this Introduction we hope to have given a general overview of what has been accomplished in this thesis.
Notation

The following notation will be used throughout this work:

(i) The transpose of a vector $v$ will be denoted by $v^\top$.

(ii) The norm $\| \cdot \|$ on $\mathbb{R}^p$ is defined by $\|(y_1, \ldots, y_p)\| = \max_{1 \leq i \leq p} |y_i|$.

(iii) For a function $g(x; \theta)$, where $\theta = (\theta_1, \ldots, \theta_p)$, $\nabla_\theta g(x; \theta_0)$ will denote the vector of partial derivatives $(\frac{\partial g}{\partial \theta_1}(x; \theta), \ldots, \frac{\partial g}{\partial \theta_p}(x; \theta))$ evaluated at $\theta = \theta_0$.

(iv) The matrix $[\frac{\partial^2 g}{\partial \theta_i \partial \theta_j}(x; \theta)]_{i,j}$ will be denoted by $g''_{\theta\theta}(x, \theta)$.

(v) For a matrix or vector $V = (v_{ij})$, let $|V|$ denote the matrix $(|v_{ij}|)$, let $\int V$ denote $(\int v_{ij})$, and let $V^\delta$ denote $(v_{ij}^\delta)$.

(vi) $a \wedge b$ and $a \vee b$ will denote $\min\{a, b\}$ and $\max\{a, b\}$, respectively.

(vii) For any two vectors $u = (u_1, \ldots, u_p)$ and $v = (v_1, \ldots, v_p) \in \mathbb{R}^p$, $u \cdot v$ denotes the dot product $u \cdot v = \sum_{i=1}^n u_i v_i$. 
Chapter 1

Estimated empirical processes

1.1 Introduction.

Let $X_1, X_2, \ldots$ be independent, identically distributed (i.i.d.) random variables with distribution function $F$. The empirical distribution function $F_n$ based on $X_1, \ldots, X_n$ is defined by

$$F_n(x) = \frac{1}{n} \sum_{i=1}^{n} 1\{X_i \leq x\}, \ x \in \mathbb{R}, \ (1.1.1)$$

the proportion of the $X_i's \ (1 \leq i \leq n)$ which are less than or equal to $x$.

Clearly, for every fixed $x$, $F_n(x)$ is the relative frequency of successes in a Bernoulli sequence of trials with $EF_n(x) = F(x)$ and $\text{Var} \ F_n(x) = \frac{1}{n} F(x)(1 - F(x))$. Consequently, by the classical law of large numbers,

$$F_n(x) \xrightarrow{a.s.} F(x), \ \text{for fixed } x. \ (1.1.2)$$

Using the language of statistics, (1.1.2) means that $F_n(x)$ is an unbiased and strongly consistent estimator of $F(x)$ for each fixed $x$. 

2
Glivenko (1933) and Cantelli (1933) proved that

\[ (1.1.3) \quad \sup_{x \in \mathbb{R}} |F_n(x) - F(x)| \xrightarrow{a.s.} 0, \]

which tells us that sampling ad infinitum, \( F(\cdot) \) can be uniquely determined with probability one. Hence, viewing \( \{F_n(x), \ x \in \mathbb{R}, n \geq 1\} \) as a stochastic process, its sample functions are distributions which estimate \( F(x) \) uniformly in \( x \) with probability one.

From a practical point of view it is also of interest to study the rate of convergence in (1.1.3). Towards this end the empirical process is defined by

\[ (1.1.4) \quad \beta_n(x) = n^{1/2}(F_n(x) - F(x)), \ x \in \mathbb{R}, \]

i.e.,

\[ (1.1.5) \quad \beta_n(x) = n^{-1/2} \sum_{i=1}^{n} (1 \{X_i \leq x\} - F(x)), \ x \in \mathbb{R}. \]

For each fixed \( x \) one has immediately the central limit theorem:

\[ \beta_n(x) \xrightarrow{d} N(0, F(x)(1 - F(x))). \]

As to convergence in distribution, uniformly in \( x \), we have the following result of Kolmogorov (1933) and, respectively, Smirnov (1939).

**Theorem 1.1.A.** If \( F(x) \) is a continuous distribution function, then

\[ P \left\{ \sup_{x \in \mathbb{R}} |\beta_n(x)| \leq y \right\} \rightarrow K(y) \]

where

\[ K(y) = \begin{cases} \sum_{k=-\infty}^{\infty} (-1)^k e^{-2k^2 y^2}, & y > 0 \\ 0, & \text{otherwise} \end{cases} \]
and
\[ P \left\{ \sup_{x \in \mathbb{R}} \beta_n(x) \leq y \right\} \rightarrow S(y) \]

where
\[ S(y) = \begin{cases} 1 - e^{-2y^2}, & y > 0 \\ 0, & \text{otherwise.} \end{cases} \]

Let \( U_i = F(X_i), \ i = 1,2,\ldots \). Then the \( U_i \)'s are \( U(0,1) \) random variables provided \( F \) is continuous. Let now \( E_n(s) \) be the empirical distribution function of the sample \( U_1,\ldots,U_n \), and denote the resulting empirical process (uniform empirical process) in this case by

\[(1.1.6) \quad \alpha_n(s) = \sqrt{n}(E_n(s) - s), \ 0 \leq s \leq 1,\]

i.e.,

\[(1.1.7) \quad \alpha_n(s) = n^{-1/2} \sum_{i=1}^{n} (1\{U_i \leq s\} - s), \ 0 \leq s \leq 1.\]

Then \( E\alpha_n(s) = 0 \) and the covariance function of the process \( \{\alpha_n(s), \ 0 \leq s \leq 1\} \)

is
\[ \rho(s_1,s_2) = E\alpha_n(s_1)\alpha_n(s_2) = s_1 \wedge s_2 - s_1 s_2, \]

which coincides with that of a Brownian bridge \( \{B(s), \ 0 \leq s \leq 1\} \), a Gaussian process with mean zero and covariance function

\[(1.1.8) \quad EB(t_1)B(t_2) = t_1 \wedge t_2 - t_1 t_2.\]

Since for any random variable \( X \) having a continuous distribution function \( F \),
the random variable \( F(X) \) is uniformly distributed on \([0,1]\), for all continuous \( F \) we have

\[ \{\beta_n(F^{-1}(s)), \ 0 \leq s \leq 1, \ n \geq 1\} = \{\alpha_n(s), \ 0 \leq s \leq 1, \ n \geq 1\}, \]
i.e., these two empirical processes are identical. Hence all results proved for \( \alpha_n(s) \) will hold automatically also for \( \beta_n(x) \). Indeed, for every \( \omega \in \Omega \), \( \alpha_n(F(x)) = \beta_n(x) \), \( x \in \mathbb{R} \), \( n \geq 1 \).

The weak convergence of \( \alpha_n(\cdot) \) to Brownian bridge was proved by Donsker (1952). The first strong approximation of the empirical process is due to Brillinger (1969). Kiefer (1972) was the first to call attention to the fact that the empirical process should be viewed as a two-time parameter process in both \( x \) and \( n \) and that it should be approximated by an appropriate two-time parameter Gaussian process. He also gave a solution to this problem and proved the first two-time parameter strong approximation of \( \alpha_n(\cdot) \).

A Kiefer process \( \{K(s,t), 0 \leq s \leq 1, 0 \leq t < \infty\} \) is a separable, two-time parameter Gaussian process with mean zero and covariance function

\[
(1.1.9) \quad EK(s_1,t_1)K(s_2,t_2) = (s_1 \wedge s_2 - s_1s_2)(t_1 \wedge t_2).
\]

We note here that \( \{K(F(x),t), x \in \mathbb{R}, 0 \leq t \leq 1\} \), with \( F \) being a continuous distribution function, is a Kiefer process, i.e. a two-time parameter separable Gaussian process with mean zero and covariance function

\[
EK(F(x_1),t_1)K(F(x_2),t_2) = (F(x_1 \wedge x_2) - F(x_1)F(x_2))(t_1 \wedge t_2).
\]

The following theorem provides a strong approximation of the two-time parameter empirical process by a sequence of Brownian bridges, with the optimal rate, as well as by a Kiefer process, with the best available rate. It is due to Komlós, Major and Tusnády (1975).
Theorem 1.1.B. Given i.i.d. random variables $X_1, X_2, \ldots$, one can define a sequence of Brownian bridges $\{B_n(s), 0 \leq s \leq 1\}$ and a Kiefer process $K(\cdot, \cdot)$ such that

$$\sup_{x \in \mathbb{R}} |\beta_n(x) - B_n(F(x))| \overset{a.s.}{=} O(n^{-1/2} \log n),$$

and

$$\sup_{x \in \mathbb{R}} |n^{1/2} \beta_n(x) - K(F(x), n)| \overset{a.s.}{=} O(\log^2 n).$$

From a statistical point of view, Theorem 1.1.B. is useful in constructing confidence intervals for an unknown distribution function $F$ and also to construct goodness-of-fit tests for a completely specified $F$. However, in practice, instead of a completely specified $F$, we may be given a whole parametric family of distributions functions $\{F(x; \theta); \theta \in \Theta \subseteq \mathbb{R}^p\}$. From a goodness-of-fit point of view, the unknown parameters $\theta$ are a nuisance (nuisance parameters), which render most goodness-of-fit null hypotheses composite ones. As far as the empirical process is concerned, one natural way of "getting rid of $\theta" is to "estimate out $\theta" by using some kind of a "good estimator" sequence $\{\hat{\theta}_n\}$, based on random samples $X_1, \ldots, X_n$ ($n = 1, 2, \ldots$) from $F(x; \theta)$. The estimated empirical process is then defined by

$$\hat{\beta}_n(x) = n^{1/2}[F_n(x) - F(x; \hat{\theta}_n)], \ x \in \mathbb{R}.$$ 

Durbin (1973) considered the question of weak convergence of the empirical process under a given sequence of alternative hypotheses when parameters of a continuous unspecified distribution $F(x; \theta)$ are estimated from the data. The estimators themselves had to satisfy certain maximum likelihood-like conditions. He showed that, for such a general class of estimators, the estimated empirical process converges weakly to a Gaussian process, whose mean and covariance functions he also specified.
Burke, Csörgő, Csörgő and Révész (1979) obtained asymptotic in-probability and almost sure representations, in terms of a Gaussian process in both $x$ and $n$, of the estimated empirical process under the same type of parameter estimation as used by Durbin (1973). We review their weak convergence result in the next section.

1.2 Estimated empirical processes. Weak convergence.

For an i.i.d. sequence $X_1, X_2, \ldots$ whose common distribution function $F \in \{F(x; \theta); x \in \mathbb{R}, \theta \in \Theta \subseteq \mathbb{R}^p\}$, let $\{\hat{\theta}_n\}$ be a sequence of estimators of the row vector $\theta$, based on $X_1, \ldots, X_n$. The estimated empirical process is defined by:

\begin{equation}
\hat{\beta}_n(x) = n^{\frac{1}{2}}[F_n(x) - F(x; \hat{\theta}_n)],
\end{equation}

where $x \in \mathbb{R}$ and $F_n$ is the empirical distribution function (cf. (1.1.1)).

First we list the set of conditions which will be used in this and also in some sections of the following chapters. Only subsets of it will be used at different stages in the sequel.

\begin{equation}
(i) \quad n^{1/2}(\hat{\theta}_n - \theta_0) = n^{-1/2} \sum_{i=1}^{n} l(X_i, \theta_0) + \epsilon_{1n}, \text{ where } \theta_0 :\text{ the unknown true value of } \theta, \ l(\cdot, \theta_0) \text{ is a measurable p-dimensional vector valued function, and } \epsilon_{1n} \text{ converges to zero in a manner to be specified later on. }
\end{equation}

\begin{equation}
(ii) \quad E l(X_1, \theta_0) = 0.
\end{equation}

\begin{equation}
(iii) \quad M(\theta) = E \{l(X_j, \theta)^{\top} l(X_j, \theta)\}, \text{ evaluated at } \theta_0, \text{ is a finite nonnegative definite matrix.}
\end{equation}

\begin{equation}
(iv) \quad \text{The vector } \nabla_\theta F(x; \theta) \text{ is uniformly continuous in } x \text{ and } \theta \in \Lambda,
\end{equation}
where \( \Lambda \) is the closure of a given neighbourhood of \( \theta_0 \).

(v) Each component of the vector function \( l(x, \theta_0) \) is of bounded variation on each finite interval.

(vi) The vector \( \nabla_\theta F(x; \theta_0) \) is uniformly bounded in \( x \), and each component of the matrix \( F''_{\theta \theta}(x; \theta) \) is uniformly bounded in \( x \), and \( \theta \in \Lambda \), where \( \Lambda \) is as in (iv).

(vii) \[
\lim_{s \to 0} (s \log \log 1/s)^{1/2} ||l(F^{-1}(s; \theta_0), \theta_0)|| = 0, \quad \text{and}
\]
\[
\lim_{s \to 1} ((1-s) \log \log 1/(1-s))^{1/2} ||l(F^{-1}(s; \theta_0), \theta_0)|| = 0,
\]
where \( F^{-1}(s; \theta_0) = \inf \{x : F(x; \theta_0) \geq s\} \).

(viii) \[
s||\frac{\partial}{\partial s} l(F^{-1}(s; \theta_0), \theta_0)|| \leq C, \quad 0 < s < 1/2, \quad \text{and}
\]
\[
(1-s) ||\frac{\partial}{\partial s} l(F^{-1}(s; \theta_0), \theta_0)|| \leq C, \quad 1/2 < s < 1,
\]
for some positive constant \( C \), where the vector of partial derivatives of the components of \( l(F^{-1}(s; \theta_0), \theta_0) \), with respect to \( s \), \( \frac{\partial}{\partial s} l(F^{-1}(s; \theta_0), \theta_0) \),
exists for all \( s \in (0, 1) \).

In addition to their major interest on their own, the results of Chapters 3 and 5, in particular, illustrate also how maximum likelihood estimators satisfy the conditions (1.2.2) in case of normal families of distributions.

It is shown in Burke, Csörgő, Csörgő and Révész (1979) that the estimated empirical process \( \hat{\beta}_n(x) \) of (1.2.1) can be approximated by the two-parameter Gaussian process \( \{G(x, n), x \in \mathbb{R}, \ n \geq 1\} \) defined by

(1.2.3)

\[
G(x, n) = n^{-1/2} K(F(x; \theta_0), n) - \left\{ \int l(x, \theta_0) d_x n^{-1/2} K(F(x; \theta_0), n) \right\} \cdot \nabla_\theta F(x; \theta_0)^T,
\]
where $K(\cdot, \cdot)$ is the Kiefer process of Theorem 1.1.B.

$G(\cdot, \cdot)$ has mean function $EG(x, n) = 0$ and covariance function

$$
EG(x, n)G(y, m) = (n \wedge m)(nm)^{-\frac{1}{2}} \left\{ F(x \wedge y; \theta_0) - F(x; \theta_0)F(y; \theta_0) - J(x) \cdot \nabla_\theta F(y; \theta_0) - J(y) \cdot \nabla_\theta F(x; \theta_0) + \nabla_\theta F(x; \theta_0)M(\theta_0)\nabla_\theta F(y; \theta_0)^T \right\},
$$

(1.2.4)

where $M(\theta_0)$ is defined by (1.2.2)(iii) and

$$
J(x) = \int_{-\infty}^{x} l(z, \theta_0)dzF(z; \theta_0).
$$

Since $M(\theta_0)$ is nonnegative definite, there is a nonsingular matrix $D(\theta_0)$ such that

$$
D(\theta_0)^T M(\theta_0) D(\theta_0) = \begin{pmatrix}
I & 0 \\
0 & 0
\end{pmatrix},
$$

(1.2.5)

where $I$ is the identity matrix and $\text{rank} \ I = \text{rank} \ M(\theta_0)$. Hence $G(x, n)$ of (1.2.3) can be written as

$$
G(x, n) = n^{-1/2}K(F(x; \theta_0), n) - n^{-1/2}W(n) \cdot D(\theta_0)^{-1} \cdot \nabla_\theta F(x; \theta_0)^T,
$$

(1.2.6)

where $W(n) = \int l(x, \theta_0)dzn^{-1/2}K(F(x; \theta_0), n) \cdot D(\theta_0)$ is a vector valued Wiener process with covariance structure: $(n \wedge m)$ multiplied by (1.2.5).

Clearly we have, for each $n$, that

$$
G(x, n) \overset{\mathbb{P}}{=} G(x) = B(F(x; \theta_0)) - \left\{ \int l(x, \theta_0)dzB(F(x; \theta_0)) \right\} \cdot \nabla_\theta F(x; \theta_0)^T,
$$

(1.2.7)
where \( \equiv \) stands for the equality of all the finite dimensional distributions, and \( B(\cdot) \) is a Brownian bridge.

We have the following result, which is Theorem 3.1 (a) of Burke, Csörgő, Csörgő, and Révész (1979),

**Theorem 1.2.A.** Suppose that the sequence \( \{\hat{\theta}_n\} \) satisfies conditions (1.2.2)(i)-(v). Then, as \( n \to \infty \),

\[
\sup_{x \in \mathbb{R}} |\hat{\theta}_n(x) - G(x, n)| = o_P(1),
\]

provided \( e_{1n} \xrightarrow{p} 0 \), where the process \( G(\cdot, \cdot) \) is as in (1.2.3).

**Remark 1.2.1.** Remark 2 of Burke, Csörgő, Csörgő and Révész (1979) can be stated as

**Corollary 1.2.A.** Under the conditions of Theorem 1.2.A. we have

\[
(1.2.8) \quad \hat{\theta}_n(F^{-1}(\cdot, \hat{\theta}_n)) \xrightarrow{D} G(F^{-1}(\cdot, \theta_0)) \text{ in } D[0,1].
\]

This result is Corollary 1 in Durbin (1973) (under his null hypothesis of \( \theta = \theta_0 \)).

It follows from Theorem 1.2.A. and (1.2.7).
Chapter 2

Estimated empirical processes
Weighted approximations

2.1 Introduction.

As pointed out in Szyszkowicz (1992b), the motivation for studying the asymptotic behaviour of weighted empirical and quantile processes started with Anderson and Darling (1952), Rényi (1953), Chibisov (1964) and O'Reilly (1974). Csörgő, Csörgő, Horváth and Mason (1986) obtained the optimal weighted approximation of the uniform empirical and quantile processes by a sequence of Brownian bridges. Their result was based on the Csörgő and Révész (1978) inequality for the strong approximation of the uniform quantile process by a sequence of Brownian bridges, which, in turn, is based on the Komlós, Major and Tusnády (1976) inequality for the strong approximation of the partial sum process by a Wiener process. They emphasize strongly that the optimal class of weight functions for the weak convergence of these weighted processes is determined not by these empirical processes themselves but by the weighted tail behaviour of the approximating Gaussian processes.
Given a sequence $X_1, X_2, \ldots$ of i.i.d. random variables with distribution function $F$, the two time parameter version of the empirical process defined by (1.1.5) is given by

$$
\beta_n(x, t) = n^{-1/2} \sum_{i=1}^{[nt]} (1\{X_i \leq x\} - F(x)), \ 0 \leq t \leq 1, \ x \in \mathbb{R}.
$$

(2.1.1)

If $U_1, U_2, \ldots$ is a sequence of i.i.d. random variables with uniform $(0,1)$ distribution, then the two time-parameter version of the uniform empirical process defined by (1.1.7) is given by

$$
\alpha_n(s, t) = n^{-1/2} \sum_{i=1}^{[nt]} (1\{U_i \leq s\} - s), \ 0 \leq t \leq 1, \ 0 \leq s \leq 1.
$$

Since for any random variable $X$ having continuous distribution function $F$ the random variable $F(X)$ is uniformly distributed on $(0,1)$, for all continuous $F$ we have $\{\beta_n(F^{-1}(s), t), \ 0 \leq s, t \leq 1, \ n \geq 1\} = \{\alpha_n(s, t), \ 0 \leq s, t \leq 1, \ n \geq 1\}$, i.e. the above two empirical processes are identical. Hence all the results proved for $\beta_n(x, t)$ will hold automatically for $\alpha_n(s, t)$. Indeed, for every $\omega \in \Omega$,

$$
\alpha_n(F(x), t) = \beta_n(x, t), \ x \in \mathbb{R}, \ t \in [0, 1], \ n \geq 1.
$$

Szyszkowicz (1991a,b, 1992a,b, 1994, 1995) obtained approximations of the two time parameter empirical process with weights in the time parameter $t \in [0, 1]$. We will refer to these as weighted approximations or approximations in $||\cdot/q||$-metrics.

We will call $q$ a positive function on $(0, 1]$ if $q : (0, 1] \rightarrow (0, \infty)$ is such that

$$
\inf_{0 < \delta < 1} q(t) > 0 \text{ for all } 0 < \delta < 1.
$$

(2.1.2)
Let $Q$ be the class of positive functions on $(0,1]$ which are nondecreasing in a neighbourhood of zero. Consider the integral

\begin{equation}
I_0(q, c) = \int_0^1 \frac{1}{t} e^{-c\varepsilon^2(t)/t} dt, \ c > 0.
\end{equation}

Assuming $F$ to be continuous, we have the following result, which is Theorem 1.1 of Szyszkowicz (1995).

**Theorem 2.1.A.** Let $X_1, X_2, \ldots$ be a sequence of i.i.d. r.v.'s with a continuous distribution function $F$. There exists a Kiefer process $K(\cdot, \cdot)$ such that, with a weight function $q \in Q$, we have, as $n \to \infty$,

(a)

\begin{equation}
I_0(q, c) < \infty \text{ for all } c > 0
\end{equation}

if and only if

\[ \sup_{0 < t \leq 1} \sup_{x \in \mathbb{R}} |\beta_n(x, t) - n^{-1/2} K(F(x), nt)|/q(t) = o_p(1), \]

(b)

\begin{equation}
I_0(q, c) < \infty \text{ for some } c > 0
\end{equation}

if and only if

\[ \sup_{0 < t \leq 1} \sup_{x \in \mathbb{R}} |\beta_n(x, t) - n^{-1/2} K(F(x), nt)|/q(t) = O_p(1), \]

(c) (2.1.5) holds if and only if

\[ \sup_{0 < t \leq 1} \sup_{x \in \mathbb{R}} |\beta_n(x, t)|/q(t) \overset{p}{\to} \sup_{0 < t \leq 1} \sup_{x \in \mathbb{R}} |K(F(x), t)|/q(t). \]
Remark 2.1.1. (b) and (c) do not follow from (a), nor does (c) from (b).

Remark 2.1.2. We note here that in Theorems 1.2.A and 2.1.A we are dealing with the same Kiefer process \( K(\cdot, \cdot) \) as constructed by Komlós, Major and Tusnády (1975) (cf. Theorem 1.1.B).

Remark 2.1.3. We may conclude that on assuming (2.1.4), we will have a convergence in distribution result for any in \( ||\cdot/q|| \) continuous functional of \( \beta_n(x, t)/q(t) \). However, for the sup-functional, which is usually of interest in changepoint analysis, Theorem 2.1.A (c) gives the desired convergence under the weaker assumption (2.1.5). For instance, Theorem 2.1.A (c) is true with \( q(t) = (t \log \log((1/t) \lor 3))^{1/2}, \quad 0 < t \leq 1 \).

Corollary 2.1.A. Let \( K(\cdot, \cdot) \) be a Kiefer process. Then, as \( n \to \infty \),

(a) If \( q \in Q \), (2.1.4) holds if and only if

\[
\beta_n(x, t)/q(t) \overset{d}{\to} K(F(x), t)/q(t)
\]

in \( D(\mathbb{R} \times [0, 1]) \),

(b) if \( q \) is a positive function on \( (0, 1] \), then (2.1.6) holds in \( D(\mathbb{R} \times [\delta, 1]) \) for any \( 0 < \delta < 1 \).

Remark 2.1.4. It is clear from the proof of Theorem 2.1.A that, as a consequence of the Komlós, Major and Tusnády (1975) theorem (cf. Theorem 1.1.B), for any function \( q \) which is positive on \( (0, 1] \) and such that

\[
\lim_{t \downarrow 0} t^{1/2}/q(t) = 0,
\]
then, as \( n \to \infty \),

\[
(2.1.8) \quad \sup_{0 < r \leq 1} \sup_{z \in \mathbb{R}} |\beta_n(x, t) - n^{-1/2} \overline{K}(F(x), nt)|/q(t) \overset{a.s.}{=} o(1),
\]

where

\[
\overline{K}(F(x), nt) = \begin{cases} 
K(F(x), nt), & \text{for } t \in [1/n, 1], \\
0, & \text{elsewhere},
\end{cases}
\]

and \( K(\cdot, \cdot) \) is the Kiefer process as in Theorem 1.1.B.

We note that either one of (2.1.4) and (2.1.5) implies (2.1.7) (cf. Proposition 3.1 of Csörgő, Csörgő, Horváth and Mason (1986)). Hence, since, by definition, \( \beta_n(x, t) = 0 \), for all \( x \in \mathbb{R} \) and \( t \in (0, 1/n) \), and

\[
\sup_{z \in \mathbb{R}} |n^{-1/2} K(F(x), nt)| \overset{D}{=} \sup_{z \in \mathbb{R}} |K(F(x), t)| \text{ for each } n \geq 1,
\]

any sufficient condition on the class of weight functions \( q \) for Theorem 2.1.A to hold must be given in terms of the local behaviour (near zero) of \( \sup_{z \in \mathbb{R}} |K(F(x), t)|/q(t) \).

The following result, which follows immediately from Theorem 2.1 of Csörgő, Horváth and Szyszkowicz (1994), provides an integral test for the suprema of Kiefer processes (cf. Lemma 2.A of Szyszkowicz (1995)).

**Lemma 2.1.A.** Let \( q \in Q \) and \( K(\cdot, \cdot) \) be a Kiefer process. Then

(a) (2.1.4) holds if and only if

\[
(2.1.9) \quad \lim_{t \downarrow 0} \sup_{z \in \mathbb{R}} |K(F(x), t)|/q(t) = 0 \text{ a.s.},
\]
(b) (2.1.5) holds if and only if

\[(2.1.10) \quad \limsup_{t \to 0} \sup_{x \in \mathbb{R}} |K(F(x), t)|/q(t) < \infty \text{ a.s.} \]

**Remark 2.1.5.** The integral in (2.1.3) was used for characterizing the class of functions for which

\[(2.1.11) \quad \lim_{t \to 0} \sup_{x \in \mathbb{R}} |W(t)|/q(t) < \infty \text{ a.s.,} \]

where \(\{W(t), 0 \leq t < \infty\}\) is a standard Wiener process (local functions of Wiener process) (cf. Csörgő, Csörgő, Horváth and Mason (1986), and Csörgő, Shao and Szyszkowicz (1991)).

We have the following result, which follows immediately from Theorems 3.3 and 3.4 of Csörgő, Csörgő, Horváth and Mason (1986).

**Theorem 2.1.B.** Let \(q \in Q\) and \(W(\cdot)\) be a Wiener process. Then

(a) (2.1.4) holds if and only if

\[(2.1.12) \quad \lim_{t \to 0} |W(t)|/q(t) = 0 \text{ a.s.,} \]

(b) (2.1.5) holds if and only if

\[(2.1.13) \quad \limsup_{t \to 0} |W(t)|/q(t) < \infty \text{ a.s.} \]

Thus, in virtue of Lemma 2.1.A and Theorem 2.1.B, we have that the class of functions \(q(\cdot)\) that characterize the local behaviour (near 0) of the suprema of Kiefer processes is the same class of functions that characterize the similar local behaviour of Wiener processes.
Remark 2.1.6. Theorem 2.1.A was first proved by Szyszkowicz (1992b, 1994) (cf. Theorem 2.1 of Szyszkowicz (1994)) under stronger conditions, resulting from the law of the iterated logarithm for suprema of Kiefer processes. Namely, assuming $q$ to be a positive function on $(0, 1]$, and replacing condition (2.1.4) by

$$ (2.1.14) \quad \lim_{t \to 0} \frac{t \log \log 1/t^{1/2}}{q(t)} = 0, $$

and condition (2.1.5) by

$$ (2.1.15) \quad \lim_{t \to 0} \frac{t \log \log 1/t^{1/2}}{q(t)} < \infty, $$

she obtains the same results as in Theorem 2.1.A.

She also remarks that, by Theorem 5.2 of Adler and Brown (1986), Theorem 2.1.A can be stated under seemingly different conditions. In particular, one may assume that $q \in C(0, 1]$ and $q(t)/t^{1/2}$ is nonincreasing near 0 and replace (2.1.14) by the condition

$$ (2.1.16) \quad \mathcal{I}(q, c) < \infty \text{ for all } c > 0, $$

and (2.1.15) by

$$ (2.1.17) \quad \mathcal{I}(q, c) < \infty \text{ for some } c > 0, $$

where

$$ (2.1.18) \quad \mathcal{I}(q, c) = \int_0^1 t^{-2} q^2(t) e^{-c q^2(t)/t} dt, \quad c > 0, $$

and then Theorem 2.1.A holds true.

Csörgő, Horváth and Szyszkowicz (1994) show, however, that assuming the above mentioned condition of monotonicity of $q(t)/t^{1/2}$ near zero, (2.1.14) is equivalent to (2.1.16) and (2.1.15) is equivalent to (2.1.17) (cf. the comments following Theorem 2.2 of the just mentioned paper).
Due to the integral test for suprema of Kiefer processes of Csörgő, Horváth and Szyszkowicz (1994), where the conditions of continuity of \( q \) and the monotonicity of \( q(t)/t^{1/2} \) near zero from Adler and Brown (1986) are dropped, the results of Theorem 2.1.A are obtained for their largest possible respective classes of weight functions, thus making Theorem 2.1.A an improvement on the earlier Theorem 2.1 of Szyszkowicz (1994), with the additional very nice feature of the class being the same that characterizes local functions of Wiener processes.

For more insight on this subject of local functions and integral tests we refer the reader to Csörgő, Csörgő, Horváth and Mason (1986), Csörgő, Shao and Szyszkowicz (1991), Szyszkowicz (1992b), Csörgő and Horváth, 1993, Chapter 4, Csörgő, Horváth and Szyszkowicz (1994) and Szyszkowicz (1994, 1995).

In this chapter we define a two-time parameter version, in the manner of (2.1.1), of the estimated empirical process given by (1.2.1), when the sequence of estimators is constructed by using the whole sample \( X_1, X_2, \ldots, X_n \), for each \( n \geq 1 \), and study it in \( \| \cdot /q \| \)-metrics for the optimal class of functions mentioned above, i.e., positive functions on \((0, 1]\) which are nondecreasing near zero and which satisfy appropriate integral conditions. The empirical process thus defined will be called, simply, estimated.

### 2.2 Estimated empirical processes. Weighted approximations.

Let \( X_1, X_2, \ldots \) be a sequence of i.i.d. random variables with common continuous distribution function \( F \in \{F(x; \theta) ; x \in \mathbb{R}, \theta \in \Theta \subseteq \mathbb{R}^p \} \). Let \( \{\tilde{\theta}_n\} = \{(\tilde{\theta}_{n1}, \ldots, \tilde{\theta}_{np})\} \) be a sequence of estimators of the row vector \( \theta \) based on the random sample \( X_1, \ldots, X_n \). Let \( \theta_0 \) denote the true value of the unknown \( \theta \). Consider the two-time parameter estimated empirical process defined by
(2.2.1) \[ \tilde{\beta}_n(x, t) = n^{-1/2} \sum_{i=1}^{[nt]} (1\{X_i \leq x\} - F(x; \tilde{\theta}_n)), \quad 0 \leq t \leq 1, \ x \in \mathbb{R}. \]

**Remark 2.2.1.** If \( t = 1 \) in (2.2.1) we have the estimated empirical process as in (1.2.1).

Recall that \( q : (0, 1) \to (0, \infty) \) is called a positive function on \( (0, 1) \) if

\[ \inf_{0 < \delta < 1} q(t) > 0 \text{ for all } 0 < \delta < 1, \]

\( \mathcal{Q} \) is the class of positive functions on \( (0, 1) \) which are nondecreasing in a neighbourhood of zero, and

\[ I_0(q, c) = \int_0^1 \frac{1}{t} e^{-c q(s(t)/t)} \, dt, \quad c > 0. \]

Provided that for the sequence \( \{\tilde{\theta}_n\} \) conditions (1.2.2)(i)-(v) hold, \( \tilde{\beta}_n(x, t) \) will be approximated, in \( || \cdot ||_q \)-metrics by the sequence of two-time parameter Gaussian processes

(2.2.2) \[ \tilde{G}_n(x, t) = n^{-1/2} K(F(x; \theta_0), nt) - \frac{[nt]}{n} \{ \int l(x, \theta_0) d_{x} n^{-1/2} K(F(x; \theta_0), n) \} \cdot \nabla_\theta F(x; \theta_0)^T, \]

where \( K(\cdot, \cdot) \) is the Kiefer process of Theorem 2.1.A. This approximation is a consequence of Theorem 1.2.A. and Theorem 2.1.A.

We have
Theorem 2.2.1. Let $X_1, X_2, \ldots$ be i.i.d. r.v.'s with a continuous distribution function $F$. Suppose that the sequence $\{\hat{\theta}_n\}$ satisfies conditions (1.2.2)(i)-(v), with $\varepsilon_n \xrightarrow{P} 0$, as $n \to \infty$, and let $\hat{\beta}_n(x,t)$ be the two time-parameter estimated empirical process as in (2.2.1). Then there exists a Kiefer process $K(\cdot, \cdot)$ such that with the sequence of stochastic processes $\{\hat{\mathcal{G}}_n(x,t), \ 0 \leq t \leq 1, x \in \mathbb{R}\}$, and a weight function $q \in Q$, we have, as $n \to \infty$

(a) if

\begin{equation}
I_0(q,c) < \infty \text{ for all } c > 0,
\end{equation}

then

$$\sup_{0 < t \leq 1} \sup_{x \in \mathbb{R}} |\hat{\beta}_n(x,t) - \hat{\mathcal{G}}_n(x,t)| / q(t) = o_P(1),$$

(b) if

\begin{equation}
I_0(q,c) < \infty \text{ for some } c > 0,
\end{equation}

then

$$\sup_{0 < t \leq 1} \sup_{x \in \mathbb{R}} |\hat{\beta}_n(x,t) - \hat{\mathcal{G}}_n(x,t)| / q(t) = O_P(1).$$

(c) if (2.2.4) holds, then

$$\sup_{0 < t \leq 1} \sup_{x \in \mathbb{R}} |\hat{\beta}_n(x,t)| / q(t) \xrightarrow{D} \sup_{0 < t \leq 1} \sup_{x \in \mathbb{R}} |\hat{\mathcal{G}}(x,t)| / q(t),$$

where

\begin{equation}
\hat{\mathcal{G}}(x,t) = K(F(x; \theta_0), t) - t \{ \int l(x, \theta_0) d_x K(F(x; \theta_0), 1) \cdot \nabla \theta F(x; \theta_0)^T.\end{equation}
Remark 2.2.2. As in Remark (2.1.1), (b) and (c) do not follow from (a), nor does (c) from (b).

Remark 2.2.3. If $t = 1$ and $q(t) \equiv 1$ (i.e. no weight function), Theorem 2.2.1 is the same as Theorem 1.2.A. with $\tilde{G}_n(x, 1) \equiv G(x, n)$ of (1.2.3).

Proof of Theorem 2.2.1. By (2.1.1) and (2.2.1), we have

$$
\tilde{\beta}_n(x, t) = n^{-1/2} \sum_{i=1}^{[nt]} (1\{X_i \leq x\} - F(x; \theta_0)) - \frac{[nt]}{n} n^{1/2} (F(x; \tilde{\theta}_n) - F(x; \theta_0))
$$

$$
= \beta_n(x, t) + \frac{[nt]}{n} n^{1/2} (F_n(x) - F(x; \tilde{\theta}_n)) - \frac{[nt]}{n} n^{1/2} (F_n(x) - F(x; \theta_0)),
$$

where $F_n(x)$ is the empirical distribution function based on $X_1, X_2, \ldots, X_n$.

By (1.1.4), (1.2.1) and (1.2.3) we have

$$
\tilde{\beta}_n(x, t) = \beta_n(x, t) - n^{-1/2} K(F(x; \theta_0), nt) + n^{-1/2} K(F(x; \theta_0), nt)
$$

$$
+ \frac{[nt]}{n} \left( \tilde{\beta}_n(x) - G(x, n) \right) - \frac{[nt]}{n} \left( \beta_n(x) - n^{-1/2} K(F(x; \theta_0), n) \right)
$$

(2.2.6)

$$
- \frac{[nt]}{n} \int l(x, \theta_0) d x n^{-1/2} K(F(x; \theta_0), n) \cdot \nabla \theta F(x; \theta_0) ^ \top,
$$

where $K(\cdot, \cdot)$ is the Kiefer process from Theorem 1.1.B.

Let $q$ be a positive function on $(0, 1]$. From (2.2.2) and (2.2.6) we have

(2.2.7) \[ \sup_{0 < t \leq 1} \sup_{x \in \mathbb{R}} |\tilde{\beta}_n(x, t) - \tilde{G}_n(x, t)|/q(t) \leq \]
\[ \begin{align*}
\sup_{0 < t \leq 1} \sup_{x \in \mathbb{R}} |\beta_n(x, t) - n^{-1/2}K(F(x; \theta_0), n)|/q(t) \\
+ \sup_{0 < t \leq 1} \frac{[nt]/n}{q(t)} \sup_{x \in \mathbb{R}} |\beta_n(x) - n^{-1/2}K(F(x; \theta_0), n)| \\
+ \sup_{0 < t \leq 1} \frac{[nt]}{n} /q(t) \sup_{x \in \mathbb{R}} |\beta_n(x) - G(x, n)| := I_1^{(n)} + I_2^{(n)} + I_3^{(n)}.
\end{align*} \]

Let \(0 < \delta < 1\) be fixed. By Proposition 3.1 of Csörgő, Csörgő, Horváth and Mason (1986), either (2.2.3) or (2.2.4) implies that

(2.2.8) \(\lim_{t \to 0} t^{1/2}/q(t) = 0.\)

Also, since \([nt] \leq nt\), we have \(\frac{[nt]}{n}/q(t) \leq t/q(t)\), for all \(n\), and, hence

\[ \begin{align*}
\sup_{0 < t \leq 1} \frac{[nt]}{n} /q(t) &\leq \sup_{0 < t \leq 1} t/q(t) \leq \sup_{0 < t < \delta} t/q(t) \vee \sup_{\delta \leq t \leq 1} t/q(t) \\
&= O(1) \vee \sup_{\delta \leq t \leq 1} t/q(t) \\
&= O(1), \text{ for any } \delta > 0.
\end{align*} \]

By Theorem 1.1.B and Theorem 1.2.A, we have that, as \(n \to \infty\),

(2.2.9) \(I_i^{(n)} = o_P(1), \; i = 2, 3.\)

Now, since \(I_1^{(n)} = \sup_{0 < t \leq 1} \sup_{x \in \mathbb{R}} |\beta_n(x, t) - n^{-1/2}K(F(x; \theta_0), nt)|/q(t),\)

(a) and (b) follow by Theorem 2.1.A.

We note, once more, that the Kiefer process \(K(\cdot, \cdot)\) we are dealing with is the same as that constructed by Komlós, Major and Tusnády (1975) (cf. Theorem 1.1.B).
As for the proof of (c) we note that we can write

\begin{equation}
(2.2.10) \quad \tilde{G}_n(x,t) = G_n^*(x,t) + R_n(x,t),
\end{equation}

where

\begin{equation}
(2.2.11) \quad G_n^*(x,t) = n^{-1/2}K(F(x;\theta_0),nt) - t \left\{ \int l(x,\theta_0) d_x n^{-1/2}K(F(x;\theta_0),n) \right\} \cdot \nabla \theta F(x;\theta_0)^T,
\end{equation}

and

\begin{equation}
(2.2.12) \quad R_n(x,t) = \left( t - \frac{[nt]}{n} \right) \left\{ \int l(x,\theta_0) d_x n^{-1/2}K(F(x;\theta_0),n) \right\} \cdot \nabla \theta F(x;\theta_0)^T.
\end{equation}

It can be easily checked that

\[
\sup_{0 < t \leq 1} \sup_{x \in \mathbb{X}} |R_n(x,t)|/q(t) \leq p \| \int l(x,\theta_0) d_x n^{-1/2}K(F(x;\theta_0),n) \|
\times \sup_{x \in \mathbb{X}} \| \nabla \theta F(x;\theta_0) \| \times \sup_{0 < t \leq 1} |t - \frac{[nt]}{n}|/q(t).
\]

By (1.2.2) (ii),(iii) and the Central Limit Theorem,

\[
| \int l_j(x,\theta_0) d_x n^{-1/2}K(F(x;\theta_0),n) | = O_P(1), \text{ as } n \to \infty, \text{ for each } j = 1, 2, \ldots, p.
\]

Also, by (1.2.2)(iv), \( \sup_{x \in \mathbb{X}} \| \nabla \theta F(x;\theta_0) \| < \infty. \)

On the other hand,

\[
\sup_{0 < t \leq 1} \frac{|t - \frac{[nt]}{n}|}{q(t)} \leq \sup_{0 < t \leq 1} \frac{|t - \frac{[nt]}{n}|}{t^{1/2}} \sup_{0 < t \leq 1} t^{1/2}/q(t)
\]

\[
\leq \left( \sup_{0 < t \leq 1} \frac{|t - \frac{[nt]}{n}|}{t^{1/2}} \lor \sup_{\frac{1}{n} \leq t \leq 1} \frac{|t - \frac{[nt]}{n}|}{t^{1/2}} \right) \sup_{0 < t \leq 1} t^{1/2}/q(t).
\]
Also,
\[
\sup_{0 < t < \frac{1}{n}} |t - \frac{[nt]}{n}| / t^{1/2} = \sup_{0 < t < \frac{1}{n}} t^{1/2} = n^{-1/2},
\]
and
\[
\sup_{\frac{1}{n} \leq t \leq 1} |t - \frac{[nt]}{n}| / t^{1/2} \leq \sup_{\frac{1}{n} \leq t \leq 1} |t - \frac{[nt]}{n}| \left( \inf_{\frac{1}{n} \leq t \leq 1} t^{1/2} \right)^{-1} \leq n^{-1/2}.
\]
Hence, since condition (2.2.4) implies that \(\lim_{t \to 0} t^{1/2} / q(t) = 0\) and, consequently, \(\sup_{0 < t \leq 1} t^{1/2} / q(t) < \infty\), we have, as \(n \to \infty\),
\[
\sup_{0 < t \leq 1} |t - \frac{[nt]}{n}| / q(t) = o(1).
\]
Thus, if \(q \in \mathcal{O}\) is such that (2.2.4) holds,
\[
\sup_{0 < t \leq 1} \sup_{x \in \mathbb{R}} |R_n(x, t)| / q(t) = o_P(1), \text{ as } n \to \infty.
\]
Consequently, by (2.2.10), as \(n \to \infty\),
\[
(2.2.13) \quad \sup_{0 < t \leq 1} \sup_{x \in \mathbb{R}} |\tilde{G}_n(x, t) - G_n^*(x, t)| / q(t) = o_P(1).
\]
It is clear, by (2.1.8) of Remark 2.1.3, (2.2.7), (2.2.9), (2.2.13) and the triangular inequality, that, if (2.2.4) holds, then, as \(n \to \infty\),
\[
(2.2.14) \quad \sup_{0 < t \leq 1} \sup_{x \in \mathbb{R}} |\tilde{\beta}_n(x, t) - \overline{G}_n(x, t)| / q(t) = o_P(1),
\]
where
\[
\overline{G}_n(x, t) = \begin{cases} 
G_n^*(x, t), & t \in [1/n, 1], x \in \mathbb{R}, \\
0, & \text{elsewhere}, 
\end{cases}
\]
for each \(n \geq 1\). In fact (2.2.14) holds assuming only that \(q\) be positive on \((0, 1]\)
and such that (2.2.8) holds.

Since

\[ \{ n^{-1/2}K(F(x), nt), \ 0 \leq t \leq 1, \ x \in \mathbb{R} \} \overset{\cal D}{=} \{ K(F(x), t), \ 0 \leq t \leq 1, \ x \in \mathbb{R} \} \]

for each \( n \geq 1 \), we have,

(2.2.15)

\[ \{ G_n(x, t), \ 0 \leq t \leq 1, \ x \in \mathbb{R} \} \overset{\cal D}{=} \{ \hat{G}(x, t), \ 0 \leq t \leq 1, \ x \in \mathbb{R} \} \text{ for each } n \geq 1, \]

where \( \hat{G}(x, t) \) is as in (2.2.5). Now, by (2.2.14), we have

(2.2.16)

\[ \lim_{n \to \infty} \left| P\left\{ \sup_{0 < t \leq 1} \sup_{x \in \mathbb{R}} |\hat{\beta}_n(x, t)|/q(t) \leq x \right\} - P\left\{ \sup_{\frac{1}{n} \leq t \leq 1} \sup_{x \in \mathbb{R}} |\hat{G}_n(x, t)|/q(t) \leq x \right\} \right| = 0, \]

for any \( x \in \mathbb{R} \).

We also have, for any \( q \in \mathcal{Q} \) and such that (2.2.4) holds,

\[ \lim_{n \to \infty} P\left\{ \sup_{\frac{1}{n} \leq t \leq 1} \sup_{x \in \mathbb{R}} |\hat{G}(x, t)|/q(t) \leq x \right\} = P\left\{ \sup_{0 < t \leq 1} \sup_{x \in \mathbb{R}} |\hat{G}(x, t)|/q(t) \leq x \right\}, \]

for any \( x \in \mathbb{R} \). This, together with (2.2.16), implies (c). \( \blacksquare \)

**Corollary 2.2.1.** Assuming conditions of Theorem 2.2.1, we have, as \( n \to \infty \),

(a) if \( q \in \mathcal{Q} \) is such that (2.2.3) holds, then

(2.2.17)

\[ \hat{\beta}_n(x, t)/q(t) \overset{\cal D}{\to} \hat{G}(x, t)/q(t) \]

in \( D(\mathbb{R} \times [0, 1]) \),
(b) if \( q \) is positive on \((0, 1]\), then (2.2.17) holds in \( D(\mathbb{R} \times [\delta, 1]) \) for any \( 0 < \delta < 1 \).

**Proof.** (a) follows from Theorem 2.2.1 (a).

(b) By Theorem 2.2.1 (a) with \( q(t) \equiv 1 \), and (2.1.2).
Chapter 3

Sequentially estimated empirical processes
Weighted approximations
Applications to change-point analysis

3.1 Introduction.

Suppose that $X_1, X_2, \cdots$ is a sequence of i.i.d. random variables with common continuous distribution function $F \in \{F(x; \theta); x \in \mathbb{R}, \theta \in \Theta \subseteq \mathbb{R}^p\}$. In Section 2.2 we have defined the two time-parameter estimated empirical process by

$$
\tilde{\theta}_n(x, t) = n^{-1/2} \sum_{i=1}^{[nt]} (1\{X_i \leq x\} - F(x; \hat{\theta}_n)), \ 0 \leq t \leq 1, \ x \in \mathbb{R},
$$

where the sequence $\{\tilde{\theta}_n\} = \{(\hat{\theta}_{n1}, \ldots, \hat{\theta}_{np})\}$ of estimators of the row vector $\theta$ is based on the random sample $X_1, \ldots, X_n$, regardless of the value of $t$.

In this chapter we define a two-time parameter estimated empirical process when the estimation of the unknown $\theta$ is done sequentially, by using the sample $X_1, \ldots, X_{[nt]}$, for each $t$. The process thus defined will be called *sequentially estimated*. 
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The sequentially estimated empirical process is defined by

\[
\hat{\beta}_n(x,t) = n^{-1/2} \sum_{i=1}^{[nt]} \left( 1\{X_i \leq x\} - F(x; \hat{\theta}_{[nt]}) \right), \quad 0 \leq t \leq 1, \ x \in \mathbb{R}.
\]

We will study weighted approximations of this process, assuming that, for each \( \frac{1}{n} \leq t \leq 1 \), the vector of unknown parameters, \( \theta \), is estimated by a sequence \( \{\hat{\theta}_{[nt]}\} \) of estimators based on the random sample \( X_1, \ldots, X_{[nt]} \), under conditions given by (1.2.2)(i)-(v) in Chapter I, where (1.2.2)(i) is satisfied for each fixed \( t \), i.e.,

\[
[n^t]^{1/2} (\hat{\theta}_{[nt]} - \theta_0) = [nt]^{-1/2} \sum_{i=1}^{[nt]} l(X_i, \theta_0) + \epsilon_{1n}(t),
\]

and \( \epsilon_{1n}(t) \) converges to zero, either in probability or almost surely, as \( (nt) \to \infty \). In order to get a Gaussian approximation of \( \hat{\beta}_n(x,t) \) using the strong approximation methodology that we have been using, we need additional assumptions on the estimation. For instance, for the sequence \( \{\epsilon_{1n}(t)\} \), we will need to assume further, in (3.1.2), that, as \( n \to \infty \),

\[
\sup_{\frac{1}{n} \leq t \leq 1} ||\epsilon_{1n}(t)|| = o_P(1), \quad \text{and} \quad \sup_{\frac{1}{n} \leq t \leq 6} ||\epsilon_{1n}(t)|| = O_P(1),
\]

for any \( 0 < \delta < 1 \).

In order to get more insight, and because the processes \( \hat{\beta}_n \) themselves are of interest, we will first investigate the sequentially estimated empirical process and its "bridge" or "tied down" version, in the case of a normal family and maximum likelihood estimation. This will be done in Sections 3.2 and 3.3. In Section 3.4 we discuss the above processes in a more general context.
3.2 Sequentially estimated normal empirical processes.

Let $X_1, X_2, \ldots$ be an independent sequence of random variables with common distribution function given by

$$F(x; \theta) = \frac{1}{\sqrt{2\pi\sigma}} \int_{-\infty}^{x} e^{-(t-\mu)^2/2\sigma^2} \, dt,$$

where $\theta = (\mu, \sigma^2)$. Let $\theta_0 = (\mu_0, \sigma_0^2)$ denote the true value of the vector of unknown parameters $\theta$. We assume that, for each $\frac{1}{n} \leq t \leq 1$, $\theta$ is estimated by a sequence $\{\hat{\theta}_{[nt]}\}$, of maximum likelihood estimators based on the sample $X_1, \ldots, X_{[nt]}$.

It is known that

$$(3.2.1) \quad \hat{\theta}_{[nt]} = (\bar{X}_{[nt]}, S_{[nt]}^2),$$

where

(a) $\bar{X}_{[nt]} = \frac{1}{[nt]} \sum_{i=1}^{[nt]} X_i$, and (b) $S_{[nt]}^2 = \frac{1}{[nt]} \sum_{i=1}^{[nt]} (X_i - \bar{X}_{[nt]})^2$.

Adding and subtracting $\mu_0$ we get, after a short calculation,

$$S_{[nt]}^2 = \frac{1}{[nt]} \sum_{i=1}^{[nt]} [(X_i - \mu_0) + (\mu_0 - \bar{X}_{[nt]})]^2$$

$$= \frac{1}{[nt]} \sum_{i=1}^{[nt]} (X_i - \mu_0)^2 - (\bar{X}_{[nt]} - \mu_0)^2$$

Hence,

$$[nt]^\frac{1}{4} (\hat{\theta}_{[nt]} - \theta_0) = [nt]^\frac{1}{4} \left( \bar{X}_{[nt]} - \mu_0, \frac{1}{[nt]} \sum_{i=1}^{[nt]} (X_i - \mu_0)^2 - \sigma_0^2 \right)$$

$$- [nt]^\frac{1}{4} (0, (\bar{X}_{[nt]} - \mu_0)^2)$$

$$= \left( [nt]^{-\frac{1}{2}} \sum_{i=1}^{[nt]} (X_i - \mu_0), [nt]^{-\frac{1}{2}} \sum_{i=1}^{[nt]} [(X_i - \mu_0)^2 - \sigma_0^2] \right)$$

$$- (0, [nt]^{-\frac{1}{2}} (\bar{X}_{[nt]} - \mu_0)^2),$$
i.e., for each $\frac{1}{n} \leq t \leq 1$, (3.1.2) holds with

\[(3.2.2) \quad l(x, \theta_0) := (l_1(x, \theta_0), l_2(x, \theta_0)) = (x - \mu_0, (x - \mu_0)^2 - \sigma_0^2)\]

and

\[(3.2.3) \quad \epsilon_{1n}(t) = \left(0, -[nt]^{1/2} (\tilde{X}_{[nt]} - \mu_0)^2 \right) \).

The process $\hat{\beta}_n(x, t)$ defined in (3.1.1) will be approximated, in $|| \cdot /q ||$-metrics, for the class of weight functions $Q$ as used in Chapter 2, by the sequence of Gaussian processes $\{G_n(x, t), 0 \leq t \leq 1, x \in \mathbb{R}\}$, where

\[(3.2.4) \quad G_n(x, t) = n^{-1/2} K(F(x; \theta_0), nt) - \left\{ \int l(x, \theta_0) d_x n^{-1/2} K(F(x; \theta_0), nt) \right\} \cdot \nabla \phi F(x; \theta_0)^T,

and $K(\cdot, \cdot)$ is a Kiefer process.

We note that, for each $n$, $G_n$ is a Gaussian process with mean zero and covariance function $E G_n(x, s) G_n(y, t) = (s \wedge t) \times \{\}$, where $\{\}$ equals the right-hand side of (1.2.4), with $n = m$.

We recall that $q : (0, 1) \rightarrow (0, \infty)$ is said to be positive on $(0, 1)$, if

\[(3.2.5) \quad \inf_{0 \leq t \leq 1} q(t) > 0 \text{ for all } 0 < \delta < 1,

$Q$ is the class of positive functions on $(0, 1]$ that are non-decreasing near 0, and

\[I_0(q, c) := \int_0^1 \frac{1}{t} e^{-c q^2(t)/t} dt, \quad c > 0.\]
We have the following result

**Theorem 3.2.1.** Let \( X_1, X_2, \ldots \) be a sequence of i.i.d. \( N(\mu, \sigma^2) \) random variables. Let \( \hat{\beta}_n(x, t) \) be the sequentially estimated normal empirical process defined as in (3.1.1), with \( \{\hat{\theta}_{[nt]}\} \) as in (3.2.1). Then, there exists a Kiefer process \( K(\cdot, \cdot) \) such that with the sequence of stochastic processes \( \{G_n(x, t), \ 0 \leq t \leq 1, \ x \in \mathbb{R}\} \), as in (3.2.4), and a weight function \( q \in \mathcal{Q} \) we have, as \( n \to \infty \),

(a) if

\[
I_0(q, c) < \infty \text{ for all } c > 0,
\]

then

\[
\sup_{0 < t \leq 1} \sup_{x \in \mathbb{R}} |\hat{\beta}_n(x, t) - G_n(x, t)|/q(t) = o_P(1),
\]

(b) if

\[
I_0(q, c) < \infty \text{ for some } c > 0,
\]

then

\[
\sup_{0 < t \leq 1} \sup_{x \in \mathbb{R}} |\hat{\beta}_n(x, t) - G_n(x, t)|/q(t) = O_P(1),
\]

(c) if (3.2.7) holds, then

\[
\sup_{0 < t \leq 1} \sup_{x \in \mathbb{R}} |\hat{\beta}_n(x, t)|/q(t) \xrightarrow{D} \sup_{0 < t \leq 1} \sup_{x \in \mathbb{R}} |G(x, t)|/q(t),
\]

where

\[
G(x, t) = K(F(x; \theta_0), t) - \left\{ \int l(x, \theta_0) d_x K(F(x; \theta_0), t) \right\} \cdot \nabla_\theta F(x; \theta_0)^T,
\]

For the proof of Theorem 3.2.1 we need the following lemmas:
Lemma 3.2.1. The series $\sum_{k=1}^{\infty} k^r e^{-\log^2 k/2}$ is convergent for any $r \in \mathbb{R}$.

Proof. Consider the function $\varphi(x) = x^r e^{-\log^2 x/2}$, $x \geq 1$. We have that its derivative $\varphi'(x) = x^{r-1} e^{-\log^2 x/2} (r - \log x)$. Hence, $\varphi(x)$ is a continuous, non-negative and decreasing function for all $x \geq e^r$. Furthermore,

$$
\int_{e^r}^{\infty} x^r e^{-\log^2 x/2} dx = \int_r^{\infty} e^{(r+1)u - \log^2 u/2} du = \int_r^{\infty} e^{(r+1)^2/2} e^{-(u-(r+1))^2/2} du
$$

$$
\leq e^{(r+1)^2/2} \int_{-\infty}^{\infty} e^{-(u-(r+1))^2/2} du = \sqrt{2\pi} e^{(r+1)^2/2},
$$

since $\frac{1}{\sqrt{2\pi}} e^{-(u-(r+1))^2/2}$ is the density of a $N((r+1), 1)$ random variable.

Thus, by the integral test for numerical series, $\sum_{k \geq e^r} k^r e^{-\log^2 k/2}$ is convergent, which implies the result.  

For the vector-valued function $l(x, \theta_0)$ in (3.2.2) and $F(x; \theta_0)$, the distribution function of a $N(\mu_0, \sigma_0^2)$ random variable, we have

Lemma 3.2.2. The series $\sum_{k=1}^{\infty} k^{-1} \int_{|x| > \log k} l^2_{1}(x, \theta_0) d_x F(x; \theta_0)$ is convergent for any $j = 1, 2$.

Proof. We may assume, without loss of generality, that $\theta_0 = (0, 1)$. Hence, in (3.2.2) we have $l(x, \theta_0) = (x, x^2 - 1)$ and the distribution function $F(x; \theta_0) \equiv \Phi(x)$, the distribution function of a standard normal random variable.

Thus,

\begin{equation}
\int_{|x| > \log k} l^2_{1}(x, \theta_0) d_x F(x; \theta_0) = \frac{1}{\sqrt{2\pi}} \int_{|x| > \log k} x^2 e^{-x^2/2} dx = \frac{2}{\sqrt{2\pi}} \int_{\log k}^{+\infty} x^2 e^{-x^2/2} dx
\end{equation}

$$
= 2 \left( 1 - \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\log k} x^2 e^{-x^2/2} dx \right).
$$
Using integration by parts, we get

\[
\frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\log k} x^2 e^{-x^2/2} dx = \frac{1}{\sqrt{2\pi}} \left[ -x e^{-x^2/2} \right]_{-\infty}^{\log k} + \int_{-\infty}^{\log k} e^{-x^2/2} dx
\]

\[
= \Phi(\log k) - \frac{1}{\sqrt{2\pi}} \log k e^{-\log^2 k/2}.
\]

Putting this in (3.2.9) we get

\[
\frac{1}{\sqrt{2\pi}} \int_{|x|>\log k} x^2 e^{-x^2/2} dx = 2 \left[ 1 - \Phi(\log k) + \frac{1}{\sqrt{2\pi}} \log k e^{-\log^2 k/2} \right]
\]

\[
\leq \frac{2}{\sqrt{2\pi}} \left[ e^{-\log^2 k/2} + \log k e^{-\log^2 k/2} \right]
\]

for any \(k \geq 2\), by the well known estimation (cf. Feller, 1968, p. 175),

\[(3.2.10) \quad 1 - \Phi(x) \leq \frac{1}{\sqrt{2\pi x}} e^{-x^2/2}, \quad x > 0.\]

Hence,

\[
\sum_{k=1}^{\infty} k^{-1} \int_{|x|>\log k} l_1^2(x, \theta_0) d_x F(x; \theta_0) = \sum_{k=1}^{\infty} k \frac{1}{\sqrt{2\pi}} \int_{|x|>\log k} x^2 e^{-x^2/2} dx
\]

\[(3.2.11) \quad \leq 2(1 - \Phi(0)) + 2 \sum_{k=2}^{\infty} k^{-1} \left[ e^{-\log^2 k/2} + \log k e^{-\log^2 k/2} \right]
\]

\[
\leq 2(1 - \Phi(0)) + 4 \sum_{k=2}^{\infty} e^{-\log^2 k/2} < \infty,
\]

by Lemma 3.2.1, with \(r = 0\).

On the other hand,

\[(3.2.12) \quad \int_{|x|>\log k} l_2^2(x, \theta_0) d_x F(x; \theta_0) = \frac{1}{\sqrt{2\pi}} \int_{|x|>\log k} (x^2 - 1)^2 e^{-x^2/2} dx
\]
\[ \leq \frac{1}{\sqrt{2\pi}} \int_{|x|>\log k} (x^4 + 1) e^{-x^2/2} dx = \frac{2}{\sqrt{2\pi}} \int_{\log k}^{\infty} (x^4 + 1) e^{-x^2/2} dx. \]

Using integration by parts we get,

\[
\frac{2}{\sqrt{2\pi}} \int_{\log k}^{\infty} x^4 e^{-x^2/2} dx = \frac{2}{\sqrt{2\pi}} \left[ -x^3 e^{-x^2/2} \bigg|_{\log k}^{+\infty} + 3 \int_{\log k}^{+\infty} x^2 e^{-x^2/2} dx \right] \]

\[
= \frac{2}{\sqrt{2\pi}} \log^3 k e^{-\log^2 k/2} + \frac{3}{\sqrt{2\pi}} \int_{|x|>\log k} x^2 e^{-x^2/2} dx. \tag{3.2.13}
\]

Also, for \( k \geq 2 \), by (3.2.10),

\[
\frac{2}{\sqrt{2\pi}} \int_{\log k}^{\infty} e^{-x^2/2} dx = 2 \left[ 1 - \Phi(\log k) \right]
\]

\[
\leq \frac{2}{\sqrt{2\pi} \log k} e^{-\log^2 k/2} \leq 2 e^{-\log^2 k/2}. \tag{3.2.14}
\]

Hence, from (3.2.12), (3.2.13) and (3.2.14), we have,

\[
\sum_{k=2}^{\infty} k^{-1} \int_{|x|>\log k} l_2^2(x, \theta_0) d_x F(x; \theta_0) \leq \sum_{k=2}^{\infty} k^{-1} \frac{1}{\sqrt{2\pi}} \int_{|x|>\log k} (x^4 + 1) e^{-x^2/2} dx
\]

\[
\leq \sum_{k=2}^{\infty} k^{-1} \left( \frac{2}{\sqrt{2\pi}} \log^3 k e^{-\log^2 k/2} + \frac{3}{\sqrt{2\pi}} \int_{|x|>\log k} x^2 e^{-x^2/2} dx + 2 e^{-\log^2 k/2} \right)
\]

\[
\leq \sum_{k=2}^{\infty} k^{-1} \left( k^3 e^{-\log^2 k/2} + \frac{3}{\sqrt{2\pi}} \int_{|x|>\log k} x^2 e^{-x^2/2} dx \right). \tag{3.2.15}
\]

By (3.2.11) and Lemma 3.2.1, with \( r = 2 \), we have that the latter series is convergent; and, since \( \frac{1}{\sqrt{2\pi}} \int (x^4 + 1) e^{-x^2/2} dx < \infty \), the results follows. \( \blacksquare \)

Introduce the following
(3.2.15) \[
\varepsilon_{2n}(F(x; \theta_0), t) = n^{-1/2} \sum_{i=1}^{[nt]} (1\{X_i \leq x\} - F(x; \theta_0)) - n^{-1/2} K(F(x; \theta_0), nt)
\]
and

(3.2.16) \[
L_n(t) = \int l(x, \theta_0) dx \varepsilon_{2n}(F(x; \theta_0), t),
\]
where $K(\cdot, \cdot)$ is a Kiefer process.

**Lemma 3.2.3.** Let $X_1, X_2, \ldots$ be a sequence of i.i.d. r.v.'s with distribution function given by

\[
F(x; \theta_0) = \frac{1}{\sqrt{2\pi}\sigma_0} \int_{-\infty}^{x} e^{-(t-\mu_0)^2/2\sigma_0^2} dt,
\]
where $\theta_0 = (\mu_0, \sigma_0^2)$. Then, for any function $q$, positive on $(0, 1]$ and such that \( \lim_{t\to0} t^{1/2}/q(t) = 0 \), we have, as $n \to \infty$,

\[
\sup_{\frac{1}{n} \leq t \leq 1} ||L_n(t)||/q(t) \longrightarrow 0 \text{ in probability.}
\]

**Proof.** Let $u_n(t) = \log(nt)$, $\frac{1}{n} \leq t \leq 1$, $n \geq 1$. Hence,

\[
L_n(t) = \int_{|x| \leq u_n(t)} l(x, \theta_0) dx \left[ n^{-1/2} \sum_{i=1}^{[nt]} (1\{X_i \leq x\} - F(x; \theta_0)) - n^{-1/2} K(F(x; \theta_0), nt) \right]
\]

(3.2.17)

\[
\quad + \int_{|x| > u_n(t)} l(x, \theta_0) dx n^{-1/2} \sum_{i=1}^{[nt]} (1\{X_i \leq x\} - F(x; \theta_0))
\]

\[- \int_{|x| > u_n(t)} l(x, \theta_0) dx n^{-1/2} K(F(x; \theta_0), nt)
\]

\[:= L_{1n}(t) + L_{2n}(t) - L_{3n}(t).\]
Let $0 < \delta < 1$ be fixed. Using integration by parts, for each $i = 1, 2$, we have

$$
\sup_{\delta \leq t \leq 1} ||L_{1n}(t)||/q(t) \leq \left\{ \sup_{\delta \leq t \leq 1} ||l(x, \theta_0) \varepsilon_{2n}(F(x; \theta_0), t) \rvert_{x = y_{n}(t)} \rvert_{x = -y_{n}(t)} \right\} + \sup_{\delta \leq t \leq 1} \int_{-y_{n}(t)}^{y_{n}(t)} \varepsilon_{2n}(F(x; \theta_0), t) d_{x} l(x, \theta_0)|| \times (\inf_{\delta \leq t \leq 1} q(t))^{-1}.
$$

Since $q$ is positive on $(0, 1]$, $\inf_{\delta \leq t \leq 1} q(t) > 0$; and, by (3.2.2),

$$
l(x, \theta_0)\varepsilon_{n}(t)_{-y_{n}(t)} = (x - \mu_0, (x - \mu_0)^2 - \sigma_0^2) \mid_{-y_{n}(t)} = (2u_n(t), -4\mu_0 u_n(t))
$$

(3.2.18) \quad = (2 \log(nt), -4\mu_0 \log(nt)).

By Theorem 1.1.B, as $(nt) \to \infty$,

$$
\sup_{x \in \mathbb{R}} \mid \varepsilon_{2n}(F(x; \theta_0), t) \mid \leq O(n^{-1/2} \log^2(nt)).
$$

Hence,

$$
\sup_{\delta \leq t \leq 1} ||l(x, \theta_0)\varepsilon_{2n}(F(x; \theta_0), t) \rvert_{x = y_{n}(t)} \rvert_{x = -y_{n}(t)} || + \sup_{\delta \leq t \leq 1} \int_{-y_{n}(t)}^{y_{n}(t)} \varepsilon_{2n}(x, \theta_0), t) d_{x} l(x, \theta_0)|| \leq n^{-1/2} \log^3(nt) \leq n^{-1/2} \log^3 n \to 0, \text{ as } n \to \infty.
$$

Thus,

$$
\sup_{\delta \leq t \leq 1} ||L_{1n}(t)||/q(t) \leq o(1), \text{ as } n \to \infty.
$$

On the other hand, arguing as above,

$$
\sup_{\delta \leq t \leq 6} ||L_{1n}(t)||/q(t) \leq \sup_{\delta \leq t \leq 6} t^{1/2}/q(t) \sup_{\delta \leq t \leq 6} ||L_{1n}(t)||/t^{1/2}
$$

$$
= \sup_{0 < t \leq \delta} \frac{\log^3(nt)}{t^{1/2} \sup_{\delta \leq t \leq 6} (nt)^{1/2}} \leq M \sup_{0 < t \leq \delta} t^{1/2}/q(t) \text{ for some } M > 0, \text{ and all } n \geq 1.
$$
Now, since $q$ is such that $\lim_{t \to 0} t^{1/2}/q(t) = 0$, by taking $\delta > 0$ sufficiently small, we get that

$$ \sup_{\frac{1}{t} \leq t \leq \delta} ||L_{1n}(t)||/q(t) = o(1), \text{ as } n \to \infty. $$

Let again $0 < \delta < 1$ be fixed. Given $\epsilon > 0$, we have, by (3.2.17), that

$$ P\left\{ \sup_{\frac{1}{t} \leq t \leq \delta} ||L_{2n}(t)||/q(t) > \epsilon \right\} = P\left\{ \sup_{\frac{1}{t} \leq t \leq \delta} \frac{||L_{2n}(t)||}{t^{1/2}} \sup_{\frac{1}{t} \leq t \leq \delta} t^{1/2}/q(t) > \epsilon \right\} $$

$$ \leq P\left\{ \max_{1 \leq [nt] \leq [n\delta]} \left| |nt|^{-1/2} \sum_{i=1}^{[nt]} l(x, \theta_0)dx \left( \{X_i \leq x \} - F(x; \theta_0) \right) \right| > \epsilon \left( \sup_{\frac{1}{t} \leq t \leq \delta} t^{1/2}/q(t) \right)^{-1} \right\}. $$

Since

$$ E\left( \int_{|z| > \log k} l_j(z, \theta_0)dx \left( \{X_i \leq x \} - F(x; \theta_0) \right) \right) = 0, $$

and

$$ E\left( \int_{|z| > \log k} l_j(z, \theta_0)dx \left( \{X_i \leq x \} - F(x; \theta_0) \right) \right)^2 \leq \int_{|z| > \log k} l_j^2(z, \theta_0)dx F(x; \theta_0) $$

for each $j = 1, 2$, we have, by the Hájek-Rényi inequality (cf. Appendix A.1, Theorem A.1.2),

$$ P\left\{ \sup_{\frac{1}{t} \leq t \leq \delta} ||L_{2n}(t)||/q(t) > \epsilon \right\} $$

(3.2.19)

$$ \leq \left( \sup_{\frac{1}{t} \leq t \leq \delta} t^{1/2}/q(t) \right)^2 \frac{1}{\epsilon^2} \sum_{j=1}^{2} \sum_{k=1}^{n} k^{-1} \int_{|z| > \log k} l_j^2(z, \theta_0)dx F(x; \theta_0). $$

By Lemma 3.2.2 and the fact that $\lim_{t \to 0} t^{1/2}/q(t) = 0$, we have, by taking $\delta > 0$ sufficiently small, that, as $n \to \infty$, 

\[ \sup_{\frac{1}{n} \leq t \leq 1} \frac{\|L_{2n(t)}\|}{q(t)} = o_P(1). \]

On the other hand, by Kolmogorov's inequality (cf. Appendix A.1, Theorem A.1.1),

\[ (3.2.20) \]

\[ P \left\{ \sup_{\frac{1}{n} \leq t \leq 1} \frac{\|L_{2n(t)}\|}{q(t)} > \varepsilon \right\} \]

\[ \leq P \left\{ \max_{\frac{1}{n} \leq t \leq \frac{1}{n}} \left\| \sum_{i=1}^{[nt]} \int_{|x| > \log(nt)} l(x, \theta_0) \, dx \left( 1\{X_i \leq x\} - F(x; \theta_0) \right) \right\| \right. \]

\[ \left. > 2\varepsilon n^{1/2} \inf_{\frac{1}{n} \leq t \leq 1} q(t) \right\} \]

\[ \leq \left( \inf_{\frac{1}{n} \leq t \leq 1} q(t) \right)^{-2} \frac{1}{\varepsilon^2} \sum_{j=1}^{2} \sum_{k=\lceil \frac{nt}{k} \rceil}^{n} k^{-1} \int_{|x| > \log k} l_j^2(x, \theta_0) \, dx F(x; \theta_0). \]

Now, by (3.2.5) and Lemma 3.2.2, we have that

\[ \sup_{\frac{1}{n} \leq t \leq 1} \frac{\|L_{2n(t)}\|}{q(t)} = o_P(1), \text{ as } n \to \infty. \]

Since for each \( n \geq 1 \) and \( \frac{1}{n} \leq t \leq 1 \),

\[ n^{-1/2} K(u, nt) \overset{d}{=} \left( \frac{t}{\lceil nt \rceil} \right)^{1/2} \sum_{i=1}^{\lfloor nt \rfloor} B_i(u), \quad 0 \leq u \leq 1, \]

where \( \{B_i\}_{i=1}^{\lfloor nt \rfloor} \) is a family of independent Brownian bridges, it can be easily shown that, for each \( j = 1, 2, \ldots \),

\[ E \left( \int_{|x| > \log k} l_j(x, \theta_0) \, dx \, n^{-1/2} K(F(x; \theta_0), nt) \right) = 0, \]

\[ E \left( \int_{|x| > \log k} l_j(x, \theta_0) \, dx \, n^{-1/2} K(F(x; \theta_0), nt) \right)^2 \leq \int_{|x| > \log k} l_j^2(x, \theta_0) \, dx \, F(x; \theta_0). \]
and that we have the same inequalities (3.2.19) and (3.2.20) for $L_3n(t)$. Thus,

$$\sup_{\frac{1}{n} \leq t \leq 1} ||L_3n(t)||/q(t) = o_P(1), \text{ as } n \to \infty. \quad \blacksquare$$

**Proof of Theorem 3.2.1.** By (3.1.1) and a one-term Taylor expansion around $\theta_0$, we get

$$\hat{\beta}_n(x, t) = n^{-1/2} \sum_{i=1}^{[nt]} (1 \{X_i \leq x\} - F(x; \theta_0) - [nt]n^{-1/2}(F(x; \hat{\theta}_{[nt]}) - F(x; \theta_0))$$

(3.2.21)

$$= n^{-1/2} \sum_{i=1}^{[nt]} (1 \{X_i \leq x\} - F(x; \theta_0)) + n^{-1/2}[nt]^{1/2} \epsilon_3n(x, t)$$

$$- n^{-1/2}[nt](\hat{\theta}_{[nt]} - \theta_0).\nabla_\theta F(x; \theta_0)^T,$$

where

(3.2.22) \[ \epsilon_3n(x, t) = [nt]^{1/2}(\hat{\theta}_{[nt]} - \theta_0).((\nabla_\theta F(x; \theta_0)^T - \nabla_\theta F(x; \hat{\theta}_{[nt]})^T), \]

and

(3.2.23) \[ \sup_{0 \leq t \leq 1} ||\hat{\theta}_{[nt]} - \theta_0|| \leq \sup_{0 \leq t \leq 1} ||\hat{\theta}_{[nt]} - \theta_0||. \]

Since $E l(X_i, \theta_0) = 0$, by (3.1.2), we have,

$$n^{-1/2}[nt](\hat{\theta}_{[nt]} - \theta_0) = n^{-1/2} \sum_{i=1}^{[nt]} l(X_i, \theta_0) + n^{-1/2}[nt]^{1/2} \epsilon_1n(t)$$

(3.2.24) \[ = n^{-1/2} \sum_{i=1}^{[nt]} \int l(x, \theta_0) d_x 1 \{X_i \leq x\} + n^{-1/2}[\cdot]^{1/2} \epsilon_1n(t) \]
\[
\begin{align*}
= & \int l(x, \theta_0) \, dx \, n^{-1/2} \sum_{i=1}^{[nt]} \left( 1\{X_i \leq x\} - F(x; \theta_0) \right) + n^{-1/2}[nt]^{1/2} \epsilon_{1n}(t) \\
= & \int l(x, \theta_0) \, dx \, n^{-1/2} K(F(x; \theta_0), nt) + L_n(t) + n^{-1/2}[nt]^{1/2} \epsilon_{1n}(t),
\end{align*}
\]

where $L_n(t)$ is as in Lemma 3.2.3, and $K(\cdot, \cdot)$ is the same Kiefer process as that of Theorem 2.1.A (cf. also Remark 2.1.2). Hence, putting (3.2.24) in (3.2.21) we have,

\[
\begin{align*}
\hat{\beta}_n(x, t) &= n^{-1/2} \sum_{i=1}^{[nt]} \left( 1\{X_i \leq x\} - F(x; \theta_0) \right) - n^{-1/2} K(F(x; \theta_0), nt) \\
&\quad + G_n(x, t) + n^{-1/2}[nt]^{1/2} \epsilon_{3n}(x, t) - L_n(t).\nabla \varphi F(x; \theta_0)^T \\
&+ n^{-1/2}[nt]^{1/2} \epsilon_{1n}(t).\nabla \varphi F(x; \theta_0)^T,
\end{align*}
\]

(3.2.25)

where $G_n(x, t)$ is as in (3.2.4).

We first assume only that $q$ is positive on $(0, 1)$ and such that $\lim_{t \to 0} t^{1/2}/q(t) = 0$. Let $0 < \delta < 1$ be fixed. By (3.2.1)(a), (3.2.3) and the fact that $\sup_{\delta \leq t \leq 1} n^{-1/2}[nt]^{1/2} \leq 1$, we have

\[
\sup_{\delta \leq t \leq 1} \frac{n^{-1/2}[nt]^{1/2}}{q(t)} ||\varepsilon_{1n}(t)|| \leq \left( \inf_{\delta \leq t \leq 1} q(t) \right)^{-1} \sup_{[n\delta] \leq [nt] \leq n} \left( [nt]^{-3/4} \sum_{i=1}^{[nt]} (X_i - \mu_0) \right)^2.
\]

Let $S_k = \sum_{i=1}^{k} (X_i - \mu_0)$. By the Hájek-Rényi inequality, given $\epsilon > 0$,

\[
P\left\{ \sup_{[n\delta] \leq k \leq n} k^{-3/4} |S_k| \geq \epsilon \right\} \leq \frac{\sigma^2_0}{\epsilon^2} \sum_{k=[n\delta]}^{n} \frac{1}{k^{3/2}} \to 0, \text{ as } n \to \infty,
\]

i.e.

\[
\sup_{\delta \leq t \leq 1} ||\varepsilon_{1n}(t)|| = o_P(1), \text{ as } n \to \infty.
\]

(3.2.26)
Thus, since \( q \) is positive on \((0, 1]\), by (3.2.5) and (3.2.6), we have that, as \( n \to \infty \),

\[
(3.2.27) \quad \sup_{\frac{1}{n} \leq t \leq \delta} n^{-1/2}[nt]^{1/2}||\varepsilon_{1n}(t)||/q(t) = o_P(1).
\]

On the other hand, since \([nt] \leq nt\), by (3.2.1)(a) and (3.2.3), we have

\[
\sup_{\frac{1}{n} \leq t \leq \delta} \frac{n^{-1/2}[nt]^{1/2}}{q(t)} ||\varepsilon_{1n}(t)|| \leq \sup_{\frac{1}{n} \leq t \leq \delta} t^{1/2}/q(t) \sup_{1 \leq [nt] \leq [n\delta]} \left( [nt]^{-3/4} \sum_{i=1}^{[nt]} (X_i - \mu_0) \right)^2.
\]

We note that, for \( S_k = \sum_{i=1}^{k} (X_i - \mu_0) \), and any \( C > 0 \), by Kolmogorov's inequality,

\[
P\left\{ \sup_{1 \leq k \leq [n\delta]} |S_k| \geq C \right\} \leq \frac{\sigma_0^2}{C^2} \sum_{k=1}^{n} \frac{1}{k^{3/2}}.
\]

Thus, as \( n \to \infty \),

\[
(3.2.28) \quad \sup_{\frac{1}{n} \leq t \leq \delta} ||\varepsilon_{1n}(t)|| = O_P(1).
\]

Now, by the assumption that \( \lim_{t \to 0} t^{1/2}/q(t) = 0 \), we have, by taking \( \delta > 0 \) sufficiently small,

\[
(3.2.29) \quad \sup_{\frac{1}{n} \leq t \leq \delta} \sup_{x \in \mathbb{R}} n^{-1/2}[nt]^{1/2}||\varepsilon_{1n}(t)||/q(t) = o_P(1), \text{ as } n \to \infty.
\]

Furthermore, since the vector \( \nabla_\theta F(x; \theta_0) \) is uniformly bounded in \( x \), we have, from (3.2.27) and (3.2.29), that, as \( n \to \infty \),

\[
(3.2.30) \quad \sup_{\frac{1}{n} \leq t \leq 1} \sup_{x \in \mathbb{R}} n^{-1/2}[nt]^{1/2}|c_{1n}(t) \cdot \nabla_\theta F(x; \theta_0)^\top|/q(t) = o_P(1).
\]
We note that, for each \( \frac{1}{n} \leq t \leq 1 \), by (3.1.2),

\[
\hat{\theta}_{[nt]} - \theta_0 = [nt]^{-1} \sum_{i=1}^{[nt]} \ell(X_i, \theta_0) + [nt]^{-1/2} \varepsilon_{1n}(t).
\]

(3.2.31)

Let \( 0 < \delta < 1 \) be fixed, and put \( T_k = \sum_{i=1}^{k} \ell(X_i, \theta_0) \). By (3.2.2), \( E\ell(X_i, \theta_0) = 0 \), coordinate-wise, and, hence, \( T_k \) is a partial sum of i.i.d. random variables with mean zero: By the Hájek-Rényi inequality, given \( \varepsilon > 0 \),

\[
P\left\{ \sup_{n \delta \leq k \leq n} k^{-1} |T_k| \geq \varepsilon \right\} \leq \frac{M}{\varepsilon^2} \sum_{k=\lfloor n \delta \rfloor}^{n} \frac{1}{k^2},
\]

for some \( M > 0 \). Thus, by (3.2.26) and (3.2.31),

(3.2.32)

\[
\sup_{\delta \leq t \leq 1} ||\hat{\theta}_{[nt]} - \theta_0|| = o_P(1), \text{ as } n \to \infty.
\]

Also, for any \( C > 0 \), by Kolmogorov's inequality,

\[
P\left\{ \sup_{1 \leq k \leq \lfloor n \delta \rfloor} k^{-1} |T_k| \geq C \right\} \leq \frac{M}{C^2} \sum_{k=1}^{n} \frac{1}{k^2},
\]

and, thus, by (3.2.28) and (3.2.31),

(3.2.33)

\[
\sup_{\frac{1}{n} \leq t \leq \delta} ||\hat{\theta}_{[nt]} - \theta_0|| = O_P(1), \text{ as } n \to \infty.
\]

Since \( \nabla_\theta F(x; \theta_0) \) is uniformly continuous in \( x \) and \( \theta \in \Lambda \), where \( \Lambda \) is the closure of a neighbourhood of \( \theta_0 \), we get, by (3.2.23) and (3.2.32), that

(3.2.34)

\[
\sup_{\delta \leq t \leq 1} ||\nabla_\theta F(x; \theta_0)^T - \nabla_\theta F(x; \hat{\theta}_{[nt]})^T|| = o_P(1), \text{ as } n \to \infty.
\]

From (5.1.2) and (3.2.3), by the Central Limit Theorem and the Hájek-Rényi inequality, we have
\[
\sup_{0 \leq t \leq 1} \|\left(\frac{\sqrt{n}}{\sqrt{t}}(\hat{\theta}_{nt} - \theta_0)\right)\| \leq \sup_{0 \leq t \leq 1} \|\left(\frac{\sqrt{n}}{\sqrt{t}}(X_i, \theta_0)\right)\| + \sup_{0 \leq t \leq 1} \|\varepsilon_{1n}(t)\|
\]

(3.2.35)

\[
\leq \left[n\delta\right]^{-1/2} \sum_{i=1}^{n} \|t(X_i, \theta_0)\| + \sup_{0 \leq t \leq 1} \|\varepsilon_{1n}(t)\|
\]

\[
= O_P(1) + o_P(1) = O_P(1), \text{ as } n \to \infty.
\]

Thus, from (3.2.22), we have, by (3.2.34) and (3.2.35), as \(n \to \infty\),

(3.2.36)

\[
\sup_{\delta \leq t \leq 1} \sup_{x \in \mathbb{R}} \|\varepsilon_{3n}(x, t)\| = o_P(1).
\]

Now, since \(\sup_{\delta \leq t \leq 1} n^{-1/2}[nt]^{1/2} \leq 1\) and, by (3.2.5), \((\inf_{\delta \leq t \leq 1} q(t))^{-1} < \infty\), we have that, as \(n \to \infty\),

(3.2.37)

\[
\sup_{\delta \leq t \leq 1} \sup_{x \in \mathbb{R}} n^{-1/2}[nt]^{1/2}\|\varepsilon_{3n}(x, t)\|/q(t) = o_P(1).
\]

On the other hand, after a one-term Taylor expansion around \(\theta_0\), we have

\[
\left[nt\right]^{1/2} (\hat{\theta}_{nt} - \theta_0) \cdot (\nabla_{\theta} F(x; \theta_0)^T - \nabla_{\theta} F(x; \hat{\theta}_{nt})^T)
\]

(3.2.38)

\[
= \left[nt\right]^{1/2} (\hat{\theta}_{nt} - \theta_0) F''_{\theta\theta}(x; \hat{\theta}_{nt})(\hat{\theta}_{nt} - \theta_0)^T,
\]

where

\[
F''_{\theta\theta}(x; \alpha) = \begin{pmatrix}
\frac{\partial^2 F}{\partial \mu^2}(x; \alpha) & \frac{\partial^2 F}{\partial \sigma^2 \partial \mu}(x; \alpha) \\
\frac{\partial^2 F}{\partial \sigma^2 \partial \mu}(x; \alpha) & \frac{\partial^2 F}{\partial (\sigma^2)^2}(x; \alpha)
\end{pmatrix},
\]

and

(3.2.39)

\[
\sup_{0 \leq t \leq 1} \|\hat{\theta}_{nt} - \theta_0\| \leq \sup_{0 \leq t \leq 1} \|\hat{\theta}_{nt} - \theta_0\|.
\]
Furthermore, by (3.2.23),

\[(3.2.40) \quad [nt]^{1/2} \left| (\hat{\theta}_{[nt]} - \theta_0) F''_{\theta\theta}(x; \tilde{\theta}_{[nt]}) (\hat{\theta}_{[nt]} - \theta_0)^T \right| \leq 4 \|[nt]^{1/4}(\hat{\theta}_{[nt]} - \theta_0)\|^2 \|[F''_{\theta\theta}(x; \tilde{\theta}_{[nt]})]\|,\]

where \( \| \begin{pmatrix} \alpha_1 \\
\alpha_3 \\
\alpha_4 \end{pmatrix} \| = \max_{1 \leq i \leq 4} |\alpha_i| \).

Now, by (3.2.31),

\[ [nt]^{1/4}(\hat{\theta}_{[nt]} - \theta_0) = [nt]^{-3/4} \sum_{i=1}^{[nt]} l(X_i, \theta_0) + [nt]^{-1/4} \epsilon_1 n(t), \]

and, hence, by the Hájek-Rényi inequality (cf. (3.2.33)) and (3.2.28),

\[ \sup_{1 \leq t \leq 6} [nt]^{1/4} \|[\hat{\theta}_{[nt]} - \theta_0]\| = O_P(1), \text{ as } n \to \infty. \]

Since each component of the matrix \( F''_{\theta\theta}(x; \theta) \) is uniformly bounded in \( x \) and \( \theta \in \Lambda \), where \( \Lambda \) is a neighbourhood of \( \theta \), by (3.2.23) and (3.2.39), we have

\[ \sup_{1 \leq t \leq 6} \sup_{x \in \mathbb{R}} \|[F''_{\theta\theta}(x; \tilde{\theta}_{[nt]})]\| = O_P(1), \text{ as } n \to \infty. \]

Finally, since \( [nt] \leq nt \), \( \sup_{1 \leq t \leq 6} t^{1/2} / q(t) \leq \sup_{0 < t \leq 6} t^{1/2} / q(t) \) and \( \lim_{t \to 10} t^{1/2} / q(t) = 0 \), we have,

\[(3.2.41) \quad \sup_{1 \leq t \leq 6} [nt]^{-1/2} |\epsilon_{3n}(x, t)| / q(t) = o_P(1), \text{ as } n \to \infty. \]

Now, by (3.2.37) and (3.2.41), we have

\[(3.2.42) \quad \sup_{1 \leq t \leq 6} [nt]^{-1/2} |\epsilon_{3n}(x, t)| / q(t) = o_P(1), \text{ as } n \to \infty. \]
It is clear from (3.2.25) that, by (3.2.30), (3.2.42), Lemma 3.2.3 and the proof of Theorem 2.1.A (cf. (2.1.8)), what we have shown so far is that for any \( q \) positive on \((0, 1]\) and such that \( \lim_{t \to 0} t^{1/2}/q(t) = 0 \), as \( n \to \infty \),

\[
\sup_{0 < t \leq 1} \sup_{x \in \mathbb{R}} |\hat{\beta}_n(x, t) - \mathcal{G}_n(x, t)|/q(t) = o(1),
\]

where

\[
\mathcal{G}_n(x, t) = \begin{cases} 
G_n(x, t), & x \in \mathbb{R}, \frac{1}{n} \leq t \leq 1, \\
0, & \text{elsewhere.}
\end{cases}
\]

By definition,

\[
\hat{\beta}_n(x, t) = 0 \text{ for all } x \in \mathbb{R} \text{ and } 0 < t < \frac{1}{n}.
\]

Hence, to prove (a) and (b), it suffices to show that

\[
\sup_{0 < t < \frac{1}{n}} \sup_{x \in \mathbb{R}} |G_n(x, t)|/q(t) = \begin{cases} 
o_P(1), & \text{if (3.2.6) holds,} \\
O_P(1), & \text{if (3.2.7) holds.}
\end{cases}
\]

To this end, let

\[
M(\theta_0) = E\{l(X, \theta_0)^\top l(X, \theta_0)\},
\]

where \( l(\cdot, \theta_0) \) is as in (3.2.2). Since \( M(\theta_0) \), is nonnegative definite, there is a nonsingular matrix \( D(\theta_0) \) such that

\[
D(\theta_0)^\top M(\theta_0) D(\theta_0) = I,
\]

where \( I \) is the 2 \times 2 identity matrix.
Since, \( E l(X_i, \theta_0) = 0 \), we have that, for each \( n \geq 1 \) and \( 0 \leq s, t \leq 1 \) (cf. (A.2.6)),

\[
(3.2.48) \quad E \{ \int l(x, \theta_0) \, d_x \, n^{-1/2} K(F(x; \theta_0), ns) \} \cdot \{ \int l(y, \theta_0) \, d_y \, n^{-1/2} K(F(y; \theta_0), nt) \} = (t \wedge s) M(\theta_0).
\]

Hence, from (3.2.4), we have that

\[
(3.2.49) \quad G_n(x, t) = n^{-1/2} K(F(x; \theta_0), nt) - n^{-1/2} W(nt) \cdot D(\theta_0)^{-1} \cdot \nabla \theta F(x; \theta_0)^T,
\]

where

\[
(3.2.50) \quad n^{-1/2} W(nt) = \int l(x, \theta_0) \, d_x \, n^{-1/2} K(F(x; \theta_0), nt) \cdot D(\theta_0)
\]

is a vector valued Wiener process with covariance function given by \( t \wedge s \) multiplied by (3.2.47), for each \( n \geq 1 \).

Next, we have that, since

\[
\sup_{0 < t \leq 1} \left| n^{-1/2} W(nt) \right| / q(t) \overset{P}{=} \sup_{0 < t \leq 1} \left| W(t) \right| / q(t),
\]

for each \( n \geq 1 \), by Theorem 2.1.B (cf. our Remark 2.1.5),

\[
\sup_{0 < t < \frac{1}{n}} \left| n^{-1/2} W(nt) \right| / q(t) = \begin{cases} o_P(1), & \text{if (3.2.6) holds,} \\ O_P(1), & \text{if (3.2.7) holds.} \end{cases}
\]

Similarly, since, for each \( n \geq 1 \),

\[
(3.2.51) \quad \{ n^{-1/2} K(F(x; \theta_0), nt), \ 0 \leq t \leq 1, \ x \in \mathbb{R} \} \overset{D}{=} \{ K(F(x; \theta_0), t), \ 0 \leq t \leq 1, \ x \in \mathbb{R} \},
\]
we have that

$$\sup_{\frac{1}{n} < t \leq 1} \sup_{z \in \mathbb{H}} |n^{-1/2}K(F(x; \theta_0), nt)/q(t)| \overset{D}{=} \sup_{\frac{1}{n} < t \leq 1} \sup_{z \in \mathbb{H}} |K(F(x; \theta_0), t)/q(t)|.$$

By Lemma 2.1.A (cf. our Remark 2.1.4), we get, as \( n \to \infty \),

$$\sup_{\frac{1}{n} < t \leq 1} \sup_{z \in \mathbb{H}} |n^{-1/2}K(F(x; \theta_0), nt)|/q(t) = \begin{cases} o_P(1), & \text{if } (3.2.6) \text{ holds,} \\ O_P(1), & \text{if } (3.2.7) \text{ holds.} \end{cases}$$

Hence, \((3.2.45)\) holds and (a) and (b) follow.

As to the proof of (c), we note that, by \((3.2.4), (3.2.8)\) and \((3.2.51)\), for any \( n \geq 1 \),

\begin{equation}
(3.2.52) \quad \{G_n(x, t), 0 \leq t \leq 1, x \in \mathbb{R}\} \overset{D}{=} \{G(x, t), 0 \leq t \leq 1, x \in \mathbb{R}\}.
\end{equation}

Next, we note that, by \((3.2.43)\),

\begin{equation}
(3.2.53) \quad \lim_{n \to \infty} \left| P\left\{ \sup_{0 < t \leq 1} |\hat{\beta}_n(x, t)|/q(t) \leq x \right| - P\left\{ \sup_{\frac{1}{n} < t \leq 1} |G_n(x, t)|/q(t) \leq x \right| \right| = 0,
\end{equation}

for any \( x \in \mathbb{R} \). Also, with any function \( q \in \mathcal{Q} \) and such that \((3.2.7)\) holds, we have

$$\lim_{n \to \infty} P\left\{ \sup_{\frac{1}{n} < t \leq 1} |G(x, t)|/q(t) \leq x \right\} = P\left\{ \sup_{0 < t \leq 1} |G(x, t)|/q(t) \leq x \right\},$$

for any \( x \in \mathbb{R} \). This, together with \((3.2.52)\) and \((3.2.53)\), implies (c) \( \blacksquare \).
Corollary 3.2.1. Assuming the conditions of Theorem 3.2.1, we have, as \( n \to \infty \),

(a) if \( q \in \mathcal{Q} \) is such that (3.2.6) holds, then

\[
(3.2.54) \quad \hat{\theta}_n(x,t)/q(t) \xrightarrow{p} G(x,t)/q(t)
\]

in \( D(\mathbb{R} \times [0,1]) \).

(b) if \( q \) is positive on \((0,1]\), then (3.2.54) holds in \( D(\mathbb{R} \times [\delta,1]) \) for any \( 0 < \delta < 1 \).

Proof. (a) follows from Theorem 3.2.1 (a).

(b) By Theorem 3.2.1 (a) with \( q(t) \equiv 1 \), and (3.2.5). \( \blacksquare \)

3.3 Sequentially estimated normal empirical processes tied down at \( t=1 \).

When testing for the possibility of a change in distribution in a random sequence of chronologically ordered observations \( X_1, X_2, \ldots, X_n \), it is of interest to make use of test statistics based on comparing the empirical distribution function of the first \( k \) observations to that of the last \( n-k \) observations (cf. our Introduction for some discussion on the changepoint problem). For example, Picard (1985), and Deshayes and Picard (1986) consider

\[
(3.3.1) \quad \sup_{1 \leq k < n} \sup_{x \in \mathbb{R}} n^{1/2} \left| \frac{1}{k} \sum_{i=1}^{k} 1\{X_i \leq x\} - \frac{1}{n-k} \sum_{i=k+1}^{n} 1\{X_i \leq x\} \right| \quad \text{in} \quad \mathbb{R}.
\]

Since, given \( H_0 : X_1, \ldots, X_n \) are i.i.d., as \( n \to \infty \) we have

\[
\sup_{1 \leq k < n} \sup_{x \in \mathbb{R}} \left| \sum_{i=1}^{k} 1\{X_i \leq x\} - \frac{k}{n} \sum_{i=1}^{n} 1\{X_i \leq x\} \right| / \left[ n^{1/2} k \left( 1 - \frac{k}{n} \right) \right] \xrightarrow{p} \infty,
\]
and even

\[ \sup_{1 \leq k < n} \sup_{x \in \mathbb{R}} \left| \sum_{i=1}^{k} 1\{X_i \leq x\} - \frac{k}{n} \sum_{i=1}^{n} 1\{X_i \leq x\} \right| / \left[ n^{1/2} \left( \frac{k}{n} \frac{1 - k}{n} \right)^{1/2} \right] \to \infty, \]

in order to have the above test statistics converge in distribution to a nondegenerate random variable, we have to renormalize them somehow. We may, for example, wish to introduce weight functions which are less severe on the tails than \((k/n)(1 - k/n)\) is.

Just like tests based on the classical Kolmogorov-Smirnov statistic, the ones based on

\[(3.3.1^*)\]

\[ \sup_{1 \leq k < n} \sup_{x \in \mathbb{R}} \frac{k}{n} \left( 1 - \frac{k}{n} \right) n^{1/2} \left| \frac{1}{k} \sum_{i=1}^{k} 1\{X_i \leq x\} - \frac{1}{n-k} \sum_{i=k+1}^{n} 1\{X_i \leq x\} \right| \]

\[ = \sup_{1 \leq k < n} n^{-1/2} \left| \sum_{i=1}^{k} 1\{X_i \leq x\} - \frac{k}{n} \sum_{i=1}^{n} 1\{X_i \leq x\} \right| \]

should be more powerful for detecting changes that occur in the middle, namely near \(n/2\) where \(\frac{k}{n} (1 - \frac{k}{n})\) has its maximum, than for noticing the ones occurring near the endpoints 0 and \(n\). Thus, a weighted version of (3.3.1*) should emphasize changes which may have occurred near the endpoints, while retaining sensitivity to possible changes in the middle as well. To see what kind of weight functions are possible for the statistics in (3.3.1), or in (3.3.1*), Szyszkowicz (1991b, 1992b, 1994), and Csörgő and Szyszkowicz (1994) studied the asymptotic behaviour of the processes

\[(\alpha_n(s, t) - t\alpha_n(s, 1))/g(t), \quad 0 \leq s, t \leq 1\]
for a wide class of weight functions \( q \), where

\[
\alpha_n(F(x), t) = n^{-1/2} \sum_{i=1}^{[nt]} (1 \{F(X_i) \leq F(x)\} - F(x)),
\]

\[= \beta_n(x, t), \ 0 \leq t \leq 1, \ x \in \mathbb{R}.
\]

We note that, in our terminology, the process \( \{\beta_n(x, t), 0 \leq t \leq 1, x \in \mathbb{R}\} \) is defined as

\[
\beta_n(x, t) = n^{-1/2} \sum_{i=1}^{[nt]} (1 \{X_i \leq x\} - F(x; \theta_0)).
\]

We will call \( q \) a positive function on \((0, 1)\) if \( q : (0, 1) \rightarrow (0, \infty) \) is such that

\[
\inf_{\delta \leq t \leq 1-\delta} q(t) > 0 \text{ for all } 0 < \delta \leq 1/2.
\]

Let \( Q^* \) be the class of positive functions on \((0, 1)\) that are non-decreasing in a neighbourhood of 0 and non-increasing in a neighbourhood of 1. Consider the integral

\[
I_{0,1}(q, c) = \int_0^1 \frac{1}{t(1-t)} e^{-c q^2(t)/(t(1-t))} dt, \ c > 0.
\]

With \( \{K(s, t), \ 0 \leq s, t \leq 1\} \), a Kiefer process, we define \( \Gamma(\cdot, \cdot) \) by

\[
\Gamma(s, t) = K(s, t) - tK(s, 1), \ 0 \leq s, t \leq 1.
\]

Consequently, \( \{\Gamma(s, t), \ 0 \leq s, t \leq 1\} \) is a separable Gaussian process with mean \( zc \cdot 0 \) and covariance function

\[
E \Gamma(s_1, t_1) \Gamma(s_2, t_2) = (s_1 \wedge s_2 - s_1 s_2)(t_1 \wedge t_2 - t_1 t_2).
\]
We note that \( \{\Gamma(F(x), t), 0 \leq t \leq 1, x \in \mathbb{R}\} \) is a separable Gaussian process with mean zero and covariance function

\[
(3.3.4) \quad E \Gamma(F(x_1), t_1) \Gamma(F(x_2), t_2) = (F(x_1 \wedge x_2) - F(x_1)F(x_2))(t_1 \wedge t_2 - t_1t_2).
\]

Consider the process

\[
(3.3.5) \quad \beta_n^*(x, t) = \begin{cases} 
  n^{-1/2} \left( \sum_{i=1}^{[n+1]t} 1\{X_i \leq x\} - \frac{[n+1]t}{n} \sum_{i=1}^{n} 1\{X_i \leq x\} \right), & 0 \leq t < 1, \\
  0, & t = 1.
\end{cases}
\]

(cf. Szyszkowicz, 1994, pg. 283, where, in our terminology, we have \( 1\{X_i \leq x\} \), instead of \( 1\{F(X_i; \theta_0) \leq F(x; \theta_0)\} \) there).

We have,

**Theorem 3.3.A.** Let \( X_1, X_2, \ldots \) be a sequence of i.i.d random variables with a continuous distribution function \( F \). Then, there exists a Kiefer process \( K(\cdot, \cdot) \) such that with the sequence of stochastic processes \( \Gamma_n(\cdot, \cdot) \)

\[
(3.3.6) \quad \{\Gamma_n(F(x; \theta_0), t), 0 \leq t \leq 1, x \in \mathbb{R}\} = \{n^{-1/2}(K(F(x; \theta_0), nt) - tK(F(x; \theta_0), n)), 0 \leq t \leq 1, x \in \mathbb{R}\} \quad \mathcal{D} \quad \{\Gamma(F(x; \theta_0), t), 0 \leq t \leq 1, x \in \mathbb{R}\} \quad \text{for each} \quad n \geq 1,
\]

and with a weight function \( q \in \mathcal{Q}^* \), we have, as \( n \to \infty \),

(a)

\[
(3.3.7) \quad I_{0,1}(q, c) < \infty \quad \text{for all} \quad c > 0
\]
if and only if

$$\sup_{0 < t < 1} \sup_{x \in \mathbb{R}} |\beta^*_n(x, t) - \Gamma_n(F(x), t)|/q(t) = o_P(1),$$

(b)

(3.3.8) \[ I_{0,1}(q, c) < \infty \text{ for some } c > 0 \]

if and only if

$$\sup_{0 < t < 1} \sup_{x \in \mathbb{R}} |\beta^*_n(x, t) - \Gamma_n(F(x), t)|/q(t) = O_P(1),$$

(c) (3.3.8) holds if and only if

$$\sup_{0 < t < 1} \sup_{x \in \mathbb{R}} |\beta^*_n(x, t)|/q(t) \overset{\mathcal{D}}{\to} \sup_{0 < t < 1} \sup_{x \in \mathbb{R}} |\Gamma(F(x), t)|/q(t),$$

where \( \Gamma(\cdot, \cdot) \) is a Gaussian process with mean zero and covariance function as in (3.3.4).

Remark 3.3.1. (b) and (c) do not follow from (a), nor does (c) from (b).

Remark 3.3.2. Similarly as in the case of Theorem 2.1.A (cf. Remark 2.1.4), from the proof of Theorem 3.3.A, it can be seen that, provided that \( q \) is a positive function on \((0, 1)\) and such that \( \lim_{t \uparrow 0} t^{1/2}/q(t) = \lim_{t \downarrow 1} (1 - t)^{1/2}/q(t) = 0 \), we have

(3.3.9) \[ \sup_{\frac{1}{n} < t < 1} \sup_{x \in \mathbb{R}} |\beta^*_n(x, t) - \Gamma_n(F(x), t)|/q(t) \overset{a.s.}{\to} o(1). \]

(cf. also Lemma 3.1 of Csörgő, Horváth and Szyszkowicz, 1994).

Since, by definition, \( \beta^*_n(x, t) = 0 \), for any \( t \in A_n := (0, \frac{1}{n+1}] \cup [\frac{n}{n+1}, 1) \), and
\[
\sup_{x \in \mathbb{R}} |\Gamma_n(F(x), t)| \overset{P}{=} \sup_{x \in \mathbb{R}} |\Gamma(F(x), t)| \text{ for each } n \geq 1,
\]

any sufficient condition on the class of weight functions \( q \) for which Theorem 3.3.A holds must be given in terms of the local behaviour (near zero and near one) of \( \sup_{x \in \mathbb{R}} |\Gamma(F(x), t)|/q(t) \).

**Remark 3.3.3.** Theorem 3.3.A is Theorem 3.1 of Szyszkowicz (1995). It was first proved by Szyszkowicz (1992b, 1994) (cf. Theorem 2.2 of Szyszkowicz (1994)), under stronger conditions, resulting from the law of the iterated logarithm for the suprema of Kiefer processes, or, equivalently, from the Adler and Brown (1986) test for upper and lower functions for the suprema of Kiefer processes (cf. Remark 2.1.6 here).

Theorem 3.3.A is an improvement of Theorem 2.2 of Szyszkowicz (1994), which is due to the following integral test of Csörgő, Horváth and Szyszkowicz (1994) for suprema of the process \( \Gamma(F(x), t) \) (cf. their Theorem 2.3, with \( d = 1 \)).

**Theorem 3.3.B.** Let \( q \in \mathcal{Q}^* \) and \( K(\cdot, \cdot) \) be a Kiefer process. Then, 

(a) (3.3.7) holds if and only if

\[
\lim_{t \uparrow 1} \sup_{x \in \mathbb{R}} |\Gamma(F(x), t)|/q(t) = 0 \text{ a.s.}
\]

and

\[
\lim_{t \downarrow 0} \sup_{x \in \mathbb{R}} |\Gamma(F(x), t)|/q(t) = 0 \text{ a.s.,}
\]

(b) (3.3.8) holds if and only if

\[
\lim_{t \downarrow 0} \sup_{x \in \mathbb{R}} |\Gamma(F(x), t)|/q(t) < \infty \text{ a.s.}
\]

and

\[
\lim_{t \uparrow 1} \sup_{x \in \mathbb{R}} |\Gamma(F(x), t)|/q(t) < \infty \text{ a.s.}
\]
Remark 3.3.4. The integral in (3.3.3) was used in Csörgő, Csörgő, Horváth and Mason (1986) for characterizing the class of functions for which

$$\lim_{t \uparrow 1} \sup_{t \downarrow 0} |B(t)|/q(t) < \infty \text{ a.s.},$$

where \( \{B(t), \ 0 \leq t \leq 1\} \) is a Brownian bridge process (cf. 1.1.8) (local functions of Brownian bridge).

We have the following result (cf. Theorems 3.3 and 3.4 of Csörgő, Csörgő, Horváth and Mason (1986))

**Theorem 3.3.C.** Let \( q \in Q^* \) and \( B(\cdot) \) be a Brownian bridge process. Then,

(a) (3.3.7) holds if and only if

$$\lim_{t \downarrow 0} |B(t)|/q(t) = 0 \text{ a.s.}$$

and

$$\lim_{t \uparrow 1} |B(t)|/q(t) = 0 \text{ a.s.},$$

(b) (3.3.8) holds if and only if

$$\lim_{t \downarrow 0} \sup_{t \uparrow 1} |B(t)|/q(t) < \infty \text{ a.s.}$$

and

$$\lim_{t \uparrow 1} \sup_{t \downarrow 0} |B(t)|/q(t) < \infty \text{ a.s.}$$

On account of Theorems 3.3.B and 3.3.C, we have that the class of functions \( q \) that characterize the local behaviour (near 0 and near 1) of the process \( \sup_{x \in \mathbb{R}} |\Gamma(F(x), t)| \) is the same class of functions that characterize the similar local behaviour of Brownian bridge processes.
Remark 3.3.5. We assume that \( \{W(t), 0 \leq t < \infty\} \) is a Wiener process and \( \{B(t), 0 \leq t \leq 1\} \) is a Brownian bridge defined by

\[
B(t) = W(t) - tW(1).
\]

For each Wiener process, \( B(t) \), as above, is always a Brownian bridge, and each Brownian bridge can be written in the above given form for a suitably chosen Wiener process. Hence, when studying weighted Brownian bridges, it will be enough to study the similar behaviour of a Wiener process only. In the light of the above, the class of functions that characterize the local behaviour (near 0) of Wiener processes is the same class of functions that characterize the local behaviour (near 0 and near 1) of Brownian bridge processes. Thus, the results of Lemma 2.1.A and Theorem 2.1.B (cf. Remarks 2.1.4 and 2.1.5), as well as the results of Theorems 3.3.B and 3.3.C here, are all equivalent. (cf. Szyszkowicz (1992b) and Csörgő, and Horváth, 1993, Chapter 4, for a general survey and further references).

In the case where we have a sequence of i.i.d. random variables from a family of continuous distribution functions \( \{F(x; \theta); x \in \mathbb{R}, \theta \in \Theta \subseteq \mathbb{R}^p\} \), where \( \theta \) is unknown, we propose to study an estimated version of (3.3.1*) in \( \| \cdot /q \| \)-metrics, for the same class of functions \( q \) as considered in Theorem 3.3.A. We should note, however, that if the estimation of the unknown parameter(s) is done as in Chapter 2, i.e. by using the complete random sample \( X_1, \ldots, X_n \), and if we define the two time parameter estimated empirical process as in (2.2.1), then our estimated process for the statistics as in the first line of (3.3.1*) becomes

\[
\frac{k}{n} (1 - \frac{k}{n}) n^{1/2} \left( \frac{1}{k} \sum_{i=1}^{k} (1\{X_i \leq x\} - F(x; \hat{\theta}_n)) \right)
\]

\[
- \frac{1}{n - k} \sum_{i=k+1}^{n} (1\{X_i \leq x\} - F(x; \hat{\theta}_n)) \right).
\]
But since the term $F(x; \hat{\theta}_n)$ above vanishes, we get back the statistics in (3.3.1*), as if there was no estimation at all. Hence, on account of this, it is inviting to entertain the notion of estimating the parameters indexing the underlying distribution the way the distribution function itself was estimated in (3.3.1*), namely to estimate parameters "before" and "after" the change. Thus, we propose to make the following comparisons

(3.3.10)\[ \frac{1}{k} \sum_{i=1}^{k} (1 \{ X_i \leq x \} - F(x; \hat{\theta}_k)) - \frac{1}{n - k} \sum_{i=k+1}^{n} (1 \{ X_i \leq x \} - F(x; \hat{\theta}_{n-k})) , \quad 1 \leq k \leq n, \]

with a proper normalization, where $\hat{\theta}_k$ and $\hat{\theta}_{n-k}$ are estimators based on the samples $X_1, X_2, \ldots, X_k$ and $X_{k+1}, X_{k+2}, \ldots, X_n$, respectively.

In terms of two-time parameter estimated empirical processes, what we propose is to study the asymptotic behaviour of the processes $\{ \hat{\beta}_n(x,t), 0 \leq t \leq 1, x \in \mathbb{R} \}$ defined by

(3.3.11)\[ \hat{\beta}_n(x,t) = \begin{cases} n^{1/2} \left[ \frac{(n+1)\lfloor (n+1)t \rfloor}{n} \right] (1 - \frac{(n+1)\lfloor (n+1)t \rfloor}{n}) \hat{\zeta}_n(x,t), & 0 \leq t \leq 1, x \in \mathbb{R}, \\ 0, & t = 1, x \in \mathbb{R}, \end{cases} \]

with

(3.3.11*)\[ \hat{\zeta}_n(x,t) = \frac{\sum_{i=1}^{\lfloor (n+1)t \rfloor} [1 \{ X_i \leq x \} - F(x; \hat{\theta}_{\lfloor n t \rfloor})]}{\lfloor (n+1)t \rfloor} - \frac{\sum_{i=\lfloor (n+1)t \rfloor+1}^{n} [1 \{ X_i \leq x \} - F(x; \hat{\theta}_{\lfloor n t \rfloor})]}{n - \lfloor (n+1)t \rfloor}, \]

in weighted metrics, along the lines of Theorem 3.3.A, where, for each $0 < t < 1$, $\{ \hat{\theta}_{\lfloor n t \rfloor} \}$ and $\{ \hat{\theta}_{\lfloor n t \rfloor}'' \}$ are sequences of estimators of $\theta$ based on $X_1, \ldots, X_{\lfloor (n+1)t \rfloor}$ and $X_{\lfloor (n+1)t \rfloor+1}, \ldots, X_n$, respectively, and $F(\cdot; \cdot)$ denotes the common underlying distribution function. Thus, we are to study properly normalized differences between
the sequentially estimated empirical process "before" a certain point, and the sequentially estimated empirical process "after" that point, for a suitably chosen type of estimator. The results can provide applications to testing for a change in the distribution of a random sequence at an unknown point that will combine the non-parametric results for empirical processes with the additional parametric information coming from the estimation.

We note, furthermore that, as in the non-parametric case, a properly weighted version of (3.3.11) should emphasize changes near the endpoints while retaining sensitivity in the middle. This is why we are aiming at results like those of Theorem 3.3.A in this context as well. Indeed, we obtain results for the same optimal class of weight functions $q$ as in Theorem 3.3.A, namely, positive functions on $(0, 1)$, non-decreasing near zero, non-increasing near one, that satisfy the same integral tests.

As in the previous section, we will initiate this study under the assumption of $X_1, X_2, \ldots$ being a sequence of i.i.d. r.v.’s from a normal family.

Let $X_1, X_2, \ldots$ be an independent sequence of random variables with common distribution function given by

$$F(x; \theta) = \frac{1}{\sqrt{2\pi} \sigma} \int_{-\infty}^{x} e^{-(t-\mu)^2/2\sigma^2} dt, \quad \theta := (\mu, \sigma^2).$$

With $\frac{1}{n+1} \leq t \leq \frac{n}{n+1}$, let $\{\hat{\theta}'[n,t]\}$ and $\{\hat{\theta}''[n,t]\}$ be sequences of maximum likelihood estimators of $\theta$ based on $X_1, \ldots, X_{[(n+1)t]}$ and $X_{[(n+1)t]+1}, \ldots, X_n$, respectively. It is known that under our assumption of normality

$$\hat{\theta}'[n,t] :=$$

(3.3.12) \[ (X_{[n,t]}, S^2_{[n,t]}) = \left( \frac{1}{[(n+1)t]} \sum_{i=1}^{[(n+1)t]} X_i, \frac{1}{[(n+1)t]} \sum_{i=1}^{[(n+1)t]} (X_i - X_{[n,t]})^2 \right) \]
and

\[(3.3.13)\]
\[\hat{\theta}_{n[t]}'' := \left(\bar{X}_{[n[t]]}, \bar{S}^2_{[n[t]]} \right) = \left(\frac{1}{n - [(n + 1)t]} \sum_{i=[(n+1)t]+1}^{n} X_i, \frac{1}{n - [(n + 1)t]} \sum_{i=[(n+1)t]+1}^{n} (X_i - \bar{X}_{[n[t]]})^2 \right).\]

Consider now the two-time parameter process \(\{\hat{\beta}_n(x, t), 0 \leq t \leq 1, x \in \mathbb{R}\}\) given by (3.3.11). This process will be approximated, in \(\| \cdot \| / q\)-metrics, by the sequence of stochastic processes \(\{\Psi_n(x, t), 0 \leq t \leq 1, x \in \mathbb{R}\}\) defined by

\[(3.3.14)\]
\[\Psi_n(x, t) = \Gamma_n(F(x; \theta_0), t) - \{ \int l(x, \theta_0) d_x \Gamma_n(F(x; \theta_0), t) \} \cdot \nabla \theta F(x; \theta_0)^T,\]

where \(\theta_0 = (\mu_0, \sigma_0^2)\) denotes the true value of the unknown parameter \(\theta\), and \(\Gamma_n(\cdot, \cdot)\) is as in Theorem 3.3.A, i.e.,

\[\{\Gamma_n(F(x; \theta_0), t), 0 \leq t \leq 1, x \in \mathbb{R}\} = \{n^{-1/2}(K(F(x; \theta_0), nt) - tK(F(x; \theta_0), n)), 0 \leq t \leq 1, x \in \mathbb{R}\},\]

with \(K(\cdot, \cdot)\) being the Kiefer process constructed in Komlós, Major and Tusnády (1975) (cf. Theorem 1.1.B).

We have

**Theorem 3.3.1.** Let \(X_1, X_2, \ldots\) be a sequence of i.i.d. \(N(\mu, \sigma^2)\) r.v.'s. Let \(\hat{\beta}_n(x, t)\) be the sequentially estimated normal empirical process, tied down at \(t=1\), defined as in (3.3.11), with \(\{\hat{\theta}_{n[t]}\} \) and \(\{\hat{\theta}_{n[t]}''\} \) as in (3.3.12) and (3.3.13), respectively. Then, there exists a Kiefer process \(K(\cdot, \cdot)\) such that with the sequence of Gaussian processes \(\{\Psi_n(x, t), 0 \leq t \leq 1, x \in \mathbb{R}\}\) and a weight function \(q \in \mathcal{Q}^*\), we have, as \(n \to \infty\),
(a) if

\[ I_{0,1}(q, c) < \infty \text{ for all } c > 0, \]

then

\[ \sup_{0 < t < 1} \sup_{x \in \mathbb{R}} |\hat{\beta}_n(x, t) - \Psi_n(x, t)|/q(t) = o_P(1), \]

(b) if

\[ I_{0,1}(q, c) < \infty \text{ for some } c > 0, \]

then

\[ \sup_{0 < t < 1} \sup_{x \in \mathbb{R}} |\hat{\beta}_n(x, t) - \Psi_n(x, t)|/q(t) = O_P(1), \]

(c) if (3.3.16) holds then

\[ \sup_{0 < t < 1} \sup_{x \in \mathbb{R}} |\hat{\beta}_n(x, t)|/q(t) \overset{D}{\rightarrow} \sup_{0 < t < 1} \sup_{x \in \mathbb{R}} |\Psi(x, t)|/q(t), \]

where the process \( \{\Psi(x, t), 0 \leq t \leq 1, x \in \mathbb{R}\} \) is defined by

\[ \Psi(x, t) = \Gamma(F(x; \theta_0), t) - \left\{ \int l(x, \theta_0) \, d_x \Gamma(F(x; \theta_0), t) \right\} \cdot \nabla F(x; \theta_0)^\top. \]

**Proof of Theorem 3.3.1.** From (3.3.11*) we have, after adding and subtracting

\[ F(x; \theta_0), \]

\[ \hat{\xi}_n(x, t) = \sum_{i=1}^{[(n+1)t]} \left( 1 \{X_i \leq x \} - F(x; \theta_0) \right) / [(n+1)t] - \sum_{i=[(n+1)t]+1}^{n} \left( 1 \{X_i \leq x \} - F(x; \theta_0) \right) / n - [(n+1)t] \]

\[ + \left( F(x; \theta_0) - F(x; \hat{\theta}'_{[nt]}) \right) + \left( F(x; \hat{\theta}'_{[nt]}) - F(x; \theta_0) \right). \]
Now, applying a one-term Taylor expansion to $F(x; \theta)$, around $\theta_0$, we get

$$
F(x; \theta_0) - F(x; \hat{\theta}_{[nt]}') = (\hat{\theta}_{[nt]}' - \theta_0) \cdot \left( \nabla_{\theta} F(x; \theta_0)^T - \nabla_{\theta} F(x; \hat{\theta}_{[nt]}')^T \right) \\
- (\hat{\theta}_{[nt]}'' - \theta_0) \cdot \nabla_{\theta} F(x; \theta_0)^T
$$

(3.3.19)

$$
= \varepsilon_3'(x, t) - (\hat{\theta}_{[nt]}' - \theta_0) \cdot \nabla_{\theta} F(x; \theta_0)^T,
$$

where

$$
\varepsilon_3'(x, t) = (\hat{\theta}_{[nt]}' - \theta_0) \cdot \left( \nabla_{\theta} F(x; \hat{\theta}_{[nt]}')^T - \nabla_{\theta} F(x; \theta_0)^T \right)
$$

(3.3.20)

and

$$
\sup_{0 \leq t \leq 1} ||\hat{\theta}_{[nt]}' - \theta_0|| \leq \sup_{0 \leq t \leq 1} ||\hat{\theta}_{[nt]}'' - \theta_0||.
$$

Similarly, we have

$$
F(x; \hat{\theta}_{[nt]}'') - F(x; \theta_0) = (\hat{\theta}_{[nt]}'' - \theta_0) \cdot \left( \nabla_{\theta} F(x; \theta_0)^T - \nabla_{\theta} F(x; \hat{\theta}_{[nt]}'')^T \right) \\
+ (\hat{\theta}_{[nt]}'' - \theta_0) \cdot \nabla_{\theta} F(x; \theta_0)^T
$$

(3.3.21)

$$
= \varepsilon_3''(x, t) + (\hat{\theta}_{[nt]}'' - \theta_0) \cdot \nabla_{\theta} F(x; \theta_0)^T,
$$

where

$$
\varepsilon_3''(x, t) = (\hat{\theta}_{[nt]}'' - \theta_0) \cdot \left( \nabla_{\theta} F(x; \theta_0)^T - \nabla_{\theta} F(x; \hat{\theta}_{[nt]}'')^T \right)
$$

(3.3.22)

and

$$
\sup_{0 \leq t \leq 1} ||\hat{\theta}_{[nt]}'' - \theta_0|| \leq \sup_{0 \leq t \leq 1} ||\hat{\theta}_{[nt]}''' - \theta_0||.
$$

It can be easily shown from (3.3.12) that (cf. (3.2.1), (3.2.2) and (3.2.3))

$$
[(n + 1)t]^{\frac{1}{2}} (\hat{\theta}_{[nt]} - \theta_0) = [(n + 1)t]^{-\frac{1}{2}} \sum_{i=1}^{[(n+1)t]} l(X_i; \theta_0) + \varepsilon_1'n(t),
$$

(3.3.23)
where
\[ \epsilon_{1n}^*(t) = \left(0, -[(n + 1)t]^\frac{1}{2} (X_{[nt]} - \mu_0)^2 \right) \]
and
\[ l(x, \theta_0) = (x - \mu_0, (x - \mu_0)^2 - \sigma_0^2). \]

Also, by (3.3.13) we have

(3.3.24)
\[ (n - [(n + 1)t])^\frac{1}{2}(\hat{\theta}_{[nt]}^* - \theta_0) = (n - [(n + 1)t])^{-\frac{1}{2}} \sum_{i = [(n+1)t]+1}^{n} l(X_i; \theta_0) + \epsilon_{1n}^*(t), \]

where

(3.3.25)
\[ \epsilon_{1n}^*(t) = \left(0, -[(n + 1)t]^\frac{1}{2} (\overline{X}_{[nt]} - \mu_0)^2 \right). \]

Thus, by (3.3.11), (3.3.18), (3.3.19), (3.3.20), (3.3.21), (3.3.22), (3.3.23) and (3.3.24) we get,

\[ \hat{\beta}_n(x, t) = \beta_n^*(x, t) - n^{-1/2} \left\{ (1 - \frac{[(n + 1)t]}{n}) \sum_{i = 1}^{\lfloor (n+1)t \rfloor} l(X_i; \theta_0) \cdot \nabla_\phi F(x; \theta_0)^T \right\} \]

\[ - \frac{[(n + 1)t]}{n} \sum_{i = [(n+1)t]+1}^{n} l(X_i; \theta_0) \cdot \nabla_\phi F(x; \theta_0)^T \]

\[ + \frac{[(n+1)t]}{n} \left(1 - \frac{[(n + 1)t]}{n}\right)n^{1/2} \{ \epsilon_{3n}'(x, t) + \epsilon_{3n}''(x, t) \} \]

\[ + \frac{[(n+1)t]}{n} n^{-1/2}(n - [(n + 1)t])^\frac{1}{2} \epsilon_{1n}^*(t) \cdot \nabla_\phi F(x; \theta_0)^T \]

\[ - (1 - \frac{[(n + 1)t]}{n}) n^{-1/2}(n + 1)t]^\frac{1}{2} \epsilon_{1n}^*(t) \cdot \nabla_\phi F(x; \theta_0)^T, \]

where, \( \beta_n^*(x, t) \) is as in (3.3.5).
We assume first that \( q \) is a positive function on \((0, 1)\) and such that

\[
\lim_{t \to 0} t^{1/2}/q(t) = \lim_{t \to 1} (1 - t)^{1/2}/q(t) = 0.
\]

Let

\[
\varphi_n(t) = n^{-1/2}\left\{ (1 - \frac{[(n + 1)t]}{n}) \sum_{i=1}^{\frac{(n+1)t}{n}} l(X_i; \theta_0) - \frac{[(n + 1)t]}{n} \sum_{i=\frac{(n+1)t}{n}+1}^{n} l(X_i; \theta_0) \right\}.
\]

Adding and subtracting \( \Psi_n(x, t) \) (cf. (3.3.14)), we get, in (3.3.26),

\[
\sup_{\frac{1}{n+1} \leq t \leq \frac{n}{n+1}} \sup_{x \in \mathbb{R}} |\tilde{\beta}_n(x, t) - \Psi_n(x, t)|/q(t)
\]

\[
\leq \sup_{\frac{1}{n+1} \leq t \leq \frac{n}{n+1}} \sup_{x \in \mathbb{R}} |\beta_n^*(x, t) - \Gamma_n(F(x; \theta_0), t)|/q(t)
\]

\[
+ \sup_{\frac{1}{n+1} \leq t \leq \frac{n}{n+1}} \sup_{x \in \mathbb{R}} |\{ \varphi_n(t) - \int l(x, \theta_0)d_x \Gamma_n(F(x; \theta_0), t) \} \cdot \nabla \theta F(x; \theta_0)^\top |/q(t)
\]

\[
+ \sup_{\frac{1}{n+1} \leq t \leq \frac{n}{n+1}} \sup_{x \in \mathbb{R}} \frac{[(n + 1)t]}{n} (1 - \frac{[(n + 1)t]}{n}) n^{1/2} |\epsilon_{3n}(x, t) + \epsilon''_{3n}(x, t)|/q(t)
\]

\[
+ \sup_{\frac{1}{n+1} \leq t \leq \frac{n}{n+1}} \sup_{x \in \mathbb{R}} \frac{[(n + 1)t]}{n} n^{-1/2}(n - [(n + 1)t])^{1/2} |\epsilon_{1n}(x, t)\nabla \theta F(x; \theta_0)^\top |/q(t)
\]

\[
+ \sup_{\frac{1}{n+1} \leq t \leq \frac{n}{n+1}} \sup_{x \in \mathbb{R}} (1 - \frac{[(n + 1)t]}{n}) n^{-1/2}(n + 1)t^{1/4} |\epsilon_{1n}(x, t)\nabla \theta F(x; \theta_0)^\top |/q(t)
\]

\[= I_n^{(1)} + J_n^{(2)} + J_n^{(3)} + J_n^{(4)} + J_n^{(5)}.
\]

Let \( 0 < \delta < 1/2 \) be fixed. We have
\[
\sup_{\frac{n}{n+1} \leq t \leq \frac{n+1}{n}} \left( 1 - \frac{[(n + 1)t]}{n} \right) n^{-1/2}[((n + 1)t)]^{1/2} ||\epsilon_{1n}(t)|| / q(t)
\]
\[
\leq \sup_{\frac{n}{n+1} \leq t \leq \frac{n+1}{n}} \left( 1 - \frac{[(n + 1)t]}{n} \right) \sup_{\frac{n}{n+1} \leq t \leq 1} n^{-1/2}[((n + 1)t)]^{1/2} ||\epsilon_{1n}(t)|| / q(t)
\]
\[
\vee \sup_{1-\delta \leq t \leq \frac{n}{n+1}} \left( 1 - \frac{[(n + 1)t]}{n} \right) / q(t) \sup_{1-\delta \leq t \leq 1} n^{-1/2}[((n + 1)t)]^{1/2} ||\epsilon_{1n}(t)||
\]
\[
\leq \left( 1 - \frac{1}{n} \right) \sup_{\frac{n}{n+1} \leq t \leq 1-\delta} n^{-1/2}[((n + 1)t)]^{1/2} ||\epsilon_{1n}(t)|| / q(t)
\]
\[
\vee (1 + \frac{1}{n})^{1/2} \sup_{1-\delta \leq t \leq \frac{n}{n+1}} \left( 1 - \frac{[(n + 1)t]}{n} \right) / q(t) \sup_{1-\delta \leq t \leq 1} ||\epsilon_{1n}(t)||.
\]

It is easy to check that, as \( n \to \infty \),
\[
\sup_{1-\delta \leq t \leq \frac{n}{n+1}} \left( 1 - \frac{[(n + 1)t]}{n} \right) / q(t) \leq O(1) \sup_{1-\delta \leq t < 1} (1 - t)^{1/2} / q(t).
\]

Also, we note that \( \epsilon_{1n}(t) = \epsilon_{1(n+1)}(t) \), for all \( \frac{1}{n+1} \leq t \leq \frac{n}{n+1} \), where \( \epsilon_{1n}(t) \), is as in (3.2.3). Hence, by (3.2.30) and (3.3.27), we have, as \( n \to \infty \),

(3.3.30)
\[
I_n^{(5)} := \sup_{\frac{n}{n+1} \leq t \leq \frac{n+1}{n}} \sup_{\frac{n}{n+1} \leq s \leq 1} \left( 1 - \frac{[(n + 1)t]}{n} \right) n^{-1/2}[((n + 1)t)]^{1/2} ||\epsilon_{1n}(')(t)\cdot \nabla F(x; \theta_0)^T / q(t)
\]
\[
= o_p(1).
\]

On the other hand, since, by (3.3.13) and (3.3.25), we can write,

(3.3.31)
\[
\epsilon_{1n}''(t) = - \left( \frac{1}{[(n + 1)(1 - t)]^{3/4}} \sum_{t=1}^{[(n+1)(1-t)/4]} (X_{n-t+1} - \mu_j)^2 \right).
\]

by symmetry and (3.3.27), arguing similarly as above. we get, as \( n \to \infty \),
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(3.3.32)\[ J_n^{(4)} := \sup_{n+1 \leq \ell \leq n} \sup_{x \in X} \frac{[(n + 1)\ell] - [(n + 1)\ell]_n}{n} \left| \frac{\varepsilon_{1n}(t) \nabla F(x; \theta_0)^T}{q(t)} \right| = o_P(1). \]

Next we have that, for any fixed $0 < \delta < 1/2$,

\[
\sup_{n+1 \leq \ell \leq n} \sup_{x \in X} \frac{[(n + 1)\ell] - [(n + 1)\ell]_n}{n} \left| \frac{\varepsilon_{1n}(x, t)}{q(t)} \right| \leq \sup_{n+1 \leq \ell \leq 1 - \delta} \left(1 - \frac{[(n + 1)\ell]}{n}\right) n^{-1/2} [(n + 1)\ell]^{1/2} x \varepsilon_{1n}(x, t) / q(t) \]

\[
\times \sup_{n+1 \leq \ell \leq 1 - \delta} \sup_{x \in X} [(n + 1)\ell]^{1/2} x \varepsilon_{1n}(x, t) / q(t) \]

\[
\vee \sup_{1 - \delta \leq \ell \leq n} \left(1 - \frac{[(n + 1)\ell]}{n}\right) / q(t) \sup_{n+1 \leq \ell \leq 1} n^{-1/2} [(n + 1)\ell]^{1/2} x \varepsilon_{1n}(x, t) / q(t) \]

\[
\times \sup_{1 - \delta \leq \ell \leq 1} \sup_{x \in X} [(n + 1)\ell]^{1/2} x \varepsilon_{1n}(x, t) / q(t) \]

\[
\leq O(1) \sup_{n+1 \leq \ell \leq 1 - \delta} \sup_{x \in X} [(n + 1)\ell]^{1/2} x \varepsilon_{1n}(x, t) / q(t) \]

\[
\vee O(1) \sup_{1 - \delta \leq \ell \leq n} \left(1 - \frac{[(n + 1)\ell]}{n}\right) / q(t) \sup_{n+1 \leq \ell \leq 1} \sup_{x \in X} [(n + 1)\ell]^{1/2} x \varepsilon_{1n}(x, t). \]

Since

\[
[(n + 1)\ell]^{1/2} x \varepsilon_{1n}(x, t) = \varepsilon_{3(n+1)}(x, t), \text{ for all } x \in \mathbb{R} \text{ and } \frac{1}{n+1} \leq t \leq \frac{n}{n+1}, \]

where $\varepsilon_{3n}(x, t)$ is as in (3.2.22), we have that, by (3.2.42) and (3.3.27), as $n \to \infty$,

(3.3.33)\[ \sup_{n+1 \leq \ell \leq n} \sup_{x \in X} \frac{[(n + 1)\ell] - [(n + 1)\ell]_n}{n} \left| \frac{\varepsilon_{1n}(x, t)}{q(t)} \right| = o_P(1). \]

Moreover, we note that, by (3.3.24), we can write
\[(3.3.34)\]
\[
(n - [(n + 1)t])^{1/2} (\hat{\theta}_{[nt]}^n - \theta_0) = [(n + 1)(1 - t)]^{-1/2} \sum_{i=1}^{[(n+1)(1-t)]} l(X_{n+i-1}, \theta_0) + \varepsilon_{1n}^n(t),
\]
where \(\varepsilon_{1n}^n(t)\) is as in (3.3.28). Hence, since the \(X_i\)'s are i.i.d. random variables, by reasons of symmetry, following the same lines, from (3.2.31) to (3.2.41) in the proof of (3.2.42) (and consequently of (3.3.33)), and by (3.2.27), we also have that, as \(n \to \infty\),

\[(3.3.35)\]
\[
\sup_{\frac{n}{n+1} \leq t \leq \frac{n}{n+1} + \frac{1}{2}} \sup_{x \in \mathbb{R}} \frac{[(n + 1)t]}{n} \left(1 - \frac{[(n + 1)t]}{n}\right)n^{1/2}|\varepsilon_{3n}^n(x, t)|/q(t) = o_p(1).
\]

Thus, by (3.3.33), (3.3.35) and the triangular inequality (cf. (3.3.29)), we have, as \(n \to \infty\),

\[(3.3.36)\]
\[
I_n^{(3)} = o_p(1).
\]

We proceed now to show (cf. 3.3.29) that, as \(n \to \infty\),

\[(3.3.37)\]
\[
I_n^{(2)} = o_p(1).
\]

To this end we note that, after adding and subtracting \(F(x; \theta_0)\) in (3.3.28), we get, since \(E l(X_i, \theta_0) = 0\) and \(l(X_i, \theta_0) = \int l(x, \theta_0) d_x 1\{X_i \leq x\}\),

\[
\varphi_n(t) = (1 - \frac{[(n + 1)t]}{n}) \int l(x, \theta_0) d_x n^{-1/2} \sum_{i=1}^{[(n+1)t]} (1\{X_i \leq x\} - F(x; \theta_0))
\]

\[(3.3.38)\]
\[
- \frac{[(n + 1)t]}{n} \int l(x, \theta_0) d_x n^{-1/2} \sum_{i=\lceil[(n+1)t]\rceil+1}^{n} (1\{X_i \leq x\} - F(x; \theta_0)).
\]

For \(\frac{1}{n+1} \leq t \leq 1/2\), by Lemma 3.2.3, there exists a Kiefer process \(K^{(1)}(\cdot, \cdot)\) such
that, for any $0 < \delta \leq 1/2$, as $n \to \infty$,

$$
\sup_{\frac{n}{4} \leq t \leq \frac{n}{4} + \delta} \left\| \int l(x, \theta_0) \, dx \left[ n^{-1/2} \sum_{i=1}^{\left[ (n+1)t \right]} (1\{X_i \leq x\} - F(x; \theta_0)) \right. - n^{-1/2} K^{(1)}(F(x; \theta_0), (n+1)t) \] \right\| / g(t) = o_p(1). \tag{3.3.39}
$$

Also, for $1/2 \leq t \leq n/(n+1)$, there exists a Kiefer process $K^{(2)}(\cdot, \cdot)$, independent of $K^{(1)}(\cdot, \cdot)$, such that, as $n \to \infty$,

$$
\sup_{1-\delta \leq t \leq n/(n+1)} \left\| \int l(x, \theta_0) \, dx \left[ n^{-1/2} \sum_{i=1}^{\left[ (n+1)(1-t) \right]} (1\{X_{n+i-1} \leq x\} - F(x; \theta_0)) \right. - n^{-1/2} K^{(2)}(F(x; \theta_0), (n+1)(1-t)) \right\| / g(t) = o_p(1). \tag{3.3.40}
$$

To see this we note that, by (3.3.27), we have \( \lim_{t \to 0} t^{1/2} / g(1-t) = 0 \). Hence, it follows from Lemma 3.2.3 that, as $n \to \infty$,

$$
\sup_{\frac{n}{4} \leq t \leq \frac{n}{4} + \delta} \left\| \int l(x, \theta_0) \, dx \left[ n^{-1/2} \left( \sum_{i=1}^{\left[ (n+1)t \right]} (1\{X_i \leq x\} - F(x; \theta_0)) \right) - n^{-1/2} K^{(2)}(F(x; \theta_0), (n+1)t) \right] \right\| / g(1-t) = o_p(1). \tag{3.3.41}
$$

For each $n \geq 1$, we define a Kiefer process \{K(s, nt), 0 \leq t \leq 1, 0 \leq s \leq 1\}, by

$$
K(s, nt) = \begin{cases} 
K^{(1)}(s, nt), & 0 \leq t \leq 1/2, 0 \leq s \leq 1, \\
K^{(1)}(s, \frac{n}{2}) + K^{(2)}(s, \frac{n}{2}) - K^{(2)}(s, n-nt), & 1/2 < t \leq 1, 0 \leq s \leq 1.
\end{cases} \tag{3.3.41}
$$
After some algebra in (3.3.38) we can show that

\[ \varphi_n(t) = \int l(x, \theta_0) \, dx \, n^{-1/2} \sum_{i=1}^{[(n+1)t]} (1\{X_i \leq x\} - F(x; \theta_0)) \]

\[ - \frac{[(n+1)t]}{n} \int l(x, \theta_0) \, dx \, n^{-1/2} \sum_{i=1}^{n} (1\{X_i \leq x\} - F(x; \theta_0)) \]

(3.3.42)

\[ := I_{1n}(t) - I_{2n}(t). \]

For any \( \frac{1}{n+1} \leq t \leq 1/2 \), by (3.3.41), we have

\[ I_{1n}(t) = \int l(x, \theta_0) \, dx \left[ n^{-1/2} \sum_{i=1}^{[(n+1)t]} (1\{X_i \leq x\} - F(x; \theta_0)) \right. \]

\[ \left. - n^{-1/2} K^{(1)}(F(x; \theta_0), (n+1)t) \right. \]

\[ + \int l(x, \theta_0) \, dx \, n^{-1/2} K^{(1)}(F(x; \theta_0), (n+1)t) \]

(3.3.43)

\[ := I_{1n}^{(1)}(t) + \int l(x, \theta_0) \, dx \, n^{-1/2} K(F(x; \theta_0), (n+1)t). \]

On the other hand,

\[ I_{2n}(t) = \frac{[(n+1)t]}{n} \int l(x, \theta_0) \, dx \left[ n^{-1/2} \sum_{i=1}^{[(n+1)t]} (1\{X_i \leq x\} - F(x; \theta_0)) \right. \]

\[ \left. + \frac{[(n+1)t]}{n} \int l(x, \theta_0) \, dx \, n^{-1/2} \sum_{i=[(n+1)t]+1}^{n} (1\{X_i \leq x\} - F(x; \theta_0)) \right] \]

(3.3.44)

\[ := I_{2n}^{(1)}(t) + I_{2n}^{(2)}(t). \]

Now,

\[ I_{2n}^{(1)}(t) = \frac{[(n+1)t]}{n} \int l(x, \theta_0) \, dx \left[ n^{-1/2} \sum_{i=1}^{[(n+1)t]} (1\{X_i \leq x\} - F(x; \theta_0)) \right. \]

\[ \left. - n^{-1/2} K^{(1)}(F(x; \theta_0), \frac{n+1}{2}) \right] \]
\begin{align*}
+ \frac{[(n+1)t]}{n} \int l(x, \theta_0) \, dx \, n^{-1/2} K^{(1)}(F(x; \theta_0), \frac{n+1}{2}) \\
(3.3.45) = \frac{[(n+1)t]}{n} I_{1n}^{(1)}(1/2) + \frac{[(n+1)t]}{n} \int l(x, \theta_0) \, dx \, n^{-1/2} K^{(1)}(F(x; \theta_0), \frac{n+1}{2}).
\end{align*}

Also,

\begin{align*}
I_{2n}^{(2)}(t) := \frac{[(n+1)t]}{n} \int l(x, \theta_0) \, dx \left[ n^{-1/2} \sum_{i=1}^{[n+1]} \{X_{n-i+1} \leq x \} - F(x; \theta_0) \right] \\
- n^{-1/2} K^{(2)}(F(x; \theta_0), \frac{n+1}{2}) \\
+ \frac{[(n+1)t]}{n} \int l(x, \theta_0) \, dx \, n^{-1/2} K^{(2)}(F(x; \theta_0), \frac{n+1}{2}) \\
(3.3.46) := \frac{[(n+1)t]}{n} I_{2n}^{(2,1)} + \frac{[(n+1)t]}{n} \int l(x, \theta_0) \, dx \, n^{-1/2} K^{(2)}(F(x; \theta_0), \frac{n+1}{2}).
\end{align*}

By (3.3.41), with \( t = 1 \), we have

\begin{equation}
K^{(1)}(s, \frac{n+1}{2}) + K^{(2)}(s, \frac{n+1}{2}) = K(s, n+1), \quad 0 \leq s \leq 1.
\end{equation}

Hence, from (3.3.42), by (3.3.43), (3.3.44), (3.3.45), (3.3.46) and (3.3.47), we have

\begin{align*}
\varphi_n(t) &= \int l(x, \theta_0) \, dx \, n^{-1/2} \left[ K(F(x; \theta_0), (n+1)t) - tK(F(x; \theta_0), n+1) \right] \\
+ I_{1n}^{(1)}(t) - \frac{[(n+1)t]}{n} I_{1n}^{(1)}(1/2) - \frac{[(n+1)t]}{n} I_{2n}^{(2,1)} \\
+ (t - \frac{[(n+1)t]}{n}) \int l(x, \theta_0) \, dx \, n^{-1/2} K(F(x; \theta_0), n+1). \\
(3.3.48)
\end{align*}

By (3.3.39) with \( \delta = 1/2 \), we have, as \( n \to \infty \),
(3.3.49) \[ \sup_{\frac{n}{n+1} t \leq t \leq 1/2} \left\| I_n^{(1)}(t) \right\| / q(t) = o_P(1). \]

On the other hand, since \( \sup_{\frac{n}{n+1} t \leq t \leq 1/2} \left\| \frac{[(n+1)t]}{n} / q(t) \right\| \leq \sup_{0 < t \leq 1/2} t/q(t) < \infty \), by (3.3.39) and (3.3.40), with \( q(t) \equiv 1 \) (i.e., no weight function), or Lemma 3.1 of Burke, Csörgő, Csörgő and Révész (1979), we have as \( n \to \infty \),

(3.3.50) \[ \sup_{\frac{n}{n+1} t \leq t \leq 1/2} \frac{[(n+1)t]}{n} / q(t) \left\| I_n^{(1)}(1/2) + J_n^{(2,1)} \right\| = o_P(1). \]

Lastly, since

(3.3.51) \[ \sup_{\frac{n}{n+1} t \leq t \leq 1/2} \left| t - \frac{[(n+1)t]}{n} \right| / t^{1/2} \leq \left| 1 - \frac{n+1}{n} \right| \frac{1}{\sqrt{2}} + \frac{(n+1)^{1/2}}{n}, \]

we have, as \( n \to \infty \),

\[ \sup_{\frac{n}{n+1} t \leq t \leq 1/2} \left| t - \frac{[(n+1)t]}{n} \right| / q(t) \left\| \int l(x, \theta_0) d_x n^{-1/2} K(F(x; \theta_0), n+1) \right\| \]

(3.3.52) \[ \leq O_P(1) \sup_{\frac{n}{n+1} t \leq t \leq 1/2} \frac{t^{1/2}}{q(t)} \sup_{\frac{n}{n+1} t \leq t \leq 1/2} \frac{t^{1/2}}{q(t)} = o_P(1). \]

Hence, from (3.3.48) we get, by (3.3.6), (3.3.49), (3.3.50) and (3.3.52), that, for any function \( q \) positive on \((0, 1)\) and such that (3.3.27) holds, as \( n \to \infty \),

(3.3.53) \[ \sup_{\frac{n}{n+1} t \leq t \leq 1/2} \sup_{x \in \mathbb{R}} \left| \varphi_n(t) - \int l(x, \theta_0) d_x n^{-1/2} \Gamma(F(x; \theta_0), nt) / q(t) \right| = o_P(1). \]

Consider again \( \varphi_n(t) \) in (3.3.38). It can also be written as
\[
\varphi_n(t) = (1 - \frac{[(n + 1)t]}{n}) \int l(x, \theta_0) \, dx \, n^{-1/2} \sum_{i=1}^{n} (1 \{X_i \leq x\} - F(x; \theta_0)) \\
- \int l(x, \theta_0) \, dx \, n^{-1/2} \sum_{i=1}^{[n+1](1-t)} (1 \{X_{n+i-1} \leq x\} - F(x; \theta_0)) \\
:= J_{1n}(t) - J_{2n}(t).
\]

(3.3.54)

For \(1/2 \leq t \leq n/n + 1\), by (3.3.41) and (3.3.47), we have

\[
J_{1n}(t) = (1 - t) \int l(x, \theta_0) \, dx \, [n^{-1/2} \sum_{i=1}^{n} (1 \{X_i \leq x\} - F(x; \theta_0)) \\
- n^{-1/2} K(F(x; \theta_0), n + 1)] \\
+ (t - \frac{[(n + 1)t]}{n}) \int l(x, \theta_0) \, dx \, n^{-1/2} \sum_{i=1}^{n} (1 \{X_i \leq x\} - F(x; \theta_0)) \\
+ (1 - t) \int l(x, \theta_0) \, dx \, n^{-1/2} K(F(x; \theta_0), n + 1)
\]

(3.3.55)

\[:= J_{1n}^{(1)}(t) + J_{1n}^{(2)}(t) + (1 - t) \int l(x, \theta_0) \, dx \, n^{-1/2} K(F(x; \theta_0), n + 1).\]

On the other hand,

\[
J_{2n}(t) = \int l(x, \theta_0) \, dx \, [n^{-1/2} \sum_{i=1}^{[n+1](1-t)} (1 \{X_{n+i-1} \leq x\} - F(x; \theta_0)) \\
- n^{-1/2} K^{(2)}(F(x; \theta_0), (n + 1)(1 - t))] \\
+ \int l(x, \theta_0) \, dx \, n^{-1/2} K^{(2)}(F(x; \theta_0), (n + 1)(1 - t))
\]

(3.3.56)

\[:= J_{2n}^{(1)}(t) + \int l(x, \theta_0) \, dx \, n^{-1/2} K^{(2)}(F(x; \theta_0), (n + 1)(1 - t)).\]

Hence, from (3.3.54), by (3.3.41), (3.3.47), (3.3.55) and (3.3.56), we have
\[ \varphi_n(t) = \int l(x, \theta_0) \, d_x n^{-1/2} \left[ K(F(x; \theta_0), (n + 1)t) - t K(F(x; \theta_0), n + 1) \right] + J^{(1)}_{1n}(t) + J^{(2)}_{1n}(t) + J^{(1)}_{2n}(t). \]

(3.3.57)

Since, by (3.3.27), \( \sup_{1/2 \leq t \leq \pi/4} (1 - t)/q(t) \leq \sup_{0 < t \leq 1/2} t/q(1 - t) < \infty \), we have, by Lemma 3.2.3, with \( q(t) \equiv 1 \) (i.e. no weight function), as \( n \to \infty \),

\[ \sup_{1/2 \leq t \leq \pi/4} \|J^{(1)}_{1n}(t)\|/q(t) = o_P(1). \]

(3.3.58)

By (3.3.40) we have, as \( n \to \infty \),

\[ \sup_{1/2 \leq t \leq \pi/4} \|J^{(1)}_{2n}(t)\|/q(t) = o_P(1). \]

(3.3.59)

Also, since

\[ \sup_{1/2 \leq t \leq \pi/4} \left| t - \frac{(n + 1)t}{n} \right|/(1 - t)^{1/2} \leq \frac{1}{n} \frac{n}{n + 1} (n + 1)^{1/2} + \frac{1}{n} (n + 1)^{1/2}, \]

(3.3.60)

we have, as \( n \to \infty \),

\[ \sup_{1/2 \leq t \leq \pi/4} \|J^{(2)}_{1n}(t)\|/q(t) \leq O_P(1) \sup_{1/2 \leq t \leq \pi/4} \left| t - \frac{(n + 1)t}{n} \right|/(1 - t)^{1/2} \times \sup_{1/2 \leq t \leq \pi/4} (1 - t)^{1/2}/q(t) = o_P(1). \]

(3.3.61)

Hence, from (3.3.57) we get, by (3.3.6), (3.3.58), (3.3.59) and (3.3.61), that, for any function \( q \) positive on \((0, 1)\) and such that (3.3.27) holds, as \( n \to \infty \),

\[ \sup_{1/2 \leq t \leq \pi/4} \sup_{x \in \mathbb{R}} |\varphi_n(t) - \int l(x, \theta_0) \, d_x \Gamma_n(F(x; \theta_0), t)|/q(t) = o_P(1). \]

(3.3.62)
This, together with (3.3.53), implies (3.3.37), since \( \sup_{x \in \mathbb{R}} |\nabla_{\theta} F(x; \theta_0)| < \infty. \)

Lastly, in the light of (3.3.9) of Remark 3.3.2, we have from (3.3.29) that, by (3.3.30), (3.3.32), (3.3.35) and (3.3.37), as \( n \to \infty, \)

\[
\sup_{\frac{1}{n+1} \leq t \leq \frac{n}{n+1}} \sup_{x \in \mathbb{R}} |\hat{\beta}_n(x, t) - \Psi_n(x, t)|/q(t) = o_P(1),
\]

provided that the function \( q \) is positive on \( (0, 1] \) and such that (3.3.27) holds.

Since, by definition, \( \hat{\beta}_n(x, t) = 0 \) for any \( t \in A_n := (0, \frac{1}{n+1}] \cup [\frac{n}{n+1}, 1), \) in virtue of (3.3.63), in order to prove (a) and (b), it now suffices to show, that, as \( n \to \infty, \)

\[
\sup_{t \in A_n} \sup_{x \in \mathbb{R}} |\Psi_n(x, t)|/q(t) = \begin{cases} 
  o_P(1), & \text{if (3.3.15) holds,} \\
  O_P(1), & \text{if (3.3.16) holds.}
\end{cases}
\]

To this end we note that, by (3.2.46), (3.2.47), (3.2.48) and (3.3.14),

\[
\Psi_n(x, t) = \Gamma_n(F(x; \theta_0), t) - n^{-1/2}(W(nt) - tW(n)) \cdot D(\theta_0)^{-1} \cdot \nabla_{\theta} F(x; \theta_0)^T,
\]

where, for each \( n \geq 1, \) \( n^{-1/2}W(nt) = \int l(x, \theta_0) d_x K(F(x; \theta_0), nt) \cdot D(\theta_0) \) is the vector valued Wiener process as in (3.2.50).

Next, we have that, by (3.3.6),

\[
\sup_{0 < t < \frac{1}{n}} \sup_{x \in \mathbb{R}} |\Gamma_n(F(x; \theta_0), t)| \overset{D}{=} \sup_{0 < t < \frac{1}{n}} \sup_{x \in \mathbb{R}} |\Gamma(F(x; \theta_0), t)| \text{ for each } n \geq 1.
\]

Hence, by Theorem 3.3.B (cf. Remark 3.3.3), we have, as \( n \to \infty, \)
(3.3.66) \[\sup_{0 < t < \frac{1}{n}} \sup_{x \in \mathbb{R}} |\Gamma(F(x; \theta_0), t)|/q(t) = \begin{cases} o_P(1), & \text{if (3.3.15) holds,} \\ O_P(1), & \text{if (3.3.16) holds.} \end{cases}\]

Similarly, since \(n^{-1/2}(W(nt) - tW(n)) \overset{D}{=} W(t) - tW(1) =: B(t)\), for each \(n\), where \(B(\cdot)\) is a Brownian bridge (cf. Remark 3.3.5), we have,

\[\sup_{0 < t < \frac{1}{n}} n^{-1/2}|W(nt) - tW(n)| \overset{D}{=} \sup_{0 < t < \frac{1}{n}} |B(t)|.\]

Thus, by Theorem 3.3.C (cf. Remark 3.3.4), we have, as \(n \to \infty\),

(3.3.67) \[\sup_{0 < t < \frac{1}{n}} |n^{-1/2}W(nt) - tW(1)|/q(t) = \begin{cases} o_P(1), & \text{if (3.3.15) holds,} \\ O_P(1), & \text{if (3.3.16) holds.} \end{cases}\]

Hence, by (3.3.66) and (3.3.67), we get that (3.3.64) holds, and (a) and (b) follow.

As for the proof of (c) we note that, by (3.3.6), (33.3.14) and (3.3.17), we have, for any \(n \geq 1\),

(3.3.68) \[\{\Psi_n(x, t), \ 0 \leq t \leq 1, \ x \in \mathbb{R}\} \overset{D}{=} \{\Psi(x, t), \ 0 \leq t \leq 1, \ x \in \mathbb{R}\}.\]

Next, we note that, (3.3.63),

(3.3.69) \[\lim_{n \to \infty} \left| P\{\sup_{0 < t < 1} \max_{x \in \mathbb{R}} |\hat{\beta}_n(x, t)| / q(t) \leq x \} - P\{\sup_{1/2 < t < 1} \max_{x \in \mathbb{R}} |\Psi_n(x, t)| / q(t) \leq x \} \right| = 0,\]

Also, with any function \(q \in Q\) and such that (3.3.16) holds, we have

\[\lim_{n \to \infty} P\{\max_{1/2 \leq t < 1} \sup_{x \in \mathbb{R}} |\Psi(x, t)| / q(t) \leq x \} = P\{\max_{0 < t < 1} \sup_{x \in \mathbb{R}} |\Psi(x, t)| / q(t) \leq x \},\]

for any \(x \in \mathbb{R}\). This, together with (3.3.68) and (3.3.69), implies (c). \(\blacksquare\)
Corollary 3.3.1. Under the conditions of Theorem 3.3.1 we have, as \( n \to \infty \),

(a) if \( q \in Q^* \) and is such that (3.3.15) holds then,

\[
\hat{\beta}_n(x,t)/q(t) \overset{D}{\to} \Psi(x,t)/q(t)
\]

in \( D(\mathbb{R} \times [0,1]) \),

(b) if \( q \) is a positive function on \((0,1)\), then, (3.3.70) holds in \( D(\mathbb{R} \times [\delta,1-\delta]) \) for any \( 0 < \delta < 1/2 \).

We should note that on assuming condition (3.3.15), part (a) of Corollary 3.3.1 gives the limiting distribution of any continuous functional of \( \hat{\beta}_n(x,t)/q(t) \). In addition to that, Theorem 3.3.1 (c) gives convergence in distribution of the sup–sup-functional in \( D(\mathbb{R} \times (0,1]) \) of \( \hat{\beta}_n(x,t)/q(t) \), with the weaker condition (3.3.16). In particular, Theorem 3.3.1 (c) is true for the function

\[
q(t) = \left( t(1-t) \log \log 1/t(1-t) \right)^{1/2}, \quad 0 < t < 1.
\]

On account of this, we propose the following:

Suppose that \( X_1, X_2, \ldots, X_n \) are independent normal random variables. For testing

\[
H_0 : X_1, X_2, \ldots, X_n \text{ have the same normal distribution}
\]

against

\[
H_1 : \text{There is a } \lambda \in (0,1) \text{ such that}
\]

\[
P(X_1 \leq t) = \ldots = P(X_{[n\lambda]} \leq t),
\]

\[
P(X_{[n\lambda]+1} \leq t) = \ldots = P(X_n \leq t), \quad -\infty < t < \infty, \quad \text{and}
\]

\[
P(X_{[n\lambda]} \leq t_0) \neq P(X_{[n\lambda]+1} \leq t_0), \quad \text{for some } t_0,
\]
reject $H_0$, in favour of $H_1$, for large values of

$$
(3.3.74) \quad \sup_{0 < t < 1} \sup_{x \in \mathbb{R}} |\hat{\beta}_n(x, t)| \bigg/ \left( t(1 - t) \log \log 1 / (t(1 - t))^2 \right) ^{1/2},
$$

where $\hat{\beta}_n(\cdot, \cdot)$ is as in (3.3.11).

3.4 Sequentially estimated empirical processes.

Building on the experience gained in Sections 3.2 and 3.3, in this section we study the sequentially estimated empirical process $\hat{\beta}_n(x, t)$ as in (3.1.1) as well as the process $\hat{\beta}_n(x, t)$ as in (3.3.8), in the case of a general parametric family.

Suppose that $X_1, X_2, \ldots$ is a sequence of i.i.d. random variables with continuous distribution function $F \in \{ F(x; \theta); x \in \mathbb{R}, \theta \in \Theta \subseteq \mathbb{R}^d \}$. We assume that, for each $\frac{1}{n} \leq t \leq 1$, the unknown $\theta$ is estimated by a sequence $\{ \hat{\theta}_{[nt]} \}$ of estimators based on the random sample $X_1, \ldots, X_{[nt]}$, under conditions given by (1.2.2) (i)-(vi) in Chapter 1, where (1.2.2)(ii) is satisfied for each fixed $t$, i.e.,

$$
(3.4.1) \quad [nt]^{\frac{1}{2}} (\hat{\theta}_{[nt]} - \theta_0) = [nt]^{-\frac{1}{2}} \sum_{i=1}^{[nt]} l(X_i, \theta_0) + \varepsilon_{1n}(t),
$$

where $\theta_0$ denotes the true value of the parameter $\theta$, and $\varepsilon_{1n}(t)$ converges to zero, in probability, as $(nt) \to \infty$.

We will assume further in (3.4.1), that, as $n \to \infty$,

$$
(3.4.1^*) \quad \sup_{0 \leq t \leq 1} ||\varepsilon_{1n}(t)|| = o_P(1) \quad \text{and} \quad \sup_{\frac{1}{n} \leq t \leq \delta} ||\varepsilon_{1n}(t)|| = O_P(1),
$$

for any $0 < \delta < 1$. 
Let $T_j(x)$ denote the total variation of the $j$th component $l_j(\cdot, \theta_0)$ of $l(\cdot, \theta_0)$ (cf. (1.2.2)(v)) on the interval $[-x, x]$, $j = 1, \ldots, p$, and let $T(x) = (T_1(x), \ldots, T_p(x))$. We can choose a non-negative function $u(n, t) \equiv u(nt), n \geq 1, 0 \leq t \leq 1$, such that, for each $n$ fixed, $u(n, \cdot)$ is increasing, for each $t$ fixed, $u(\cdot, t)$ is increasing, and $u(n,t) \to \infty$, as $(nt) \to \infty$ so slowly that $\|I(T(nt))\| (nt)^{-1/2} \log^2(nt) \to 0$. (If $\|T(n)\|$ is bounded, then any constant function in $t, u(n, t) \equiv u_n \to \infty$ will suffice, while if $\|T(n)\| \not\to \infty$ we can take $u(nt) = T^{-1}(v(nt))$, where $v(nt) \not\to \infty$, as $(nt) \to \infty$ so that $v(nt) = o((nt)^{1/2} / \log^2(nt))$ and $T^{-1}(y) = \inf \{x : \|T(x)\| \geq y\}$).

Consider the series

$$\sum_{k=1}^{\infty} \frac{1}{k} \int_{|x| > u(k)} \|l_j^2(x, \theta_0)dx F(x; \theta_0), \quad j = 1, \ldots, p,$$

where $F(x; \theta_0)$ denotes the underlying distribution function with $\theta = \theta_0$.

We recall that the two time parameter sequentially estimated empirical process, based on the observations $X_1, \ldots, X_{[nt]}$, is defined by

$$\hat{\beta}_n(x, t) = n^{-1/2} \sum_{i=1}^{[nt]} \left(1 \{X_i \leq x\} - F(x; \hat{\theta}_{[nt]})\right), \quad 0 \leq t \leq 1, \quad x \in \mathbb{R}.$$

We have

**Theorem 3.4.1.** Let $X_1, X_2, \ldots$, be a sequence of i.i.d. r.v.'s with continuous distribution function $F \in \{F(x; \theta); \ x \in \mathbb{R}, \theta \in \Theta \subseteq \mathbb{R}^p\}$. Suppose that, $(\hat{\theta}_{[nt]})$ satisfies conditions (1.2.2)(i)-(vi), with (3.4.1) and (3.4.1*). Suppose further that the series in (3.4.2) converges for each $j = 1, \ldots, p$. Then, there exists a Kiefer process $K(\cdot, \cdot)$ such that with the sequence of stochastic processes $\{G_n(x,t), 0 \leq t \leq 1, x \in \mathbb{R}\}$, and a weight function $q \in \mathcal{Q}$ we have, as $n \to \infty$, \ldots
(a) if

\[(3.4.4) \quad I_0(q, c) < \infty \quad \text{for all } c > 0,\]

then

\[\sup_{0 < t \leq 1} \sup_{x \in \mathbb{R}} |\hat{\beta}_n(x, t) - G_n(x, t)|/q(t) = \mathcal{O}_p(1),\]

(b) if

\[(3.4.5) \quad I_0(q, c) < \infty \quad \text{for some } c > 0,\]

then

\[\sup_{0 < t \leq 1} \sup_{x \in \mathbb{R}} |\hat{\beta}_n(x, t) - G_n(x, t)|/q(t) = O_P(1),\]

(c) if (3.4.5) holds, then

\[\sup_{0 < t \leq 1} \sup_{x \in \mathbb{R}} |\hat{\beta}_n(x, t)|/q(t) \xrightarrow{D} \sup_{0 < t \leq 1} \sup_{x \in \mathbb{R}} |G(x, t)|/q(t),\]

where

\[(3.4.6) \quad G_n(x, t) = n^{-1/2} K(F(x; \theta_0), nt) - \left\{ \int l(x, \theta_0) \, d_x n^{-1/2} K(F(x; \theta_0), nt) \right\} \cdot \nabla \theta F(x; \theta_0)^T\]

and

\[(3.4.7) \quad G(x, t) = K(F(x; \theta_0), t) - \left\{ \int l(x, \theta_0) \, d_x K(F(x; \theta_0), t) \right\} \cdot \nabla \theta F(x; \theta_0)^T.\]
Remark 3.4.1. We note that, for each $n$, $G_n$ is a Gaussian process with mean zero and covariance function $EC_n(x, s) G_n(y, t) = (s \wedge t) \times \{ \}$, where $\{ \}$ equals the right-hand side of (1.2.4), with $n = m$.

Recall the following

\begin{equation}
\varepsilon_{2n}(F(x; \theta_0), t) = n^{-1/2} \sum_{i=1}^{[nt]} (1\{X_i \leq x\} - F(x; \theta_0)) - n^{-1/2} K(F(x; \theta_0), nt)
\end{equation}

and

\begin{equation}
L_n(t) = \int l(x, \theta_0) d_x \varepsilon_{2n}(F(x; \theta_0), t).
\end{equation}

For the proof of Theorem 3.4.1 we need the following

Lemma 3.4.1. If the series $\sum_{k=1}^{\infty} \frac{1}{j} \int_{|x| > u(nt)} l_j^2(x, \theta_0) d_x F(x; \theta_0)$ converges for each $j = 1, \ldots, p$, then, for any $q$ which is a positive function on $(0, 1]$, and such that $\lim_{t \to 0} t^{1/2}/q(t) = 0$, as $n \to \infty$,

\begin{equation}
\sup_{1/4 \leq t \leq 1} ||L_n(t)||/q(t) \to 0 \text{ in probability.}
\end{equation}

Proof. Consider

\begin{equation}
L_n(t) = \int_{|x| \leq u(nt)} l(x, \theta_0) d_x \left[ n^{-1/2} \sum_{i=1}^{[nt]} \left( 1\{X_i \leq x\} - F(x; \theta_0) \right) - n^{-1/2} K(F(x; \theta_0), nt) \right]
\end{equation}

\begin{equation}
+ \int_{|x| > u(nt)} l(x, \theta_0) d_x n^{-1/2} \sum_{i=1}^{[nt]} \left( 1\{X_i \leq x\} - F(x; \theta_0) \right)
\end{equation}

\begin{equation}
- \int_{|x| > u(nt)} l(x, \theta_0) d_x n^{-1/2} K(F(x; \theta_0), nt)
\end{equation}
\[ := L_1n(t) + L_2n(t) - L_3n(t). \]

Let \( 0 < \delta < 1 \) be fixed. Using integration by parts, we have

\[
\sup_{\delta \leq t \leq 1} ||L_1n(t)||/q(t) \leq \left\{ \sup_{\delta \leq t \leq 1} ||(x, \theta_0)\varepsilon_{2n}(F(x; \theta_0), t) \mid_{x = -u_n(t)} || \right. \\
+ \left. \sup_{\delta \leq t \leq 1} \left| \int_{-u_n(t)}^{u_n(t)} \varepsilon_{2n}(F(x; \theta_0), t)d_x l(x, \theta_0) \right| \right\} \times \left( \frac{1}{\delta} \inf_{\delta \leq t \leq 1} q(t) \right).
\]

By Theorem 1.1.B., as \( (nt) \to \infty \),

\[
\sup_{x \in \mathbb{R}} |\varepsilon_{2n}(F(x; \theta_0), t)| \overset{\text{a.s.}}{=} O(n^{-1/2} \log^2(nt))
\]

and hence,

\[
\sup_{\delta \leq t \leq 1} ||L_1n(t)|| \overset{\text{a.s.}}{=} \sup_{\delta \leq t \leq 1} ||T(u(nt))|| n^{-1/2} \log^2(nt).
\]

Since \( q \) is positive on \((0, 1]\), \( \inf_{\delta \leq t \leq 1} q(t) > 0 \), and thus \( \sup_{\delta \leq t \leq 1} ||L_1n(t)||/q(t) = o_P(1) \), as \( n \to \infty \).

Also,

\[
\sup_{\frac{1}{n} \leq t \leq \delta} ||L_1n(t)||/q(t) \leq \sup_{0 < t \leq \delta} t^{1/2}/q(t) \sup_{\frac{1}{n} \leq t \leq \delta} ||L_1n(t)||/t^{1/2}
\]

\[
\overset{\text{a.s.}}{=} \sup_{0 < t \leq \delta} t^{1/2}/q(t) \sup_{\frac{1}{n} \leq t \leq \delta} ||T(u(nt))||(nt)^{-1/2} \log^2(nt)
\]

\[
\overset{\text{a.s.}}{=} \sup_{0 < t \leq \delta} t^{1/2}/q(t) O(1).
\]

Thus, since \( q \) is such \( \lim_{t \to 0} t^{1/2}/q(t) = 0 \), we have that taking \( \delta > 0 \) sufficiently small, we get, as \( n \to \infty \),

\[
\sup_{\frac{1}{n} \leq t \leq \delta} ||L_1n(t)||/q(t) = o_P(1).
\]
On the other hand, since $E\left(\int_{|z|>u(k)} l_j(x, \theta_0)dz \left(1\{X_i \leq x\} - F(x; \theta_0)\right)\right) = 0$ and

$$E\left(\int_{|z|>u(k)} l_j(x, \theta_0)dz \left(1\{X_i \leq x\} - F(x; \theta_0)\right)\right)^2 \leq \int_{|z|>u(k)} l_j^2(x, \theta_0)dz F(x; \theta_0),$$

for each $j = 1, \ldots, p$, following the same steps used to show (3.2.19) and (3.2.20), for any $0 < \delta < 1$ fixed,

$$P\left\{ \sup_{\frac{1}{n} \leq t \leq \delta} ||L_{2n}(t)||/q(t) > \epsilon \right\}$$

(3.4.12)

$$\leq \left( \sup_{\frac{1}{n} \leq t \leq \delta} t^{1/2}/q(t) \right)^2 \frac{1}{\epsilon^2} \sum_{j=1}^{p} \sum_{k=1}^{n} \frac{1}{k} \int_{|z|>u(k)} l_j^2(x, \theta_0)dz F(x; \theta_0).$$

Also,

$$P\left\{ \sup_{\delta \leq t \leq 1} ||L_{2n}(t)||/q(t) > \epsilon \right\}$$

(3.4.13)

$$\leq \left( \inf_{\delta \leq t \leq 1} q(t) \right)^{-2} \frac{1}{\epsilon^2} \frac{1}{n} \sum_{j=1}^{p} \sum_{k=\lceil n\delta \rceil}^{\lceil n\delta \rceil + n} \frac{1}{k} \int_{|z|>u(k)} l_j^2(x, \theta_0)dz F(x; \theta_0).$$

Now, since the series $\sum_{k=1}^{\infty} \frac{1}{k} \int_{|z|>u(k)} l_j^2(x, \theta_0)dz F(x; \theta_0)$ is convergent, for any $j = 1, \ldots, p$, it follows by (3.2.5) and the fact that $\lim_{t \to 0} t^{1/2}/q(t) = 0$, that

$$\sup_{\frac{1}{n} \leq t \leq 1} ||L_{2n}(t)||/q(t) = o_{P}(1), \text{ as } n \to \infty.$$

Since for each $n \geq 1$ and $\frac{1}{n} \leq t \leq 1,$
\[ n^{-1/2}K(u, nt) \overset{D}{=} \left( \frac{t}{nt} \right)^{1/2} \sum_{i=1}^{[nt]} B_i(u), \]

where \( \{B_i\}_{i=1}^{[nt]} \) is a family of independent Brownian bridges, it can be easily shown that, for each \( j = 1, 2, \)

\[
E\left( \int_{|z|>\log k} l_j(x, \theta_0) \, d_x n^{-1/2}K(F(x; \theta_0), nt) \right) = 0,
\]

\[
E\left( \int_{|z|>\log k} l_j(x, \theta_0) \, d_x n^{-1/2}K(F(x; \theta_0), nt) \right)^2 \leq \int_{|z|>\log k} l_j^2(x, \theta_0) \, d_x F(x; \theta_0),
\]

and that we have the same inequalities (3.4.12) and (3.4.13) for \( L_3(t) \). Thus,

\[
\sup_{\frac{1}{k} \leq t \leq 1} ||L_3(t)||/q(t) = o_P(1), \text{ as } n \to \infty. \quad \square
\]

**Proof of Theorem 3.4.1.** By (3.4.3) and a one-term Taylor expansion around \( \theta_0 \), following the same steps as in (3.2.21) and (3.2.24), we get

\[
\hat{\beta}_n(x, t) = n^{-1/2} \sum_{i=1}^{[nt]} (1\{X_i \leq x\} - F(x; \theta_0)) - n^{-1/2}K(F(x; \theta_0), nt) + G_n(x, t) + n^{-1/2}[nt]^{1/2} \epsilon_{3n}(x, t) - L_n(t).\nabla_\theta F(x; \theta_0)^T + n^{-1/2}[nt]^{1/2} \epsilon_{1n}(t).\nabla_\theta F(x; \theta_0)^T,
\]

(3.4.14)

where \( G_n(x, t) \) is as in (3.4.9), \( L_n(t) \) is as in Lemma 3.4.1,

(3.4.15) \[ \epsilon_{3n}(x, t) = [nt]^{1/2}(\hat{\beta}_{[nt]} - \theta_0).((\nabla_\theta F(x; \theta_0))^T - \nabla_\theta F(x; \theta_{[nt]})^T), \]

and
(3.4.16) \[ \sup_{0 \leq t \leq 1} \| \hat{\theta}_{[nt]} - \theta_0 \| \leq \sup_{0 \leq t \leq 1} \| \hat{\theta}_{[nt]} - \theta_0 \|. \]

We first assume that \( q \) is a positive function on \((0, 1]\), and such that \( \lim_{t \to 0} \frac{t^{1/2}}{q(t)} = 0 \). Let \( 0 < \delta < 1 \) be fixed. Then, for each \( n \geq 1 \),

\[ \sup_{\delta \leq t \leq 1} n^{-1/2}[nt]^{1/2} ||\varepsilon_{1n}(t)||/q(t) \leq \sup_{\delta \leq t \leq 1} t^{1/2} / q(t) \sup_{\delta \leq t \leq 1} ||\varepsilon_{1n}(t)||. \]

Since \( \sup_{\delta \leq t \leq 1} t^{1/2} / q(t) \leq \left( \inf_{\delta \leq t \leq 1} q(t) \right)^{-1} \), we have, by (3.2.5) and (3.4.1*), that

(3.4.17) \[ \sup_{\delta \leq t \leq 1} n^{-1/2}[nt]^{1/2} ||\varepsilon_{1n}(t)||/q(t) = o_P(1), \text{ as } n \to \infty. \]

Also, since \([nt] \leq nt\) and \( \lim_{t \to 0} \frac{t^{1/2}}{q(t)} = 0 \), by (3.4.1*), taking \( \delta > 0 \) sufficiently small, we have

(3.4.18) \[ \sup_{\frac{1}{n} \leq t \leq \delta} n^{-1/2}[nt]^{1/2} ||\varepsilon_{1n}(t)||/q(t) = o_P(1), \text{ as } n \to \infty. \]

Furthermore, by (1.2.1)(vi), \( \nabla_\theta F(x; \theta_0) \) is uniformly bounded in \( x \), thus, we have, from (3.4.17) and (3.4.18), that

(3.4.19) \[ \sup_{\frac{1}{n} \leq t \leq \delta} n^{-1/2}[nt]^{1/2} ||\varepsilon_{1n}(t) \cdot \nabla_\theta F(x; \theta_0)^T ||/q(t) = o_P(1), \text{ as } n \to \infty. \]

We note that, for \( \frac{1}{n} \leq t \leq 1 \), by (3.4.1),

(3.4.20) \[ \hat{\theta}_{[nt]} - \theta_0 = [nt]^{-1} \sum_{i=1}^{|nt|} l(X_i, \theta_0) + [nt]^{-1/2} \varepsilon_{1n}(t). \]
Let $0 < \delta < 1$ be fixed. Since, by (1.2.2)(ii), $E l(X_i, \theta_0) = 0$, an application of the Hájek-Rényi inequality and (3.4.1*) show that

$$
(3.4.21) \sup_{0 \leq t \leq 1} ||\hat{\theta}_{[nt]} - \theta_0|| = o_P(1), \text{ as } n \to \infty.
$$

Since by (1.2.2)(iv), $\nabla_{\theta} F(x; \theta_0)$ is uniformly continuous in $x$ and $\theta \in \Lambda$, where $\Lambda$ is the closure of a neighbourhood of $\theta_0$, we get, by (3.4.16), that

$$
(3.4.22) \sup_{0 \leq t \leq 1} ||\nabla_{\theta} F(x; \theta_0)^{T} - \nabla_{\theta} F(x; \hat{\theta}_{[nt]})^{T}|| = o_P(1), \text{ as } n \to \infty.
$$

Again from (3.4.1), by (3.4.1*) and the Central Limit Theorem, we have

$$
\sup_{0 \leq t \leq 1} ||[nt]^{1/2}(\hat{\theta}_{[nt]} - \theta_0)|| \leq \sup_{0 \leq t \leq 1} ||[nt]^{-1/4} \sum_{i=1}^{[nt]} l(X_i, \theta_0)|| + \sup_{0 \leq t \leq 1} ||\varepsilon_{1n}(t)||
$$

$$
(3.4.23) \leq [n\delta]^{-1/2} \sum_{i=1}^{n} ||l(X_i, \theta_0)|| + \sup_{0 \leq t \leq 1} ||\varepsilon_{1n}(t)||
$$

$$
= O_P(1) + o_P(1) = O_P(1), \text{ as } n \to \infty.
$$

Thus, from (3.4.15), we have, by (3.2.5), (3.4.22) and (3.4.23),

$$
(3.4.24) \sup_{0 \leq t \leq 1} \sup_{z \in \mathbb{R}} n^{-1/2}[nt]|\varepsilon_{3n}(x, t)|/q(t) = o_P(1), \text{ as } n \to \infty.
$$

On the other hand, after a one-term Taylor expansion around $\theta_0$, we have

$$
[n\delta]^{1/2} (\hat{\theta}_{[nt]} - \theta_0) \cdot (\nabla_{\theta} F(x; \theta_0)^{T} - \nabla_{\theta} F(x; \hat{\theta}_{[nt]})^{T})
$$

$$
(3.4.25) = [n\delta]^{1/2} (\hat{\theta}_{[nt]} - \theta_0) F_{\theta\theta}(x; \hat{\theta}_{[nt]}) (\hat{\theta}_{[nt]} - \theta_0)^{T},
$$
where \( F''_{\theta\theta}(x; \alpha) \) is the \( p \times p \) matrix of second partial derivatives of \( F(x; \theta) \) with respect to \( \theta = (\theta_1, \ldots, \theta_p) \), evaluated at \( \alpha = (\alpha_1, \ldots, \alpha_p) \) (cf. (iv), page 1), and

\[
(3.4.26) \quad \sup_{0 \leq t \leq 1} ||\hat{\theta}_{[nt]} - \theta_0|| \leq \sup_{0 \leq t \leq 1} ||\hat{\theta}_{[nt]} - \theta_0||.
\]

Furthermore, by (3.4.16),

\[
(3.4.27) \quad [nt]^{1/2} \begin{vmatrix} (\hat{\theta}_{[nt]} - \theta_0) F''_{\theta\theta}(x; \bar{\theta}_{[nt]}) (\hat{\theta}_{[nt]} - \theta_0)^T \end{vmatrix} \\
\leq 4 ||nt||^{1/4} ||\hat{\theta}_{[nt]} - \theta_0||^2 ||F''_{\theta\theta}(x; \bar{\theta}_{[nt]})||,
\]

where for any \( p \times p \) matrix \( A = [a_{ij}] \), \( ||A|| = \max_{1 \leq i, j \leq p} |a_{ij}| \).

Now, by (3.4.20),

\[
[nt]^{3/4} (\hat{\theta}_{[nt]} - \theta_0) = [nt]^{-3/4} \sum_{i=1}^{[nt]} I(X_i, \theta_0) + [nt]^{-1/4} \varepsilon_{1n}(t),
\]

and, hence, by the Hájek-Rényi inequality and (3.4.1*),

\[
\sup_{1 \leq t \leq 6} ||\hat{\theta}_{[nt]} - \theta_0|| = O_P(1), \text{ as } n \to \infty.
\]

Since, by (1.2.2)(vi), each component of the matrix \( F''_{\theta\theta}(x; \theta) \) is uniformly bounded in \( x \) and \( \theta \in \Lambda \), where \( \Lambda \) is a neighbourhood of \( \theta \), by (3.4.16) and (3.4.26), we have, as \( n \to \infty \),

\[
(3.4.28) \quad \sup_{1 \leq t \leq 6} \sup_{x \in \mathbb{R}} ||F''_{\theta\theta}(x; \bar{\theta}_{[nt]})|| = O_P(1).
\]

Finally, since \( [nt] \leq nt \), \( \sup_{1 \leq t \leq 6} t^{1/2}/q(t) \leq \sup_{0 < t \leq 6} t^{1/2}/q(t) \) and \( \lim_{t \to 0} t^{1/2}/q(t) = 0 \), we have
\[ (3.4.29) \quad \sup_{\frac{1}{n} \leq t \leq 1} \sup_{x \in \mathbb{R}} n^{-1/2} |nt|^{1/2} |\varepsilon_n(x, t)|/q(t) = o_P(1), \text{ as } n \to \infty. \]

Now, by (3.4.24) and (3.4.29), we have, as \( n \to \infty, \)

\[ (3.4.30) \quad \sup_{\frac{1}{n} \leq t \leq 1} \sup_{x \in \mathbb{R}} n^{-1/2} |nt|^{1/2} |\varepsilon_n(x, t)|/q(t) = o_P(1). \]

We note that, from (3.4.14), by the proof of Theorem 2.1.A (cf. 2.1.8), Lemma 3.2.3, (3.4.19) and (3.4.30), we have, for any \( q \) positive on \( (0, 1] \) and such that \( \lim_{t \to 0} t^{1/2}/q(t) = 0 \), as \( n \to \infty, \)

\[ (3.4.31) \quad \sup_{0 < t \leq 1} \sup_{x \in \mathbb{R}} |\hat{\beta}_n(x, t) - \overline{G}_n(x, t)|/q(t) = o(1), \]

where

\[ \overline{G}_n(x, t) = \begin{cases} \quad G_n(x, t), & x \in \mathbb{R}, \quad \frac{1}{n} \leq t \leq 1, \\ \quad 0, & \text{elsewhere}, \end{cases} \]

and \( G_n(x, t) \) is as in (3.4.6).

By definition,

\[ (3.4.32) \quad \hat{\beta}_n(x, t) = 0 \text{ for all } x \in \mathbb{R} \text{ and } 0 < t < \frac{1}{n}. \]

Hence, to prove (a) and (b), it suffices to show that

\[ (3.4.33) \quad \sup_{0 < t \leq \frac{1}{n}} \sup_{x \in \mathbb{R}} |G_n(x, t)|/q(t) = \begin{cases} \quad o_P(1), & \text{if \( (3.4.4) \) holds}, \\ \quad O_P(1), & \text{if \( (3.4.5) \) holds}. \end{cases} \]

Now, the end of the proof follows exactly the lines of the end of the proof of Theorem 3.2.1 (cf. (3.2.45) and on).
The proof of (c) is also similar to that of (c) of Theorem 3.2.1 (cf. (3.2.52) and (3.2.53)). ■

Corollary 3.4.1. Assuming conditions of Theorem 3.4.1, we have, as $n \to \infty$,

(a) if $q \in Q$ is such that (3.4.4) holds, then

\[
\hat{\beta}_n(x,t)/q(t) \xrightarrow{D} G(x,t)/q(t)
\]

in $D(\mathbb{R} \times [0,1])$,

(b) if $q$ is positive on $(0,1]$, then (3.4.34) holds in $D(\mathbb{R} \times [\delta,1])$ for any $0 < \delta < 1$.

Proof. (a) follows from Theorem 3.4.1 (a).

(b) By Theorem 3.4.1 (a) with $q(t) \equiv 1$, and (3.2.5). ■

Consider now the process $\{\hat{\beta}_n(x,t), \ 0 \leq t \leq 1, \ x \in \mathbb{R}\}$ defined by

\[
\hat{\beta}_n(x,t) = \begin{cases} 
\frac{n^{1/2}}{\left[\frac{(n+1)t}{n}\right]} \left(1 - \left[\frac{(n+1)t}{n}\right]\right) \hat{\xi}_n(x,t), & \text{if } 0 \leq t \leq 1, \ x \in \mathbb{R}, \\
0, & \text{if } t = 1, \ x \in \mathbb{R},
\end{cases}
\]

with

\[
\hat{\xi}_n(x,t) = \frac{\sum_{i=1}^{\left[\frac{(n+1)t}{n}\right]} [1\{X_i \leq x\} - F(x; \hat{\theta}_{[nt]}^\prime)] - \sum_{i=\left[\frac{(n+1)t}{n}\right]+1}^{n} [1\{X_i \leq x\} - F(x; \hat{\theta}_{[nt]}^\prime)]}{n - \left[\frac{(n+1)t}{n}\right]},
\]

where, for each $\frac{1}{n+1} < t < \frac{n}{n+1}$, $\{\hat{\theta}_{[nt]}^\prime\}$ and $\{\hat{\theta}_{[nt]}^\prime\}$ are sequences of estimators of $\theta$ based on $X_1, \ldots, X_{\left[\frac{(n+1)t}{n}\right]}$ and $X_{\left[\frac{(n+1)t}{n}\right]+1}, \ldots, X_n$, respectively.
We assume that the estimation is done under conditions given by (1.2.2) (i)-(vi) in Chapter I, where, for each fixed $t$,

\[
(3.4.37) \quad [nt]^{\frac{1}{2}}(\hat{\delta}_{[nt]}^{'} - \theta_0) = [nt]^{-\frac{1}{2}} \sum_{i=1}^{[nt]} l(X_i; \theta_0) + \varepsilon'_1(t),
\]

and

\[
(3.4.38) \quad (n - [nt])^{\frac{1}{2}}(\hat{\delta}_{[nt]}'' - \theta_0) = (n - [nt])^{-\frac{1}{2}} \sum_{i=[nt]+1}^{n} l(X_i; \theta_0) + \varepsilon''_1(t).
\]

We will assume further that, as $n \to \infty$,

\[
(3.4.39) \quad \sup_{\varepsilon \leq t \leq 1} ||\varepsilon'_1(t)|| = o_P(1) \text{ and } \sup_{\frac{1}{2} \leq t \leq \delta} ||\varepsilon'_1(t)|| = O_P(1),
\]

and

\[
(3.4.40) \quad \sup_{\varepsilon \leq t \leq 1} ||\varepsilon''_1(t)|| = o_P(1) \text{ and } \sup_{\frac{1}{2} \leq t \leq \delta} ||\varepsilon''_1(t)|| = O_P(1),
\]

for any $0 < \delta < 1$.

In the next result we obtain weighted approximations of the process $\hat{\beta}_n(x, t)$, as defined in (3.4.35), by the sequence of Gaussian processes $\{\Psi_n(x, t), \ 0 \leq t \leq 1, \ x \in \mathbb{R}\}$, where

\[
(3.4.41) \quad \Psi_n(x, t) = \Gamma_n(F(x; \theta_0), t) - \{ \int l(x, \theta_0) d_x \Gamma_n(F(x; \theta_0), t) \} \cdot \nabla_{\theta} F(x; \theta_0)^T,
\]

with

\[
(3.4.42) \quad \{\Gamma_n(F(x; \theta_0), t), \ 0 \leq t \leq 1, \ x \in \mathbb{R}\}
\]

\[
= \{n^{-1/2}(K(F(x; \theta_0), nt) - tK(F(x; \theta_0), n)), \ 0 \leq t \leq 1, \ x \in \mathbb{R}\}
\]

\[
\overset{D}{=} \{\Gamma(F(x; \theta_0), t), \ 0 \leq t \leq 1, \ x \in \mathbb{R}\} \text{ for each } n \geq 1.
\]
Theorem 3.4.2. Let $X_1, X_2, \ldots$ be a sequence of i.i.d. r.v.'s with continuous distribution function $F \in \{ F(x; \theta); \ x \in \mathbb{R}, \ \theta \in \Theta \subseteq \mathbb{R}^p \}$. Suppose that $\{ \hat{\theta}_{[n]} \}$ and $\{ \hat{\theta}^*_{[n]} \}$ satisfy conditions (1.2.2)(i)-(vi), with (3.4.37) – (3.4.40). Suppose further that the series in (3.4.2) converges for each $j = 1, \ldots, p$. Then, there exists a Kiefer process $K(\cdot, \cdot)$ such that with the sequence of Gaussian processes $\{ \Psi_n(x, t), 0 \leq t \leq 1, x \in \mathbb{R} \}$, and a weight function $q \in Q^*$, we have, as $n \to \infty$,

(a) if

(3.4.43) $I_{0,1}(q, c) < \infty$ for all $c > 0$,

then

$$ \sup_{0 < t < 1} \sup_{x \in \mathbb{R}} |\hat{\beta}_n(x, t) - \Psi_n(x, t)|/q(t) = o_P(1), $$

(b) if

(3.4.44) $I_{0,1}(q, c) < \infty$ for some $c > 0$,

then

$$ \sup_{0 < t < 1} \sup_{x \in \mathbb{R}} |\hat{\beta}_n(x, t) - \Psi_n(x, t)|/q(t) = O_P(1), $$

(c) if $(3.4.44)$ holds then

$$ \sup_{0 < t < 1} \sup_{x \in \mathbb{R}} |\hat{\beta}_n(x, t)|/q(t) \overset{D}{\to} \sup_{0 < t < 1} \sup_{x \in \mathbb{R}} |\Psi(x, t)|/q(t), $$

where the process $\{ \Psi(x, t), 0 \leq t \leq 1, x \in \mathbb{R} \}$ is defined by

(3.4.45) $\Psi(x, t) = \Gamma(F(x; \theta_0), t) - \left\{ \int l(x, \theta_0) d_x \Gamma(F(x; \theta_0), t) \right\} \cdot \nabla \theta F(x; \theta_0)^T.$
Proof. From (3.4.36) we have, after adding and subtracting \( F(x; \theta_0) \),

\[
\hat{\zeta}_n(x, t) = \sum_{i=1}^{[n+1]t} \left( 1 \{X_i \leq x\} - F(x; \theta_0) \right) \frac{[\Theta_{n+1}, X_{i}] + 1}{n - \left( [n+1]t \right)} 
\]

(3.4.46)

\[+ (F(x; \theta_0) - F(x; \hat{\theta}'_{[nt]})) + (F(x; \hat{\theta}'_{[nt]}) - F(x; \theta_0)).\]

Now, applying a one-term Taylor expansion to \( F(x; \theta) \), around \( \theta_0 \), we get

\[
F(x; \theta_0) - F(x; \hat{\theta}'_{[nt]}) = (\hat{\theta}'_{[nt]} - \theta_0) \cdot \left( \nabla_{\theta} F(x; \theta_0)^T - \nabla_{\theta} F(x; \hat{\theta}'_{[nt]})^T \right)
\]

\[= (\hat{\theta}'_{[nt]} - \theta_0) \cdot \nabla_{\theta} F(x; \theta_0)^T \]

(3.4.47)

\[= \varepsilon_3'(x, t) - (\hat{\theta}'_{[nt]} - \theta_0) \cdot \nabla_{\theta} F(x; \theta_0)^T,\]

where

(3.4.48)

\[\varepsilon_3'(x, t) = (\hat{\theta}'_{[nt]} - \theta_0) \cdot \left( \nabla_{\theta} F(x; \hat{\theta}'_{[nt]})^T - \nabla_{\theta} F(x; \theta_0)^T \right)\]

and

\[\sup_{0 \leq t \leq 1} ||\hat{\theta}'_{[nt]} - \theta_0|| \leq \sup_{0 \leq t \leq 1} ||\hat{\theta}'_{[nt]} - \theta_0||.\]

Similarly, we have

\[
F(x; \hat{\theta}'_{[nt]}) - F(x; \theta_0) = (\hat{\theta}'_{[nt]} - \theta_0) \cdot \left( \nabla_{\theta} F(x; \theta_0)^T - \nabla_{\theta} F(x; \hat{\theta}'_{[nt]})^T \right)
\]

\[+ (\hat{\theta}'_{[nt]} - \theta_0) \cdot \nabla_{\theta} F(x; \theta_0)^T \]

(3.4.49)

\[= \varepsilon_3''(x, t) + (\hat{\theta}'_{[nt]} - \theta_0) \cdot \nabla_{\theta} F(x; \theta_0)^T,\]

where

(3.4.50)

\[\varepsilon_3''(x, t) = (\hat{\theta}'_{[nt]} - \theta_0) \cdot \left( \nabla_{\theta} F(x; \theta_0)^T - \nabla_{\theta} F(x; \hat{\theta}'_{[nt]})^T \right)\]
and

$$
\sup_{0 \leq t \leq 1} ||\hat{\beta}_{[n]}'' - \theta_0|| \leq \sup_{0 \leq t \leq 1} ||\hat{\beta}_{[n]}' - \theta_0||.
$$

Thus, i.e. (4.4.34), we get,

$$
\hat{\beta}_n(x, t) = \beta_n^*(x, t) - n^{-1/2} \left\{ (1 - \frac{[n + 1]t}{n}) \sum_{i=1}^{[n+1]t} l(X_i; \theta_0) \cdot \nabla_\theta F(x; \theta_0)^T 
\right. \\
- \frac{(n + 1)t}{n} \sum_{i=\lfloor(n+1)t\rfloor+1}^{n} l(X_i; \theta_0) \cdot \nabla_\theta F(x; \theta_0)^T \\
+ \frac{(n + 1)t}{n} (1 - \frac{[n + 1]t}{n})n^{1/2} \{ \varepsilon'_3n(x, t) + \varepsilon''_3n(x, t) \} \\
+ \frac{(n + 1)t}{n} n^{-1/2} (n - [n + 1]t) \varepsilon''_3n(t). \nabla_\theta F(x; \theta_0)^T \\
- (1 - \frac{(n + 1)t}{n})n^{-1/2} [(n + 1)t]^{1/2} \varepsilon'_3n(t). \nabla_\theta F(x; \theta_0)^T,
$$

(3.4.51)

where, $\beta_n^*(x, t)$ is as in (3.3.5).

We assume first that $q$ is positive on $(0, 1)$ and such that (3.3.27) holds. Adding and subtracting $\Psi_n(x, t)$ (cf. (3.4.41)) we get in (3.4.51),

(3.4.52)

$$
\sup_{\frac{n}{n+1}t \leq t \leq \frac{n}{n+1}T} \sup_{x \in \mathbb{K}} |\hat{\beta}_n(x, t) - \Psi_n(x, t)| / q(t) \\
\leq \sup_{\frac{n}{n+1}t \leq t \leq \frac{n}{n+1}T} \sup_{x \in \mathbb{K}} |\beta_n^*(x, t) - \Gamma_n(F(x; \theta_0), t)| / q(t) \\
+ \sup_{\frac{n}{n+1}t \leq t \leq \frac{n}{n+1}T} \sup_{x \in \mathbb{K}} |(\varphi_n(t) - \int l(x, \theta_0) dx \Gamma_n(F(x; \theta_0), t)) \cdot \nabla_\theta F(x; \theta_0)^T| / q(t) \\
+ \sup_{\frac{n}{n+1}t \leq t \leq \frac{n}{n+1}T} \sup_{x \in \mathbb{K}} \frac{(n + 1)t}{n} (1 - \frac{(n + 1)t}{n})n^{1/2} |\varepsilon'_3n(x, t) + \varepsilon''_3n(x, t)| / q(t).
$$
\[ 
+ \sup_{x \in \mathbb{R}} \sup_{t \leq t \leq T} \frac{1}{n} (n + 1) t \left[ \left[ n - ((n + 1) t) \right]^{1/2} \right. \\
+ \sup_{x \in \mathbb{R}} \sup_{t \leq t \leq T} (1 - \frac{((n + 1) t)}{n}) n^{-1/2} \left[ n - ((n + 1) t) \right]^{1/2} \left| \epsilon_{1n}'(t) \cdot \nabla \theta F(x; \theta_0) \right|^2 / q(t) \\
:= I_n^{(1)} + I_n^{(2)} + I_n^{(3)} + I_n^{(4)} + I_n^{(5)}. 
\]

Let \( 0 < \delta < 1/2 \) be fixed. We have

\[
(3.4.53) \\
\sup_{x \in \mathbb{R}} \sup_{1 - \delta \leq t \leq T} \frac{1}{n} (n + 1) t \left[ \left[ n - ((n + 1) t) \right]^{1/2} \right. \\
\leq \sup_{x \in \mathbb{R}} \sup_{1 - \delta \leq t \leq T} \frac{1}{n} (n + 1) t \left[ \left[ n - ((n + 1) t) \right]^{1/2} \right. \\
\leq (1 - \frac{1}{n}) \sup_{x \in \mathbb{R}} \sup_{1 - \delta \leq t \leq T} \frac{1}{n} (n + 1) t \left[ \left[ n - ((n + 1) t) \right]^{1/2} \right. \\
\leq (1 - \frac{1}{n}) (1 - \frac{1}{n})^{1/2} \sup_{x \in \mathbb{R}} \sup_{1 - \delta \leq t \leq T} \frac{1}{n} (n + 1) t \left[ \left[ n - ((n + 1) t) \right]^{1/2} \right. \\
\leq O(1) \sup_{1 - \delta \leq t \leq T} (1 - t)^{1/2} / q(t). 
\]

It is easy to check that, as \( n \to \infty \),

\[
\sup_{1 - \delta \leq t \leq T} (1 - \frac{((n + 1) t)}{n}) / q(t) \leq O(1) \sup_{1 - \delta \leq t \leq T} (1 - t)^{1/2} / q(t). 
\]

Hence, by (3.3.27), (3.4.1) and the fact that the vector \( \nabla \theta F(x; \theta_0) \) is uniformly bounded in \( x \), in sup-norm (cf. (1.2.2)(vi)), we have, as \( n \to \infty \),

\[
\text{...}
\]
(3.4.54)

\[ I_n^{(5)} := \sup_{\frac{1}{n+1} \leq t \leq \frac{n}{n+1}} \sup_{x \in \mathbb{R}} (1 - \left[\frac{n+1}{n}\right]) n^{-1/2} [\varepsilon_{1n}(t) T \left( \varepsilon_{1n}^\prime(t) \right) \cdot \nabla \theta F(x; \theta_0) ] / q(t) \]

= o_p(1).

On the other hand, arguing as above, substituting \( \varepsilon_{1n}(t) \) by \( \varepsilon_{1n}''(t) \) in (3.4.53), we have, by (1.2.2)(vi), (3.3.27) and (3.4.40), as \( n \to \infty \),

(3.4.55)

\[ I_n^{(4)} := \sup_{\frac{1}{n+1} \leq t \leq \frac{n}{n+1}} \sup_{x \in \mathbb{R}} \frac{[n+1]}{n} n^{-1/2} [n - [(n+1)t]^{1/2} \varepsilon_{1n}''(t) \cdot \nabla \theta F(x; \theta_0) ] / q(t) \]

= o_p(1).

Next we have that, for any fixed \( 0 < \delta < 1/2 \),

\[
\sup_{\frac{1}{n+1} \leq t \leq \frac{n}{n+1}} \sup_{x \in \mathbb{R}} \left( 1 - \frac{[n+1]}{n} \right) n^{-1/2} |\varepsilon_{3n}(x, t)| / q(t)
\]

\[
\leq \sup_{\frac{1}{n+1} \leq t \leq 1 - \delta} \left( 1 - \frac{[n+1]}{n} \right) n^{-1/2} [(n+1)t]^{1/2}
\]

\[
\times \sup_{\frac{1}{n+1} \leq t \leq 1 - \delta} \sup_{x \in \mathbb{R}} [(n+1)t]^{1/2} |\varepsilon_{3n}(x, t)| / q(t)
\]

\[
\vee \sup_{1 - \delta \leq t \leq \frac{n}{n+1}} \left( 1 - \frac{[n+1]}{n} \right) / q(t) \sup_{1 - \delta \leq t \leq 1} n^{-1/2} [(n+1)t]^{1/2}
\]

\[
\times \sup_{1 - \delta \leq t \leq 1} \sup_{x \in \mathbb{R}} [(n+1)t]^{1/2} |\varepsilon_{3n}(x, t)|
\]

\[
\leq O(1) \sup_{\frac{1}{n+1} \leq t \leq 1 - \delta} \sup_{x \in \mathbb{R}} [(n+1)t]^{1/2} |\varepsilon_{3n}(x, t)| / q(t)
\]

\[
\vee O(1) \sup_{1 - \delta \leq t \leq 1} (1 - t)^{1/2} / q(t) \sup_{1 - \delta \leq t \leq 1} \sup_{x \in \mathbb{R}} [(n+1)t]^{1/2} |\varepsilon_{3n}(x, t)|.
\]
We also note that, \( [(n + 1)t]^{1/2} \epsilon_n'(z, t) = \epsilon_{3(n+1)}(z, t) \), for all \( z \in \mathbb{R} \) and \( \frac{t}{n+1} \leq t \leq \frac{n}{n+1} \), where \( \epsilon_n(z, t) \) is as in (3.4.15), we have, by (3.3.27) and (3.4.30), as \( n \to \infty \),

\[
(3.4.56) \quad \sup_{\frac{t}{n+1} \leq t \leq \frac{n}{n+1}} \sup_{z \in \mathbb{R}} \frac{[(n + 1)t]}{n} \left( 1 - \frac{[(n + 1)t]}{n} \right) n^{1/2} |\epsilon_n'(z, t)|/q(t) = o_P(1).
\]

Furthermore, we note that, by (3.4.38), we can write

\[
(3.4.57) \quad (n - [(n + 1)t])^{1/2} (\hat{\theta}_{n[t]} - \theta_0) = [(n + 1)(1 - t)]^{-1/2} \sum_{i=1}^{[(n+1)(1-t)]} l(X_{n+i-1}, \theta_0) + \epsilon''_{1n}(t).
\]

Thus, by symmetry, (3.3.27) and (3.4.40) and (3.4.50), following the same steps as in the proof of (3.4.56), we get, as \( n \to \infty \),

\[
(3.4.58) \quad \sup_{\frac{t}{n+1} \leq t \leq \frac{n}{n+1}} \sup_{z \in \mathbb{R}} \frac{[(n + 1)t]}{n} \left( 1 - \frac{[(n + 1)t]}{n} \right) n^{1/2} |\epsilon_n''(z, t)|/q(t) = o_P(1).
\]

Thus, by (3.4.56), (3.4.58) and the triangle inequality (cf. (3.4.52)), we have, as \( n \to \infty \),

\[
(3.4.59) \quad I_n^{(3)} = o_P(1).
\]

The proof of

\[
(3.4.60) \quad I_n^{(2)} = o_P(1), \text{ as } n \to \infty,
\]

is similar, line by line, to that of (3.3.37), substituting there Lemma 3.2.3 by Lemma 3.4.1.
In the light of (3.3.9) of Remark 3.3.2, we have, from (3.4.52), that, by (3.4.54), (3.4.56), (3.4.58) and (3.4.60), as \( n \to \infty \),

\[
(3.4.61) \quad \sup_{\frac{1}{n+1} \leq t \leq \frac{n}{n+1}} \sup_{z \in \mathbb{R}} |\hat{\beta}_n(z, t) - \Psi_n(z, t)|/q(t) = o_{p}(1),
\]

provided the function \( q \) is positive on \((0, 1)\) and such that (3.3.27) holds.

Since, by definition, \( \hat{\beta}_n(z, t) = 0 \) for any \( t \in A_n := (0, \frac{1}{n+1}) \cup [\frac{n}{n+1}, 1) \), in virtue of (3.4.61), in order to prove (a) and (b), it now suffices to show, that, as \( n \to \infty \),

\[
(3.4.62) \quad \sup_{t \in A_n} \sup_{z \in \mathbb{R}} |\Psi_n(z, t)|/q(t) = \begin{cases} 
  o_{p}(1), & \text{if (3.4.43) holds,} \\
  O_{p}(1), & \text{if (3.4.44) holds.}
\end{cases}
\]

The proof of (a) and (b) is similar, line by line from (3.3.64) to (3.3.67), to that of (a) and (b) of Theorem 3.3.1.

The proof of (c) is also similar to that of (c) of Theorem 3.3.1 (cf. (3.3.68) and (3.3.69)).

**Corollary 3.4.2.** Under the conditions of Theorem 3.4.2 we have, as \( n \to \infty \),

(a) if \( q \in Q^* \) and is such that (3.4.43) holds then,

\[
(3.4.63) \quad \hat{\beta}_n(z, t)/q(t) \xrightarrow{D} \Psi(z, t)/q(t)
\]

in \( D(\mathbb{R} \times [0, 1]) \),
(b) if \( q \) is a positive function on \((0, 1)\), then, (3.4.63) holds in \( D(\mathbb{R} \times [\delta, 1 - \delta]) \) for any \( 0 < \delta < 1/2 \).

Remark 3.4.2. We presented in Section 3.2 the approximation of the sequentially estimated empirical process based on observations from a normal family. Although this process is of interest on its own, we also wanted to illustrate the kind of conditions needed in case of a general parametric family. We have, for instance that (3.4.1) and (3.4.1*) hold (cf. (3.2.1), (3.2.2) and (3.2.3), and (3.2.26) and (3.2.28), respectively), as well as the condition for Lemma 3.4.1 (cf. Lemma 3.2.3).

We note that the latter condition, the convergence of the series in (3.4.2), looks like a "Lindeberg-type" of a condition based on the second moments of the vector-valued function \( l \) produced by the estimation.

As far as conditions (3.4.1) and (3.4.1*) are concerned, we can also refer to Section 4 of Burke, Csörgő, Csörgő and Révész (1979). They point out that maximum likelihood estimators often satisfy (3.4.1) with \( l(x; \theta_0) = \nabla_\theta \log f(x; \theta_0) \cdot I^{-1}(\theta_0) \), where \( f \) is the density function of \( F \) and \( I^{-1}(\theta_0) \) is the inverse of the Fisher information matrix:

\[
(3.4.64) \quad I(\theta_0) = E(\nabla_\theta \log f(X_1; \theta_0))^T \cdot (\nabla_\theta \log f(X_1; \theta_0)).
\]

They illustrate that, under certain regularity conditions, maximum likelihood estimators have a sum representation, as in (3.4.1), with \( \epsilon_{1n}(t) = O((nt)^{-\tau}) \) a.s., for some \( \epsilon > 0 \).

Suppose that the vector \( \theta \) is estimated by \( \{\hat{\theta}_n\} \), a sequence of maximum likelihood estimators. Assume the following conditions:
(i) \( F(x; \theta) \) has a density function \( f(x; \theta) \).

(ii) The parameter set \( \Theta \) is an open cube (bounded or unbounded) in \( \mathbb{R}^p \).

(iii) The density \( f(x; \theta) \) is measurable with respect to \( X \times \xi \), where \( X \) is the collection of Borel subsets of \( \mathbb{R} \) and \( \xi \) is a \( \sigma \)-algebra of measurable subsets of \( \Theta \).

(iv) If \( \theta \neq \theta' \), then \( \int |f(x; \theta) - f(x; \theta')| \, dx > 0 \).

(v) There is a \( \delta > 0 \), such that

\[
\sup_{\theta} \|\theta - \theta_0\|^\delta \int [f(x; \theta)f(x; \theta_0)]^{1/2} \, dx < \infty,
\]

where \( \theta_0 \) is the true value of \( \theta \).

(vi) All second partial derivatives of the function \( g(x; \theta) = \log f(x; \theta) \) with respect to the components of \( \theta \) exist.

(vii) First and second partial differentiation of \( \int f(x; \theta) \, dx \), with respect to the components of \( \theta \), can be taken under the integral sign.

(viii) The matrix \( E[\nabla_\theta g(X_1; \theta)]^{1+\delta} \) and the vector \( E[\nabla_\theta g(X_1, \theta)]^{2+\delta} \) have bounded components, for some \( \delta > 0 \), on compact subsets of \( \Theta \) (cf. page 1 for notation).

(ix) There exists a function \( H(x) \) and \( \beta > 0 \) such that \( \|g_{\theta \theta}(x; \theta_2) - g_{\theta \theta}(x; \theta_1)\| < H(x)\|\theta_2 - \theta_1\|^{\beta} \), and \( E H(X_1) \) exists for each \( \theta \in \Theta \).

Conditions (i)-(v) correspond to conditions I and III of Ibragimov and Has'minskii (1972). The following Theorem is a generalization of Theorem 1 of Ibragimov and Has'minskii (1973b). It is Theorem 4.1 in Burke, Csörgő, Csörgő and Révész (1979).
Theorem 3.4.A. If the above conditions (i)-(ix) are satisfied, then for some \( \varepsilon > 0 \)
\[
n^{1/2}(\hat{\theta}_n - \theta_0) \cdot I(\theta_0) - n^{-1/2} \sum_{j=1}^{n} \nabla_{\theta_0} g(X_j, \theta_0) \overset{a.s.}{\to} O(n^{-\varepsilon}),
\]
where \( \nabla_{\theta_0} g(x, \theta_0) = \nabla_{\theta} \log f(x; \theta_0) \).

We conclude from the above theorem that for a sequence \( X_1, X_2, \ldots \) of i.i.d. random variables from a family of continuous distribution functions \( \{F(x; \theta); x \in \mathbb{R}, \theta \in \Theta \subseteq \mathbb{R}^p\} \), and such that the regularity conditions (i)-(ix) are satisfied, by estimating \( \theta \) by the sequence of maximum likelihood estimators \( \{\hat{\theta}_{[n]}\} \), based on the sample \( X_1, \ldots, X_{[n]} \), for each \( \frac{1}{n} \leq t \leq 1 \), conditions (3.4.1) and (3.4.1*) are satisfied.

Furthermore, (3.4.2) becomes
\[
(3.4.65) \quad \sum_{k=1}^{\infty} \frac{1}{k} \int_{|x| > u(k)} \frac{\partial}{\partial \theta_j} \log f(x; \theta_0) f(x; \theta_0) dx, \quad j = 1, \ldots, p.
\]

Remark 3.4.3. Under the conditions (i)-(ix), for each \( n \), the covariance function of the process \( G_n(\cdot, \cdot) \) in (3.4.6) (cf. Remark 3.4.1) is given by
\[
(3.4.66) \quad E G_n(x, s) G_n(y, t) = (s \land t) \{F(x \land y; \theta_0) - F(x; \theta_0) F(y; \theta_0)
- \nabla_{\theta} F(x; \theta_0) \cdot I^{-1}(\theta_0) \cdot \nabla_{\theta} F(y; \theta_0)^T \}.
\]
Chapter 4

Sequentially estimated normal empirical processes
Weighted weak convergence under contiguous measures

4.1 Introduction.

In the previous chapter we studied the asymptotic behavior of parameter-estimated empirical processes based on independent and identically distributed observations from a normal family. In this chapter we are to study the same processes under the assumption of contiguity, a condition of mathematical and statistical interest when studying asymptotics involving independent but not necessarily identically distributed observations.

In Section 4.2 we discuss the notion of contiguity and Le Cam's third lemma, a very useful result in statistical applications. It provides a tool for determining convergence properties of statistics of interest under contiguous alternatives via their joint convergence together with the log-likelihood ratio process under the null assumption of i.i.d. sampling.
In Section 4.3 we present a parametrization of contiguity which was used by Khmaladze and Parjanadze (1986). Under these contiguity conditions, Szyszkowicz (1991a,b,c, 1992a,b, 1994, 1995) studied the weighted asymptotic behavior of processes like partial sums and empirical processes based on observations, their ranks and sequential ranks. We present some of her results in Section 4.4.

In Section 4.5 we study the weighted asymptotic behavior of the sequentially estimated normal empirical processes studied in Sections 3.2 and 3.3, under the parametrization of contiguity of Section 4.3.

In Sections 4.2, 4.3 and 4.4 we follow the presentation of Szyszkowicz (1992b, Sections 2.1, 2.2 and 2.3) (cf. also Szyszkowicz (1991a,b,c, 1992a and 1994) for the presentation of Section 4.3).

4.2 The notion of contiguity.

The notion of contiguity, which was introduced by Lucien Le Cam (1960) as a criterion of nearness of sequences of probability measures, has an enduring place among the fundamental concepts of mathematical statistics. From the point of view of mathematics, contiguity can be thought of as an asymptotic version of the idea of absolute continuity of measures.

Definition 4.2.A. Let \( (\mathcal{X}_n, \mathcal{F}_n) \), \( n \geq 1 \), be a sequence of measurable spaces and let \( P_n, Q_n \) be probability measures on \( (\mathcal{X}_n, \mathcal{F}_n) \).

The sequence of probability measures \( \{Q_n\} \) is said to be contiguously to the sequence \( \{P_n\} \), denoted \( \{Q_n\} \triangledown \{P_n\} \), if for every sequence of sets \( \{A_n\} \), \( A_n \in \mathcal{A}_n \),

\[
\lim_{n \to \infty} P_n(A_n) = 0 \text{ implies } \lim_{n \to \infty} Q_n(A_n) = 0.
\]
This definition is not symmetric in \( P \) and \( Q \). Initially, the concept of contiguity, as introduced by Le Cam (1960) and then adopted by Roussas (1972), was used to describe a symmetric relation - that may be termed as mutual contiguity. Namely we will say that \( \{Q_n\} \) and \( \{P_n\} \) are mutually contiguous, denoted \( \{Q_n\} \triangleleft \triangleright \{P_n\} \), if both \( \{Q_n\} \triangleleft \{P_n\} \) and \( \{P_n\} \triangleleft \{Q_n\} \), i.e., if for every sequence of sets \( \{A_n\} \), \( A_n \in \mathcal{A}_n \),

\[
\lim_{n \to \infty} P_n(A_n) = 0 \quad \text{if and only if} \quad \lim_{n \to \infty} Q_n(A_n) = 0.
\]


**Remark 4.2.A.** We note that contiguity implies that any sequence of random variables \( \{T_n\} \) which converges to zero in \( P_n \)-probability, converges to zero also in \( Q_n \)-probability. This provides an alternative definition of contiguity and in fact it is used as such by Le Cam (1960), Le Cam and Yang (1990) and Roussas (1972).

Characterizations of contiguity are usually given in terms of some properties of the likelihood ratio sequence.

Having \( \{P_n\} \) and \( \{Q_n\} \) on \((\mathcal{X}_n, \mathcal{A}_n)\), let \( \mu_n \) be a \( \sigma \)-finite measure dominating \( P_n \) and \( Q_n \), i.e., \( P_n \) and \( Q_n \) are absolutely continuous with respect to \( \mu_n \) for each \( n \) (\( P_n \ll \mu_n \) and \( Q_n \ll \mu_n \)). Let \( X_n \) be the identity map from \( \mathcal{X}_n \) onto \( \mathcal{X}_n \) for each \( n \). Let the random variables

\[
P_n = \frac{dP_n}{d\mu_n} = \frac{dP_n}{d\mu_n}(X_n), \quad q_n = \frac{dQ_n}{d\mu_n} = \frac{dQ_n}{d\mu_n}(X_n)
\]

be finite versions of the corresponding Randon-Nikodym derivatives, and let
\[
\lambda_n = \begin{cases} 
q_n/p_n & \text{if } p_n > 0 \\
\infty & \text{if } p_n = 0 < q_n \\
0 & \text{if } p_n = 0 = q_n.
\end{cases}
\]

Remark 4.2.B. If \( Q_n \ll P_n \) then \( \lambda_n \) is simply a version of the Radon-Nikodym derivative \( dQ_n/dP_n \).

For more details on contiguity and its characterizations we refer to Szyszkowicz (1992b), Chapter 2, where there is quite a complete and detailed account on the matter.

The following result, that is known as Le Cam's third lemma (cf. Hájek and Šidák, 1967), is very useful in statistical applications.

We say that a pair \( (T_n, \Lambda_n) \) is asymptotically jointly normal \( (\mu_1, \mu_2, \sigma_1^2, \sigma_2^2, \sigma_{12}) \) if it converges in distribution to a normal vector \( (Z_1, Z_2) \) such that \( EZ_i = \mu_i \), \( \text{var}Z_i = \sigma_i^2 \), \( i = 1, 2 \), and \( \text{cov}(Z_1, Z_2) = \sigma_{12} \), where \( \Lambda_n = \log \lambda_n \).

Lemma 4.2.A. Assume that the pair \( (T_n, \Lambda_n) \) under \( P_n \) is asymptotically jointly normal \( (\mu_1, \mu_2, \sigma_1^2, \sigma_2^2, \sigma_{12}) \) with \( \mu_2 = -\frac{1}{2} \sigma_2^2 \). Then \( T_n \) under \( Q_n \) is asymptotically normal \( (\mu_1 + \sigma_{12}, \sigma_1^2) \), i.e. if

\[
\left( \begin{array}{c}
T_n \\
\Lambda_n
\end{array} \right) \xrightarrow{D} N \left( \begin{array}{c}
\mu_1, -\frac{1}{2} \sigma_2^2, \sigma_1^2, \sigma_2^2, \sigma_{12}
\end{array} \right) \text{ under } P_n,
\]

then

\[
T_n \xrightarrow{D} N (\mu_1 + \sigma_{12}, \sigma_1^2) \text{ under } Q_n.
\]

We note that even if contiguity is not assumed here explicitly, it is implied by the requirement that \( \Lambda_n \xrightarrow{D} N (-\frac{1}{2} \sigma^2, \sigma^2) \), due to Le Cam's first lemma (cf. Oosterhoff and Van Zwet (1975), or Szyszkowicz (1992b)).
The multivariate version of Le Cam's third lemma reads as follows (cf. Shorack and Wellner, 1986, p.156).

**Lemma 4.2.B.** If

\[
\left( \frac{\Lambda_n}{\hat{f}_n} \right) \xrightarrow{D} N\left( \begin{bmatrix} -\frac{1}{2} \sigma^2 \\ \frac{\mu}{\hat{\sigma}} \end{bmatrix}, \begin{bmatrix} \sigma^2 & \sigma \\ \sigma & \Sigma \end{bmatrix} \right) \text{ under } P_n,
\]

then

\[
\frac{\hat{f}_n}{\hat{f}_n} \xrightarrow{D} N((\mu + \hat{\sigma}), [\Sigma]), \text{ under } Q_n.
\]

**Note.** It is clear that when \( T_n \) is a stochastic process then the weak convergence of \( T_n \) under \( Q_n \) can be derived if we have the joint weak convergence of \( \Lambda_n \) and \( T_n \) under \( P_n \) with a specified limit. Namely, the multivariate version of Le Cam’s third lemma will give us limits of all finite dimensional distributions under \( Q_n \), and tightness will be implied by the weak convergence of \( T_n \) under \( P_n \) and contiguity of \( \{Q_n\} \) to \( \{P_n\} \).

### 4.3 A parametrization of contiguity.

Let \( X_1, X_2, \ldots \) be independent random variables. Suppose we wish to test the null hypothesis

\[
H_0 : X_i, \ 1 \leq i \leq n, \text{ have the same distribution } F,
\]

versus the alternative hypotheses

\[
H_{1n} : X_i, \ 1 \leq i \leq n, \text{ have the respective distribution functions } F_{1n},
\]

where we assume that all \( F_{1n} \) are absolutely continuous with respect to the distribution function \( F \) and

\[
(4.3.1) \quad \left[ \frac{dF_{1n}}{dF}(F^{-1}(u)) \right]^{1/2} \equiv 1 + \frac{1}{2n^{1/2}} g_n(t, u), \quad \frac{i-1}{n} < t \leq \frac{i}{n},
\]
where \( F^{-1}(u) = \inf\{x : F(x) \geq u\}, 0 < u \leq 1, \ F^{-1}(0) = F^{-1}(0+) \). We assume also that there exists a function \( h \in L^2[0,1]^2 \) such that

\[
(4.3.2) \quad \int_0^1 h(t,u) \, du = 0, \ \text{for almost all } t \in [0,1]
\]

and

\[
(4.3.3) \quad \int_0^1 \int_0^1 [g_n(t,u) - h(t,u)]^2 \, du \, dt \to 0, \ \text{as } n \to \infty.
\]

The sequence of direct products \( F_1 \times \ldots \times F_n, n = 1,2,\ldots, \) thus parametrized, is contiguous to the sequence \( F \times \ldots \times F \), via Le Cam's first lemma (cf. Oosterhoff and Van Zwet (1975), or Szyszkowicz (1991a, 1992b)).

We assume without loss of generality that under \( H_0 \) the \( X_i \) are of the form \( F^{-1}(U_i) \), where the \( U_i \) are independent identically distributed uniform \((0,1)\) random variables, and so \( X_i \overset{d}{=} F^{-1}(U_i), \ i = 1,2,\ldots. \)

From (4.3.1) we have, after a two-term Taylor expansion,

\[
\log \left( \frac{dF_{1n}}{dF}(F^{-1}(u)) \right) = 2 \log \left( 1 + \frac{1}{2n^{1/2}} g_n(t,u) \right)
\]

\[
= \frac{1}{n^{1/2}} g_n(t,u) + R_n^{\ast}(t,u), \quad \frac{i-1}{n} < t \leq \frac{i}{n},
\]

where

\[
(4.3.5) \quad |R_n^{\ast}(\frac{i}{n},u)| \leq C(g_n(\frac{i}{n},u))^2 / 4n,
\]

for some constant \( C > 0 \).
Define the centered log-likelihood ratio process $\mathcal{L}_n$ by

$$(4.3.6) \quad \mathcal{L}_n(t) = \sum_{i=1}^{[nt]} \left\{ \log \frac{dF_{in}}{dF} (F^{-1}(U_i)) - E \log \frac{dF_{in}}{dF} (F^{-1}(U_i)) \right\}.$$ 

By (4.3.4) we have,

$$(4.3.7) \quad \mathcal{L}_n(t) := \sum_{i=1}^{[nt]} n^{-1/2} h_n\left(\frac{i}{n}, U_i\right) + R_n\left(\frac{i}{n}, U_i\right),$$

where,

$$h_n(t, u) := g_n(t, u) - E(g_n(t, U))$$

and

$$(4.3.8) \quad R_n(t, u) := R_n^*(t, u) - E(R_n^*(t, U)), \quad \frac{i-1}{n} < t \leq \frac{i}{n}.$$ 

Since

$$\int_0^1 \int_0^1 [h_n(t, u) - h(t, u)]^2 \, dudt \leq \int_0^1 \int_0^1 [g_n(t, u) - h(t, u)]^2 \, dudt,$$

by (4.3.3) we have, as $n \to \infty$,

$$(4.3.9) \quad \int_0^1 \int_0^1 [h_n(t, u) - h(t, u)]^2 \, dudt \to 0.$$ 

Also, from (4.3.5) and (4.3.7),

$$(4.3.10) \quad \lim_{n \to \infty} E \left( \mathcal{L}_n(t) \right)^2 < \infty.$$ 

Let $\mathcal{L}$ be a Gaussian process with mean zero and covariance function $Q_\mathcal{L}(t_1 \wedge t_2)$, where

$$(4.3.11) \quad Q_\mathcal{L}(t) = \int_0^t \int_0^1 h^2(s, u) \, duds.$$ 

Then, by (4.3.1), (4.3.2), (4.3.3), Theorem 2 of Oosterhoff and Van Zwet, 1975, (cf. Szyszkowicz, 1991a, proof of Theorem 3.1, or Szyszkowicz, 1992b, Lemma 2.3.1) under $H_0$, we have

$$(4.3.12) \quad \mathcal{L}_n(t) \overset{D}{\to} \mathcal{L}(t) \quad \text{in } D[0, 1].$$
4.4 Some stochastic processes under contiguous measures.

Szyszkowicz (1991a,b,c, 1992b, 1994) studied weighted weak convergence of, among other processes, partial sums, the process $\beta_n(x, t)$ in (2.1.1) and the “bridge” type process $\beta_n^*(x, t)$ in (3.3.5), under the sequence of contiguous alternatives of $H_1$ as parametrized in (4.3.1)-(4.3.3), via Le Cam’s third lemma, for the same class of weight functions as used in previous chapters. In this section, for the sake of illustrating applications of Le Cam’s third lemma, and for facilitating the presentation and proofs of our propositions in Section 4.5, we present some of her results.

Let $(W, \mathcal{L})$ be the two-dimensional Gaussian process, where $W$ is a standard Wiener process, $\mathcal{L}$ is a Gaussian process with mean zero and covariance function $Q_{\mathcal{L}}(t_1 \wedge t_2)$, where

$$Q_{\mathcal{L}}(t) = \int_0^t \int_0^1 h^2(s, u)du ds$$

(cf. (4.3.11), and the covariance function of $W$ and $\mathcal{L}$ is

$$Q_{W, \mathcal{L}}(t_1, t_2) = EW(t_1)\mathcal{L}(t_2) = C(t_1 \wedge t_2),$$

with

$$C(t) = \int_0^t \int_0^1 h(s, u)F^{-1}(u)du ds.$$

We have the following (cf. Szyszkowicz (1991a))

Lemma 4.4.A. Let $X_1, X_2, \ldots$ be i.i.d.r.v.'s with distribution $F$ such that $\int xdF = 0$, $\int x^2dF = 1$ and $S(nt) = X_1 + \ldots + X_{[nt]}$. Then, as $n \to \infty$,
\[ (n^{-1/2}S(nt), \mathcal{L}(t)) \overset{D}{\to} (W(t), \mathcal{L}(t)) \ \text{in} \ \mathcal{D}^2[0,1]. \]

By Lemma 4.4.A and Le Cam's third lemma, under contiguous alternatives, all finite dimensional distributions of \( S_n \) converge to those of \( W + d \), where \( d(t) = \text{Cov}(W(t), \mathcal{L}(1)) = C(t) \). Since contiguity preserves tightness, the following result holds (cf. Szyszkowicz (1991c, 1992a,b)).

**Theorem 4.4.A.** Let \( X_1, X_2, \ldots \) be independent random variables and \( S(nt) = X_1 + \ldots + X_{[nt]} \). We assume that, under \( H_0 \), \( \int xfF = 0 \) and \( \int x^2dF = 1 \). Then, as \( n \to \infty \), under \( H_1 \) we have

\[ n^{-1/2}S(nt) \overset{D}{\to} W(t) + C(t) \ \text{in} \ \mathcal{D}[0,1], \]

where

\[ C(t) = \int_0^t \int_0^1 h(s,u)F^{-1}(u)duds. \]

Let

\[ (4.4.4) \quad c(s,t) = \int_0^t \int_0^s h(\tau,u) \ dud\tau, \quad 0 \leq s,t \leq 1, \]

where \( h \) is the function as given in the parametrization of \( H_1 \).

In terms of the empirical process \( \beta_n(x,t) \) as in (2.1.1), we have the following result (cf. Szyszkowicz, 1994, Theorem 5.1).
Theorem 4.4.B. We assume that, under $H_0$, $X_1, X_2, \ldots$, are i.i.d. r.v.'s with continuous distribution $F$. Let $q \in Q$ be such that

\begin{equation}
I_0(q, c) < \infty \text{ for all } c > 0.
\end{equation}

Then, under $H_1$, we have, as $n \to \infty$,

\begin{equation}
\beta_n(x, t)/q(t) \xrightarrow{D} (K(F(x), t) + c(F(x), t))/q(t) \text{ in } D(\mathbb{R} \times [0, 1]),
\end{equation}

where $K(\cdot, \cdot)$ is a Kiefer process.

Introduce the Gaussian process $(K(s, t), \mathcal{L}(t))$, where $K(s, t)$ is a Kiefer process, and the covariance function of the process $(K, \mathcal{L})$ is

\[ Q_{K, \mathcal{L}}(s, t_1, t_2) = E K(s, t_1)\mathcal{L}(t_2) = c(s, t_1 \wedge t_2), \]

where $c(s, t)$ is defined by (4.4.4).

As in the proof of Theorem 4.4.A, the proof of Theorem 4.4.B is a consequence of Le Cam's third lemma and the following joint weak convergence result, under the null assumption, of $\beta_n(x, t)$ and the centered log-likelihood process $\mathcal{L}_n(t)$ given in (4.3.6) (cf. Szyszkowicz, 1994, Lemma 5.1).

Lemma 4.4.B. We assume that $H_0$ holds. Then, as $n \to \infty$,

\[ (\beta_n, \mathcal{L}_n) \xrightarrow{D} (K, \mathcal{L}) \]

in $D(\mathbb{R} \times [0, 1]) \times D[0, 1]$.

As for the "bridge" type process $\beta_n^*(x, t)$, in (3.3.5), we have (cf. Szyszkowicz, 1994, Theorem 5.2)
Theorem 4.4.C. Assume that, under $H_0$, $X_1, X_2, \ldots$ are i.i.d. r.v.'s with continuous distribution $F$. If $q \in Q^*$ is such that

$$I_0,1(q, c) < \infty \text{ for all } c > 0,$$

then, under $H_1$, we have, as $n \to \infty$,

$$\beta_n(x, t)/q(t) \xrightarrow{D} (\Gamma(F(x), t) + c^*(F(x), t))/q(t) \text{ in } D(R \times [0, 1]),$$

where $\{\Gamma(s, t), 0 \leq s \leq 1, 0 \leq t \leq 1\}$ is a Gaussian process with mean zero and covariance as in (3.3.4), and

$$c^*(s, t) = c(s, t) - tc(s, 1),$$

with $c(s, t)$ as in (4.4.4).

Remark 4.4.1. Similarly as in our Remarks 2.1.5 and 3.3.4, we note here that Theorems 4.4.B and 4.4.C, were first proved under stronger conditions. Assuming that $q$ is a positive function on $(0, 1]$, (4.4.6) was obtained under condition

$$\lim_{t \uparrow 0} (t \log \log 1/t)^{1/2}/q(t) = 0,$$

while (4.4.7) was proved for positive functions on $(0, 1)$ and such that

$$\lim_{t \uparrow 0} (t(1 - t) \log \log 1/t(1 - t))^{1/2}/q(t) = 0$$

and

$$\lim_{t \uparrow 1} (t(1 - t) \log \log 1/t(1 - t))^{1/2}/q(t) = 0$$

(cf. also Remarks 2.1.5 and 3.3.3 here).

4.5 Sequentially estimated normal empirical processes under contiguous measures.

In this section we study the sequentially estimated normal empirical process \( \hat{\beta}_n(x,t) \) as in (3.1.1), as well as the process \( \hat{\beta}_n(x,t) \) as in (3.3.11), under the sequence of contiguous alternatives of \( H_1 \), as given by (4.3.1)-(4.3.3) in Section 4.3.

Let \( X_1, X_2, \ldots \) be an independent sequence of random variables with common distribution function given by

\[
F(x; \theta) = \frac{1}{\sqrt{2\pi \sigma}} \int_{-\infty}^{x} e^{-(t-\mu)^2/2\sigma^2} dt,
\]

where \( \theta = (\mu, \sigma^2) \) is unknown. Consider the null hypothesis

\[
H_0 : X_i, 1 \leq i \leq n, \text{ have the same distribution } F(\cdot; \theta), \text{ and } \theta = \theta_0,
\]

with \( \theta_0 = (\mu_0, \sigma_0^2) \) denoting the true value of the unknown parameter \( \theta \), and the alternative hypotheses

\[
H_{1n} : X_i, 1 \leq i \leq n, \text{ have the respective distribution functions } F_{in},
\]

where we assume that the \( F_{in} \)'s are absolutely continuous with respect to the distribution function \( F(\cdot; \theta_0) \) and are parametrized as in (4.3.1)-(4.3.3).
Define the centered log-likelihood ratio process $\mathcal{L}_n(\cdot)$ as in (4.3.6), namely,

$$\mathcal{L}_n(t) = \sum_{i=1}^{[nt]} \left\{ \log \frac{dF_{in}}{dF} \left( F^{-1}(U_i; \theta_0) \right) - E \log \frac{dF_{in}}{dF} \left( F^{-1}(U_i; \theta_0) \right) \right\},$$

where the $U_i's, i = 1, 2, \ldots$ are i.i.d. uniform-(0,1) random variables.

Let

$$d(s, t) = \int_0^t \int_0^s h(\tau, u) du d\tau$$

(4.5.1)

$$- \left\{ \int_0^t \int_0^1 l(F^{-1}(u; \theta_0), \theta_0) h(\tau, u) du d\tau \right\} \cdot \nabla_x F(x; \theta_0)^T, \quad 0 \leq s, t \leq 1.$$

We have,

**Theorem 4.5.1.** We assume that under $H_0, X_1, \ldots, X_n$, are independent $N(\mu, \sigma^2)$ r.v.'s with $\theta = (\mu, \sigma^2)$ unknown, and $\theta_0 = (\mu_0, \sigma_0^2)$ denoting its true value. Let $\hat{\beta}_n(\cdot, \cdot)$ be the sequentially estimated normal empirical process defined as in (3.1.1), and suppose that $\{\hat{\theta}[n]_i\}$ is as in (3.2.1), and let $q \in Q$ be such that

$$I_0(q, c) < \infty \text{ for all } c > 0.$$

Then, under $H_1$, we have, as $n \to \infty$,

(4.5.2) \hspace{1cm} \hat{\beta}_n(x, t)/q(t) \xrightarrow{d} G(x, t)/q(t) + d(F(x; \theta_0), t)/q(t)

in $D(R \times [0, 1])$, where $G(\cdot, \cdot)$ is as in (3.2.8).

Let

(4.5.3) \hspace{1cm} e(s, t) = d(s, t) - td(s, 1), \quad 0 \leq s, t \leq 1,

where $d(s, t)$ is defined by (4.5.1).
For the process \( \{\hat{\beta}_n(x,t) \mid 0 \leq t \leq 1, x \in \mathbb{R} \} \), defined by (3.3.11) we have

**Theorem 4.5.2.** We assume that under \( H_0, X_1, \ldots, X_n \), are independent \( N(\mu, \sigma^2) \) r.v.'s, with \( \theta = (\mu, \sigma^2) \) unknown and \( \theta_0 = (\mu_0, \sigma_0) \) denoting its true value. Suppose that, \( \{\hat{\beta}_n[l]\} \) and \( \{\hat{\beta}_n''[l]\} \) are given by (3.3.12) and (3.3.13), and let \( \hat{\beta}_n(\cdot, \cdot) \) be the sequentially estimated normal empirical process, tied down at \( t=1 \), defined as in (3.3.11). Let \( q \in Q^* \) be such that

\[
I_{0,1}(q, c) < \infty \text{ for all } c > 0.
\]

Then, under \( H_1 \), we have, as \( n \to \infty \),

\[
(4.5.4) \quad \hat{\beta}_n(x,t)/q(t) \overset{D}{\to} \Psi(x,t)/q(t) + \epsilon(F(x ; \theta_0), t)/q(t)
\]

in \( D(\mathbb{R} \times [0,1]) \), where \( \Psi(\cdot, \cdot) \) is defined by (3.3.17).

For the proof of our results we need to prove several lemmas.

**Lemma 4.5.1.** Let \( m \geq 1 \) be an integer. Let \( \chi^2_n \) be a chi-squared random variable with \( n \) degrees of freedom, where \( n \geq 2m + 1 \). Then,

\[
E (1/\chi^2_n)^m = 1/(n - 2)(n - 4) \ldots (n - 2m).
\]

**Proof.** The density function of \( \chi^2_n \) is given by

\[
f(x|n) = \frac{1}{\Gamma(\frac{n}{2})2^{\frac{n}{2}}} x^{\frac{n}{2} - 1}e^{-x/2}, \quad x > 0.
\]

Hence,

\[
E (1/\chi^2_n)^m = \frac{1}{\Gamma(\frac{n}{2})2^{\frac{n}{2}}} \int_0^\infty x^{-m}x^{\frac{n}{2} - 1}e^{-x/2}dx
\]

(4.5.5)

\[
= \frac{1}{\Gamma(\frac{n}{2})2^{\frac{n}{2}}} \int_0^\infty x^{(\frac{n}{2} - 2m) - 1}e^{-x/2}dx = \frac{\Gamma((\frac{n}{2} - 2m))2^{\frac{n}{2} - 2m}}{\Gamma(\frac{n}{2})2^{\frac{n}{2}}} = \frac{\Gamma((\frac{n}{2} - 2m))}{\Gamma(\frac{n}{2})}2^{-m}.
\]
Now, since $\Gamma(\alpha + 1) = \alpha \Gamma(\alpha)$, for all $\alpha > 0$, we have

$$
\Gamma\left(\frac{n}{2}\right) = \Gamma\left(\frac{n - 2}{2} + 1\right) = \frac{n - 2}{2} \Gamma\left(\frac{n - 2}{2}\right) = \frac{n - 2}{2} \Gamma\left(\frac{n - 4}{2} + 1\right) = \frac{n - 2}{2} \frac{n - 4}{2} \Gamma\left(\frac{n - 4}{2}\right) = \frac{n - 2}{2} \frac{n - 4}{2} \cdots \frac{n - 2m}{2} = \frac{(n - 2)(n - 4)\cdots(n - 2m)}{2^m} \Gamma\left(\frac{n - 2m}{2}\right),
$$

and hence the result follows by (4.5.5). \[\square\]

**Lemma 4.5.2.** Assume $H_0$ to hold. Under the conditions of Theorem 4.5.1, for any $x \in \mathbb{R}$ and $0 \leq t_1, t_2 \leq 1$, we have, as $n \to \infty$,

$$
E\left(\hat{\beta}_n(x, t_1) \mathcal{L}_n(t_2)\right) \longrightarrow d(F(x; \theta_0), t_1 \wedge t_2).
$$

**Proof.** By (3.2.21) we have

$$
(4.5.6)
E\left(\hat{\beta}_n(x, t_1) \mathcal{L}_n(t_2)\right) = E(\beta_n(x, t_1) \mathcal{L}_n(t_2)) + n^{-1/2}[n t_1]^{1/2} E\left([n t_1]^{1/2}(\hat{\beta}_{[nt_1]} - \theta_0) \cdot (\nabla_{\theta} F(x; \theta_0)^T - \nabla_{\theta} F(x; \hat{\theta}_{[nt_1]})^T \mathcal{L}_n(t_2)\right)
$$

$$
- n^{-1/2}[n t_1]^{1/2} E\left([n t_1]^{1/2}(\hat{\beta}_{[nt_1]} - \theta_0) \mathcal{L}_n(t_2)\right) \cdot \nabla_{\theta} F(x; \theta_0)^T
$$

$$
:= \Delta_n^{(1)}(x, t_1, t_2) + \Delta_n^{(2)}(x, t_1, t_2) - \Delta_n^{(3)}(x, t_1, t_2).
$$

By Lemma 4.4.B, as $n \to \infty$,

$$
(4.5.7)
\Delta_n^{(1)}(x, t_1, t_2) \longrightarrow \int_{0}^{t_1 \wedge t_2} \int_{0}^{F(x; \theta_0)} h(\tau, u) du d\tau.
$$
By (4.3.7), \( L_n(t) = \sum_{i=1}^{[nt]} n^{-1/2} h_n(\frac{i}{n}, U_i) + R_n(\frac{i}{n}, U_i), \) with

\[
|R_n(\frac{i}{n}, U_i)| \leq \frac{C}{4n} \left( g_2(\frac{i}{n}, U_i) + E g_2(\frac{i}{n}, U_i) \right).
\]

On the other hand, by (3.1.2),

\[
\Delta_n^{(3)}(x, t_1, t_2) = E \left( n^{-1/2} \sum_{i=1}^{[nt_1]} l(X_i, \theta_0) L_n(t_2) \right) \cdot \nabla_{\theta} F(x; \theta_0)^T
\]

\[
- n^{-1/2}[nt_1]^{1/2} E(\epsilon_{1n}(t_1) L_n(t_2)) \cdot \nabla_{\theta} F(x; \theta_0)^T.
\]

By (3.2.2), (4.3.7) and (4.5.8),

\[
E \left( n^{-1/2} \sum_{i=1}^{[nt_1]} l(X_i, \theta_0) L_n(t_2) \right)
\]

\[
= \frac{1}{n} \sum_{i=1}^{[nt_1]} \sum_{j=1}^{[nt_2]} E \left( l \left( F^{-1}(U_i; \theta_0), \theta_0 \right) h_n(\frac{i}{n}, U_j) \right) \cdot \nabla_{\theta} F(x; \theta_0)^T
\]

\[
+ n^{-1/2} \sum_{i=1}^{[nt_1]} \sum_{j=1}^{[nt_2]} E \left( l \left( F^{-1}(U_i; \theta_0), \theta_0 \right) R_n(\frac{i}{n}, U_j) \right) \cdot \nabla_{\theta} F(x; \theta_0)^T
\]

\[
:= \left\{ \Delta_n^{(3)}(t_1, t_2) + \Delta_n^{(3)}(t_1, t_2) \right\} \cdot \nabla_{\theta} F(x; \theta_0)^T.
\]

By independence and (1.2.2)(ii),

\[
\Delta_n^{(3)}(t_1, t_2) = \frac{1}{n} \sum_{k=1}^{[nt_1 \wedge t_2]} E \left( l \left( F^{-1}(U_k; \theta_0), \theta_0 \right) h_n(\frac{k}{n}, U_k) \right)
\]

\[
= \frac{1}{n} \sum_{k=1}^{[nt_1 \wedge t_2]} \int_0^1 l \left( F^{-1}(u; \theta_0), \theta_0 \right) h_n(\frac{k}{n}, u) du
\]

\[
\rightarrow \int_{t_1}^{t_1 \wedge t_2} \int_0^1 l \left( F^{-1}(u; \theta_0), \theta_0 \right) h(\tau, u) dud\tau, \text{ as } n \rightarrow \infty.
\]
On the other hand, by independence, (1.2.2)(ii), (4.3.3) and (4.5.8), we have

\[ \Delta_{n,3}^{(3)}(t_1, t_2) \leq C n^{-1/2} \frac{1}{4n} \sum_{k=1}^{[n(t_1 \wedge t_2) / 2]} E \left( |l(F^{-1}(U_k; \theta_0), \theta_0)| g_n^2 \left( \frac{k}{n}, U_k \right) \right) \]

\[ = C n^{-1/2} \frac{1}{4n} \sum_{k=1}^{[n(t_1 \wedge t_2) / 2]} \int_0^1 l(F^{-1}(u; \theta_0), \theta_0) |g_n^2 \left( \frac{k}{n}, u \right)| du \]

\[ \rightarrow 0, \text{ as } n \rightarrow \infty. \]

Hence, as \( n \rightarrow \infty \),

\[ E \left( n^{-1/2} \sum_{i=1}^{[nt_1]} l(X_i, \theta_0) \mathcal{L}_n(t_2) \right) \rightarrow \int_0^{t_1 \wedge t_2} \int_0^1 l(F^{-1}(u; \theta_0), \theta_0) h(\tau, u) du d\tau. \]

By (3.2.3), (4.3.7) and (4.5.8),

\[ n^{-1/2}[nt_1]^{1/2} E(\varepsilon_1 n(t_1) \mathcal{L}_n(t_2)) \]

\[ = n^{-1}[nt_1]^{-1/2} \left[ E \left( \sum_{j=1}^{[nt_2]} h_n \left( \frac{j}{n}, U_j \right) \left( \sum_{i=1}^{[nt_1]} (X_i - \mu_0) \right) \right) \frac{\partial F}{\partial (\sigma^2)}(\cdot; \theta_0) \right] \]

\[ + n^{-1/2}[nt_1]^{-1/2} \left[ E \left( \sum_{j=1}^{[nt_2]} R_n \left( \frac{j}{n}, U_j \right) \left( \sum_{i=1}^{[nt_1]} (X_i - \mu_0) \right) \right) \frac{\partial F}{\partial (\sigma^2)}(\cdot; \theta_0) \right] \]

\[ := \left\{ \Delta_{n,3}^{(3)}(t_1, t_2) + \Delta_{n,4}^{(3)}(t_1, t_2) \right\} \frac{\partial F}{\partial (\sigma^2)}(x; \theta_0). \]

By independence,

\[ \Delta_{n,3}^{(3)}(t_1, t_2) = n^{-1}[nt_1]^{-1/2} \sum_{j=1}^{[nt_2]} h_n \left( \frac{j}{n}, U_j \right) \left( \sum_{i=1}^{[nt_1]} (X_i - \mu_0) \right) \]

\[ + \sum_{i=1}^{[nt_1]} \sum_{k \neq i} (X_i - \mu_0)(X_k - \mu_0) \]

\[ \text{(4.5.15)} \]
\[ = n^{-1}[nt_1]^{-1/2} \sum_{j=1}^{nt_2} \sum_{i=1}^{nt_1} E(h_n\left(\frac{j}{n}, U_j\right)(X_i - \mu_0)^2) \]

\[ = n^{-1}[nt_1]^{-1/2} \sum_{j=1}^{n(t_1 \wedge t_2)} \int_0^1 (F^{-1}(u; \theta_0) - \mu_0)^2 h_n\left(\frac{j}{n}, u\right) du \rightarrow 0, \text{ as } n \rightarrow \infty. \]

Also, arguing as in (4.5.12), we have

\[ \Delta_n^{(3)}(t_1, t_2) \leq n^{-1/2}[nt_1]^{-1/2} \frac{\sigma_0^2}{4n} \sum_{i=1}^{[n(t_1 \wedge t_2)]} \int_0^1 (F^{-1}(u; \theta_0) - \mu_0)^2 g_n^2\left(\frac{i}{n}, u\right) du \]

(4.5.16)

\[ + n^{-1/2}[nt_1]^{-1/2} \frac{\sigma_0^2}{4n} \sum_{i=1}^{[n(t_1 \wedge t_2)]} \int_0^1 g_n^2\left(\frac{i}{n}, u\right) du \rightarrow 0, \text{ as } n \rightarrow \infty. \]

Thus, as \( n \rightarrow \infty, \)

(4.5.17)

\[ \Delta_n^{(3)}(x, t_1, t_2) \rightarrow \left\{ \int_0^{t_1 \wedge t_2} \int_0^1 (F^{-1}(u; \theta_0), \theta_0) \cdot h(\tau, u) d\tau d\tau \right\} \cdot \nabla \phi(x; \theta_0)^T. \]

It remains to show that, as \( n \rightarrow \infty, \)

(4.5.18)

\[ \Delta_n^{(2)}(x, t_1, t_2) \rightarrow 0, \text{ as } n \rightarrow \infty. \]

To this end we note that, by the Cauchy-Schwartz inequality,

(4.5.19)

\[ \Delta_n^{(2)}(x, t_1, t_2) = \]

\[ n^{-1/2}[nt_1]^{1/2} E\left(\left| [nt_1]^{1/2}(\bar{\theta}_{nt_1} - \theta_0) \cdot (\nabla \phi(x; \theta_0)^T - \nabla \phi(x; \bar{\theta}_{nt_1})^T \mathcal{L}_n(t_2)\right) \right) \]

\[ \leq n^{-1/2}[nt_1]^{1/2} \left(E \left| [nt_1]^{1/2}(\bar{\theta}_{nt_1} - \theta_0) \cdot (\nabla \phi(x; \theta_0)^T - \nabla \phi(x; \bar{\theta}_{nt_1})^T \right|^2 \right)^{1/2} \]

\[ \times \left(E \left(\mathcal{L}_n(t_2)^2\right)\right)^{1/2} \]

\[ := n^{-1/2}[nt_1]^{1/2} \Delta_n^{(2)}(x, t_1) \left(E \left(\mathcal{L}_n(t_2)^2\right)\right)^{1/2}. \]
We also have that, for each \( k \geq 1 \),

\[
\nabla_\theta F(x; \theta_0) - \nabla_\theta F(x; \tilde{\theta}_k) = \left( \frac{\partial}{\partial \mu} (F(x; \theta_0) - F(x; \tilde{\theta}_k)), \frac{\partial}{\partial \sigma^2} (F(x; \theta_0) - F(x; \tilde{\theta}_k)) \right).
\]

Applying a one term Taylor expansion to the first coordinate above we get

\[
\frac{\partial}{\partial \mu} (F(x; \theta_0) - F(x; \tilde{\theta}_k)) = \frac{\partial^2 F}{\partial \mu \partial \sigma^2} (x; \xi_k) (\tilde{\theta}_k^{(1)} - \mu_0) + \frac{\partial^2 F}{\partial \sigma^2 \partial \mu} (x; \xi_k) (\tilde{\theta}_k^{(2)} - \sigma_0^2)
\]

\[
= (\dot{\theta}_k - \theta_0) \cdot \nabla_\theta \frac{\partial F}{\partial \mu} (x; \xi_k),
\]

where \( \dot{\theta}_k = (\tilde{\theta}_k^{(1)}, \tilde{\theta}_k^{(2)}) \), and \( \xi_k = (\xi_k^{(1)}, \xi_k^{(2)}) \) is in the straight line joining \( \tilde{\theta}_k \) and \( \theta_0 \), i.e.,

\[
(4.5.22) \quad \xi_k^{(1)} \in (\mu_0 \wedge \tilde{\theta}_k^{(1)}, \mu_0 \vee \tilde{\theta}_k^{(1)}) \text{ and } \xi_k^{(2)} \in (\mu_0 \wedge \tilde{\theta}_k^{(2)}, \mu_0 \vee \tilde{\theta}_k^{(2)}).
\]

Similarly,

\[
\frac{\partial}{\partial \sigma^2} (F(x; \theta_0) - F(x; \tilde{\theta}_k)) = \frac{\partial^2 F}{\partial \mu \partial \sigma^2} (x; \eta_k) (\tilde{\theta}_k^{(1)} - \mu_0) + \frac{\partial^2 F}{\partial (\sigma^2)^2} (x; \eta_k) (\tilde{\theta}_k^{(2)} - \sigma_0^2)
\]

\[
= (\dot{\theta}_k - \theta_0) \cdot \nabla_\theta \frac{\partial F}{\partial \sigma^2} (x; \eta_k),
\]

with \( \eta_k = (\eta_k^{(1)}, \eta_k^{(2)}) \) also satisfying \( 4.5.22 \).

We may assume, without loss of generality, that \( \xi_k = \eta_k \) for all \( k \).

From \( 4.5.20 \), \( 4.5.21 \) and \( 4.5.23 \), we have

\[
(4.5.24) \quad k^{1/2} (\dot{\theta}_k - \theta_0) \cdot \left( \nabla_\theta F(x; \theta_0)^T - \nabla_\theta F(x; \tilde{\theta}_k)^T \right)
\]

\[
= k^{1/2} (\dot{\theta}_k - \theta_0) \cdot \left( (\dot{\theta}_k - \theta_0) \cdot \nabla_\theta \frac{\partial F}{\partial \mu} (x; \xi_k)^T, (\dot{\theta}_k - \theta_0) \cdot \nabla_\theta \frac{\partial F}{\partial \sigma^2} (x; \xi_k)^T \right)^T
\]
\[
= k^{1/2}(\hat{\theta}_k - \theta_0)F_{\hat{\theta}\theta}''(x; \xi_k)(\hat{\theta}_k - \theta_0)^T,
\]

where \[
F_{\hat{\theta}\theta}''(x; \alpha) = \left( \begin{array}{c}
\frac{\partial^2 F}{\partial \mu^2}(x; \alpha) & \frac{\partial^2 F}{\partial \sigma^2 \partial \mu}(x; \alpha) \\
\frac{\partial^2 F}{\partial \sigma^2 \partial \mu}(x; \alpha) & \frac{\partial^2 F}{\partial (\sigma^2)^2}(x; \alpha)
\end{array} \right).
\]

It can be easily shown, that

\[
|k^{1/2}(\hat{\theta}_k - \theta_0)F_{\hat{\theta}\theta}''(x; \xi_k)(\hat{\theta}_k - \theta_0)^T| \leq 4k^{1/2}||\hat{\theta}_k - \theta_0||||\hat{\theta}_k - \theta_0|| ||F_{\hat{\theta}\theta}''(x; \xi_k)||
\]

(4.5.25)

\[
\leq 4k^{1/2}||\hat{\theta}_k - \theta_0||^2 ||F_{\hat{\theta}\theta}''(x; \xi_k)||,
\]

where \[
||\begin{pmatrix} \alpha_1 & \alpha_2 \\ \alpha_3 & \alpha_4 \end{pmatrix}|| = \max_{1 \leq i \leq 4} |\alpha_i|,
\]

and the last inequality is due to (3.2.23).

Hence, by (4.5.19), (4.5.24) and (4.5.25), and the Cauchy-Schwartz inequality,

\[
\Delta_{n,1}^{(2)}(x, t_1) \leq 4 \left[ \mathbb{E} \left( [nt_1]||\hat{\theta}_{[nt_1]} - \theta_0||^4 ||F_{\hat{\theta}\theta}''(x; \xi_{[nt_1]})||^2 \right) \right]^{1/2}
\]

(4.5.26)

\[
\leq 4[nt_1]^{1/2} \left[ \mathbb{E}||\hat{\theta}_{[nt_1]} - \theta_0||^6 \right]^{1/4} \left[ \mathbb{E}||F_{\hat{\theta}\theta}''(x; \xi_{[nt_1]})||^4 \right]^{1/4}.
\]

By (3.1.2), (3.2.2) and (3.2.3), we have, for each \(k \geq 1\),

\[
\hat{\theta}_k - \theta_0 = \left( \frac{1}{k} \sum_{i=1}^{k} (X_i - \mu_0), \frac{1}{k} \sum_{i=1}^{k} \left( (X_i - \mu_0)^2 - \sigma_0^2 \right) - (X_k - \mu_0)^2 \right).
\]

Hence,

\[
k^{1/2}||\hat{\theta}_k - \theta_0||^6 \leq k^{1/2} \max \{|\frac{1}{k} \sum_{i=1}^{k} (X_i - \mu_0)|^6,
\]

(4.5.27)

\[
|\frac{1}{k} \sum_{i=1}^{k} ((X_i - \mu_0)^2 - \sigma_0^2) - (X_k - \mu_0)^2|^6 \}.
\]
We have,

\[ k^{1/2} \left[ E \left( \frac{1}{k} \sum_{i=1}^{k} (X_i - \mu_0) \right)^6 \right]^{1/4} = k^{-3/2} \left[ E \left( \sum_{i=1}^{k} (X_i - \mu_0) \right)^6 \right]^{1/4}. \]

Let \( S_k = \sum_{i=1}^{k} Y_i \), with \( Y_i = X_i - \mu_0 \). \( S_k \) is a partial sum of i.i.d random variables with mean zero, and thus,

\[ E(S_k)^6 = \sum E(Y_i Y_j Y_l Y_m Y_n Y_p Y_q Y_s), \]

with \( i, j, n, l, m, p, q, s \) ranging independently from 1 to \( k \). Since \( EY = 0 \), it follows, by independence, that any summand above vanishes if any index occurs an odd number of times in the product. This leaves terms of the form

1. \( E(Y_i)^6 \),
2. \( E(Y_i)^6 E(Y_j)^2 \),
3. \( E(Y_i)^4 E(Y_j)^4 \),
4. \( E(Y_i)^4 E(Y_j)^2 E(Y_m)^2 \) and
5. \( E(Y_i)^2 E(Y_j)^2 E(Y_m)^2 E(Y_s)^2 \).

The number of terms of each kind is bounded above by a positive constant, independent of \( k \), times the number of permutations of different indices in each kind from the group of \( k \) indices, e.g., the number of terms of the form

\[ E(Y_i)^6 E(Y_j)^2 \leq C \text{ ( # of permutations of two objects from a group of } k) \]

\[ = C k(k - 1), \]

with \( C \) independent of \( k \). Thus,

\[ E(S_k)^6 \leq k + M_1 k(k - 1) + M_2 k(k - 1)(k - 2) + M_3 k(k - 1)(k - 2)(k - 3) \]

\[ \leq M k^4, \]
where $M$ is a positive constant independent of $k$.

Hence, by (4.5.25), we have

\begin{equation}
(4.5.29) \quad k^{-3/2} \left[ E \left( \sum_{i=1}^{k} (X_i - \mu_0) \right)^6 \right]^{1/4} = O(k^{-1/2}) \to 0, \text{ as } k \to \infty.
\end{equation}

Also, by Minkowski's inequality, putting $Z_i = (X_i - \mu_0)^2 - \sigma_0^2$,

\begin{equation}
(4.5.30) \quad k^{1/2} \left[ E \left( \frac{1}{k} \sum_{i=1}^{k} \left( (X_i - \mu_0)^2 - \sigma_0^2 \right) - (\bar{X}_k - \mu_0)^2 \right)^8 \right]^{1/4}
\end{equation}

\begin{align*}
&\leq k^{1/2} \left\{ E \left( \frac{1}{k} \sum_{i=1}^{k} Z_i \right)^8 \right\}^{1/8} + E \left( \frac{1}{k} \sum_{i=1}^{k} (X_i - \mu_0)^{16} \right)^{1/8} \\
&= k^{1/2} \left[ E \left( \frac{1}{k} \sum_{i=1}^{k} Z_i \right)^8 \right]^{1/4} + 2k^{1/2} \left[ E \left( \frac{1}{k} \sum_{i=1}^{k} Z_i \right)^8 \right]^{1/8} \left[ E \left( \bar{X}_k - \mu_0 \right)^{16} \right]^{1/8} \\
&+ k^{1/4} \left[ E \left( \bar{X}_k - \mu_0 \right)^{16} \right]^{1/4}.
\end{align*}

Now, by the same argument used to show (4.5.29), we have

\begin{equation}
(4.5.31) \quad k^{1/2} \left[ E \left( \frac{1}{k} \sum_{i=1}^{k} Z_i \right)^8 \right]^{1/4} \to 0, \text{ as } k \to \infty.
\end{equation}

Similarly, we have

\begin{align*}
k^{1/2} \left[ E \left( \bar{X}_k - \mu_0 \right)^{16} \right]^{1/4} &= k^{1/2} \left[ E \left( \frac{1}{k} \sum_{i=1}^{k} (X_i - \mu_0) \right)^{16} \right]^{1/4} \\
&= k^{1/2} \frac{1}{k^4} \left[ E \left( \frac{1}{k} \sum_{i=1}^{k} (X_i - \mu_0) \right)^{16} \right]^{1/4} \\
&= k^{-7/2} O(k^2) = O(k^{-3/2}) \to 0, \text{ as } k \to \infty.
\end{align*}
By using the same argument above,

\[
\begin{align*}
&k^{1/2} \left[ E \left( \frac{1}{k} \sum_{i=1}^{k} Z_i \right)^{6/8} \right] \left[ E \left( \bar{X}_k - \mu_0 \right)^{16} \right]^{1/8} \\
&= k^{-1/2} \left[ E \left( \sum_{i=1}^{k} Z_i \right)^{6/8} \right] \left[ E \left( \bar{X}_k - \mu_0 \right)^{16} \right]^{1/8} \\
&\leq k^{-1/2} O(k^{1/2}) O(k^{-1}) = O(k^{-1}) \to 0, \text{ as } k \to \infty.
\end{align*}
\]

Hence, from (4.5.28) we can see that (4.5.29), (4.5.30), (4.5.31), (4.5.32) and (4.5.33) imply that

\[
\begin{align*}
&|nt_1|^{1/2} E \| \hat{\theta}_{|nt_1|} - \theta_0 \|^8 \to 0, \text{ as } (nt_1) \to \infty.
\end{align*}
\]

Now, we proceed to show that

\[
\lim_{k \to \infty} E \| F_{\theta^0} (x; \xi_k) \|^4 < \infty.
\]

To this end, we note that, since, for any \( \theta = (\mu, \sigma^2) \),

\[
F(x; \theta) = \frac{1}{\sqrt{2\pi\sigma^2}} \int_{-\infty}^{x} e^{-(t-\mu)^2/2\sigma^2} dt, \; x \in \mathbb{R},
\]

we have

\[
\begin{align*}
(a) \quad &\frac{\partial^2 F}{\partial \mu^2} (x; \theta) = \frac{(x-\mu)}{\sqrt{2\pi\sigma^2}} e^{-(x-\mu)^2/2\sigma^2}, \\
(b) \quad &\frac{\partial^2 F}{\partial \sigma^2 \partial \mu} (x; \theta) = \frac{-1}{2\sqrt{2\pi\sigma^3}} e^{-(x-\mu)^2/2\sigma^2} \left( 1 - \frac{(x-\mu)^2}{\sigma^2} \right), \text{ and} \\
(c) \quad &\frac{\partial^2 F}{\partial (\sigma^2)^2} (x; \theta) = \frac{(x-\mu)}{2\sqrt{2\pi\sigma^5}} e^{-(x-\mu)^2/2\sigma^2} \left( 3 - \frac{(x-\mu)^2}{\sigma^2} \right).
\end{align*}
\]
The function \( \varphi(x) = (x - \mu)e^{-(x-\mu)^2/2\sigma^2}, \ x \in \mathbb{R}, \) has a maximum at \( x = \mu + \sigma \) equal to \( \sigma e^{-1/2} \). Hence, if \( \xi_k = (\xi_k^{(1)}, \xi_k^{(2)}) \),

\[
 \left| \frac{\partial^2 F}{\partial \mu^2}(x; \xi_k) \right|^4 \leq \left[ \frac{(\sqrt{2\pi})^{-1}}{(\xi_k^{(2)})^{3/2}}e^{-\xi_k^{(2)}/2} \right]^4 \leq \frac{1}{(\xi_k^{(2)})^4}.
\]

(4.5.37)

By (4.5.22) we have that \( \xi_k^{(2)} \in (\sigma_0^2 \land \tilde{\sigma}_k^{(2)}, \sigma_0^2 \lor \tilde{\sigma}_k^{(2)}) \), and, by (3.2.1) and (3.2.23), we have that \( \tilde{\sigma}_k^{(2)} \in (\sigma_0^2 \land S_k^2, \sigma_0^2 \lor S_k^2) \). Consequently, \( \xi_k^{(2)} \in (\sigma_0^2 \land S_k^2, \sigma_0^2 \lor S_k^2) \).

Thus,

\[
0 < \left( \frac{1}{\sigma_0^2 \lor S_k^2} \right)^m < \frac{1}{(\xi_k^{(2)})^m} < \left( \frac{1}{\sigma_0^2 \land S_k^2} \right)^m,
\]

for any integer \( m \geq 1 \). However, \( 1/(\sigma_0^2 \land S_k^2) = 1/\sigma_0^2 \lor 1/S_k^2 \); and thus,

\[
1/(\xi_k^{(2)})^m < 1/(\sigma_0^2)^m \lor 1/(S_k^2)^m.
\]

This implies,

(4.5.38)

\[
E\left( \frac{1}{\xi_k^{(2)}} \right)^m \leq E\left( \frac{1}{(\sigma_0^2)^m} \lor \frac{1}{(S_k^2)^m} \right)
= \int_{\{1/\sigma_0^2 \geq 1/S_k^2\}} \left( \frac{1}{(\sigma_0^2)^m} \lor \frac{1}{(S_k^2)^m} \right) dP + \int_{\{1/\sigma_0^2 < 1/S_k^2\}} \left( \frac{1}{(\sigma_0^2)^m} \lor \frac{1}{(S_k^2)^m} \right) dP
\leq \frac{1}{(\sigma_0^2)^m} + E\left[ \frac{1}{(S_k^2)^m} \right].
\]

Since \( \frac{1}{\sigma_0^2} S_k^2 = \sum_{i=1}^k (X_i - \bar{X}_k)^2 / \sigma_0^2 \), we have

\[
E\left( \frac{1}{S_k^2} \right)^m = \frac{k^m}{\sigma_0^{2m}} E\left( \frac{1}{\sum_{i=1}^k (X_i - \bar{X}_k)^2 / \sigma_0^2} \right)^m;
\]
and, since \( \sum_{i=1}^{k} (X_i - \bar{X}_k)^2 / \sigma_0^2 \) has a chi-squared distribution with \((k-1)\) degrees of freedom, we can apply Lemma 4.5.1 to get that, for \( k \geq 2(m+1) \),

\[
(4.5.39) \quad E\left( \frac{1}{S_k^2} \right)^m = \frac{k^m}{\sigma_0^{2m}} \frac{1}{(k-3)(k-5) \ldots (k-(2m+1))} \rightarrow \frac{1}{\sigma_0^{2m}}, \text{ as } k \to \infty.
\]

Hence, from (4.5.37), (4.5.38), and (4.5.39) with \( m = 4 \), we get

\[
(4.5.40) \quad \lim_{k \to \infty} \left[ E\left| \frac{\partial^2}{\partial \xi_2^2} F(x; \xi_k) \right|^4 \right]^{1/4} < \infty.
\]

Consider now the function \( \psi(x) = (x - \mu)^2 e^{-(x-\mu)^2/2\sigma^2}, \ x \in \mathbb{R} \). This function has a maximum at \( x = \mu + \sqrt{2}\sigma \), equal to \( 2\sigma^2 e^{-1} \). Hence, from (4.5.36)(b), we have

\[
\left| \frac{\partial^2 F}{\partial \sigma^2 \partial \mu} (x; \xi_k) \right|^4 \leq \left[ \frac{1}{2\sqrt{2\pi}} \left( \frac{1}{(\xi_k^{(2)})^{3/2}} + \frac{2\xi_k^{(2)} e^{-1}}{(\xi_k^{(2)})^{5/2}} \right) \right]^4
\]

\[
\leq \left( \frac{1}{(\xi_k^{(2)})^{3/2}} \right)^4 = \frac{1}{(\xi_k^{(2)})^6}.
\]

Thus, by (4.5.38) and (4.5.39) with \( m = 6 \), we have

\[
(4.5.41) \quad \lim_{k \to \infty} \left[ E\left| \frac{\partial^2 F}{\partial \sigma^2 \partial \mu} (x; \xi_k) \right|^4 \right]^{1/4} < \infty.
\]

Finally, if we take the function \( \vartheta(x) = (x - \mu)^3 e^{-(x-\mu)^2/2\sigma^2}, \ x \in \mathbb{R}, \) we have that this function has a maximum at \( x = \mu + \sqrt{3}\sigma \), equal to \( 3\sqrt{3}\sigma^3 e^{-3/2} \). Hence, from (4.5.36)(c) (recalling that \( \varphi(x) = (x - \mu)e^{-(x-\mu)^2/2\sigma^2}, \) has a maximum equal
\[ \left| \frac{\partial^2 F}{\partial (\sigma^2)^2} (x; \xi_\kappa) \right|^4 \leq \left[ \frac{1}{2\sqrt{2\pi}} \left( \frac{3(\xi_\kappa^{(2)})^{1/2}e^{-1/2}}{\xi_\kappa^{(2)}} + 3\sqrt{3}(\xi_\kappa^{(2)})^{3/2}e^{-3/2} \right) \right]^4 \leq \frac{1}{(\xi_\kappa^{(2)})^8}. \]

Thus, by (4.5.38) and (4.5.39), with \( m = 8 \), we have that

\[ (4.5.42) \quad \lim_{\kappa \to \infty} \left[ E \left| \frac{\partial^2}{\partial (\sigma^2)^2} F(x; \xi_\kappa) \right|^4 \right]^{1/4} < \infty. \]

Now, from (4.5.40), (4.5.41) and (4.5.42) we get (4.5.35), while (4.5.34) and (4.5.35) in turn imply

\[ (4.5.43) \quad \Delta^{(2)}_{n,1}(x, t_1) \to 0, \text{ as } (nt_1) \to \infty. \]

Since, by (4.3.10), \( \lim_{n \to \infty} E \left( L_n(t) \right)^2 < \infty \), as \( (nt) \to \infty \), we have, by (4.5.19), that (4.5.18) holds, and thus, the result now follows from (4.5.7), (4.5.17) and (4.5.18). \( \blacksquare \)

Let \( (G, \mathcal{L}) \) be the two-dimensional Gaussian process, where \( G \) is the Gaussian process in (3.2.8), \( \mathcal{L} \) is a Gaussian process with mean zero and covariance function \( E(L(t_1)L(t_2)) = Q_L(t_1 \wedge t_2) \), where

\[ Q_L(t) = \int_0^t \int_0^1 h^2(s, u) du ds, \]

and the covariance function of \( G \) and \( \mathcal{L} \) is \( EG(x, t_1)L(t_2) = d(F(x; \theta_0), t_1 \wedge t_2) \), where \( d(s, t) \) is as in (4.5.1).
Lemma 4.5.3. Assume the conditions of Theorem 4.5.1. Then, under \( H_0 \), we have, as \( n \to \infty \),

\[
\left( \hat{\beta}_n(x, t), \mathcal{L}_n(t) \right) \xrightarrow{D} \left( G(x, t), \mathcal{L}(t) \right) \text{ in } D(\mathbb{R} \times [0, 1]).
\]

Proof. From Lemma 4.5.2 we have that all finite-dimensional distributions of the process \( \left( \hat{\beta}_n(x, t), \mathcal{L}_n(t) \right) \xrightarrow{D} \left( G(x, t), \mathcal{L}(t) \right) \) converge to those of the process \( \left( G(x, t), \mathcal{L}(t) \right) \) with covariance function

\[
EG(x, t_1)\mathcal{L}(t_2) = \int_0^{t_1 \wedge t_2} \int_0^{F(x; \theta_0)} h(\tau, u)du d\tau - \left\{ \int_0^{t_1 \wedge t_2} \int_0^1 l(F^{-1}(u; \theta_0), \theta_0) h(\tau, u)du d\tau \right\} \cdot \nabla \psi F(x; \theta_0)^T.
\]

Tightness of \( \left( \hat{\beta}_n(x, t), \mathcal{L}_n(t) \right) \) follows from the weak convergence of \( \hat{\beta}_n(x, t) \) (cf. (3.2.45) of Corollary 3.2.1) and that of \( \mathcal{L}_n(t) \) (cf. 4.3.12). \( \blacksquare \)

Proof of Theorem 4.5.1. By Lemma 4.5.3 and the fact that

\[
E\left( \frac{\hat{\beta}_n(x, t_1)}{q(t_1)}\mathcal{L}_n(t_2) \right) = \frac{1}{q(t_1)}E\left( \hat{\beta}_n(x, t_1)\mathcal{L}_n(t_2) \right) \to \frac{1}{q(t_1)}d(F(x; \theta_0), t_1 \wedge t_2),
\]

as \( n \to \infty \), we have that

\[
\left( \frac{\hat{\beta}_n(x, t)}{q(t)}, \mathcal{L}_n(t) \right) \xrightarrow{D} \left( \frac{G(x, t)}{q(t)}, \mathcal{L}(t) \right) \text{ in } D(\mathbb{R} \times [0, 1]).
\]

We proceed to show that the limiting covariance function of the process \( \left( \frac{\hat{\beta}_n(x, t)}{q(t)}, \mathcal{L}_n(t) \right) \) is finite, uniformly in \( t \). To this end we note first that, by Fubini's Theorem and the Cauchy-Schwartz inequality,
\[ |\int_0^t \int_0^s h(\tau, u) du \, d\tau| \leq \int_0^s \left[ \left( \int_0^t h^2(\tau, u) du \right)^{1/2} \left( \int_0^t d\tau \right)^{1/2} \right] \leq t^{1/2} s^{1/2} \left( \int_0^1 \int_0^1 h^2(\tau, u) du \, d\tau \right)^{1/2}. \]

It is also clear that
\[ |\{ \int_0^t \int_0^1 l \left( F^{-1}(u; \theta_0), \theta_0 \right) h(\tau, u) du \, d\tau \} \cdot \nabla_\theta F(x; \theta_0)^T| \leq 2 \| \int_0^t \int_0^1 l \left( F^{-1}(u; \theta_0), \theta_0 \right) h(\tau, u) du \, d\tau \| \| \nabla_\theta F(x; \theta_0)^T \|. \]

By the Cauchy-Schwartz inequality,
\[ \| \int_0^t \int_0^1 l \left( F^{-1}(u; \theta_0), \theta_0 \right) h(\tau, u) du \, d\tau \| \]
\[ \leq \int_0^t \left[ \int_0^1 || l \left( F^{-1}(u; \theta_0), \theta_0 \right) ||^2 du \right]^{1/2} \left[ \int_0^1 h^2(\tau, u) du \right]^{1/2} \, d\tau \]
\[ \leq \left( \int_0^1 || l \left( F^{-1}(u; \theta_0), \theta_0 \right) ||^2 du \right)^{1/2} \int_0^t \left( \int_0^1 h^2(\tau, u) du \right)^{1/2} \, d\tau \]
\[ \leq t^{1/2} \left( \int_0^1 || l \left( F^{-1}(u; \theta_0), \theta_0 \right) ||^2 du \right)^{1/2} \left( \int_0^1 \int_0^1 h^2(\tau, u) du \, d\tau \right)^{1/2}. \]

Hence,
\[ \sup_{0 < t \leq 1} \sup_{x \in \mathbb{R}} |d(F(x; \theta_0), t)|/g(t) \]
\[ \leq \frac{t^{1/2}}{\sup_{0 < t \leq 1} g(t)} \sup_{0 < t \leq 1} \left( \int_0^1 \int_0^1 h^2(\tau, u) du \, d\tau \right)^{1/2} \{1 + 2 \int_0^1 || l \left( F^{-1}(u; \theta_0), \theta_0 \right) ||^2 du \}
\times \sup_{x \in \mathbb{R}} || \nabla_\theta F(x; \theta_0) || \]
\[ < \infty, \]

due to the fact that if \( q \in Q \) and (4.4.5) holds, it implies \( \sup_{0 < t \leq 1} t^{1/2}/g(t) < \infty. \)

Now Le Cam's third lemma implies the result. ■
Lemma 4.5.4. Assume $H_0$ to hold. Under the conditions of Theorem 4.5.2, for any $x \in \mathbb{R}$ and $0 \leq t_1, t_2 \leq 1$, as $n \to \infty$,

$$E\left(\hat{\beta}_n(x, t_1) \mathcal{L}_n(t_2)\right) \to e(F(x; \theta_0), t_1 \wedge t_2),$$

where $e(\cdot, \cdot)$ is defined by (4.5.3).

Proof. By (3.3.25) and (3.3.32), we have

$$E\left(\hat{\beta}_n(x, t_1) \mathcal{L}_n(t_2)\right) = E(\beta_n^*(x, t_1) \mathcal{L}_n(t_2) - E(\varphi(t_1) \mathcal{L}_n(t_2)) \cdot \nabla_0 F(x; \theta_0)^T$$

$$+ \frac{[n+1] t_1}{n} \left(1 - \frac{[n+1] t_1}{n}\right)^{n/2} E\left(\varepsilon_{3n}(x, t_1) + \varepsilon''_{3n}(x, t_1)\right) \mathcal{L}_n(t_2)$$

$$+ \frac{[n+1] t_1}{n} \left(1 - \frac{[n+1] t_1}{n}\right)^{n/2} E\left(\varepsilon_{1n}(t_1) \mathcal{L}_n(t_2)\right) \cdot \nabla_0 F(x; \theta_0)^T$$

$$- \left(1 - \frac{[n+1] t_1}{n}\right)^{n/2} E\left(\varepsilon_{1n}(t_1) \mathcal{L}_n(t_2)\right) \cdot \nabla_0 F(x; \theta_0)^T$$

$$:= \Lambda_n^{(1)}(x, t_1, t_2) - \Lambda_n^{(2)}(x, t_1, t_2) + \Lambda_n^{(3)}(x, t_1, t_2) + \Lambda_n^{(4)}(x, t_1, t_2) - \Lambda_n^{(5)}(x, t_1, t_2).$$

By Lemma 4.4.3, we have, as $n \to \infty$,

$$\Lambda_n^{(1)}(x, t_1, t_2) \to \int_{0}^{t_1 \wedge t_2} \int_{0}^{F(x; \theta_0)} h(\tau, u) du d\tau - t_1 \int_{0}^{t_2} \int_{0}^{F(x; \theta_0)} h(\tau, u) du d\tau.$$

Also, by (3.3.32) and (4.5.13),

$$\Lambda_n^{(2)}(x, t_1, t_2) = E\left(n^{-1/2} \sum_{i=1}^{[n+1] t_1} l(X_i, \theta_0) \mathcal{L}_n(t_2)\right)$$

$$- \frac{[n+1] t_1}{n} E\left(n^{-1/2} \sum_{i=1}^{n} l(X_i, \theta_0) \mathcal{L}_n(t_2)\right),$$

$$E\left(\hat{\beta}_n(x, t_1) \mathcal{L}_n(t_2)\right) \to e(F(x; \theta_0), t_1 \wedge t_2).$$
which tends to

$$\int_{0}^{t_1} \int_{0}^{1} l(F^{-1}(u; \theta_0), \theta_0) h(\tau, u) dud\tau$$

$$- t_1 \int_{0}^{t_2} \int_{0}^{1} l(F^{-1}(u; \theta_0), \theta_0) h(\tau, u) dud\tau, \text{ as } n \to \infty.$$ 

Since $\epsilon'_{1n}(t) = \epsilon_{1(n+1)}(t)$, where $\epsilon_1(t)$ is as in (4.5.14), we have, by (4.5.15) and (4.5.16), that

$$(4.5.47) \quad \Lambda_n^{(5)}(x, t_1, t_2) \to 0, \text{ as } n \to \infty.$$ 

By (3.3.28) and symmetry, we have that (4.5.47) implies

$$(4.5.48) \quad \Lambda_n^{(4)}(x, t_1, t_2) \to 0, \text{ as } n \to \infty.$$ 

Similarly, since, by (3.3.19), $n^{-1/2}[nt_1] \epsilon'_{3n}(t)$ is the same as $\Delta_n^{(2)}(x, t_1, t_2)$ in (4.5.6), we have, by (4.5.18) and symmetry, that

$$(4.5.49) \quad \Lambda_n^{(3)}(x, t_1, t_2) \to 0, \text{ as } n \to \infty.$$ 

Thus, the result follows. ■

Let $(\Psi, \mathcal{L})$ be a two-dimensional Gaussian process, where $\Psi$ is the Gaussian process in (3.3.17), $\mathcal{L}$ is a Gaussian process with mean zero and covariance function $E(\mathcal{L}(t_1)\mathcal{L}(t_2)) = Q_{\mathcal{L}}(t_1 \wedge t_2)$, where

$$Q_{\mathcal{L}}(t) = \int_{0}^{t} \int_{0}^{1} h^2(s, u) duds,$$

and the covariance function of $\Psi$ and $\mathcal{L}$ is $E\Psi(x, t_1)\mathcal{L}(t_2) = \epsilon(F(x; \theta_0), t_1 \wedge t_2)$, where $\epsilon(s, t)$ is as in (4.5.3).
Lemma 4.5.5. Assume the conditions of Theorem 4.5.2. Then, under $H_0$, we have, as $n \to \infty$,

$$
\left( \hat{\beta}_n(x,t), \mathcal{L}_n(t) \right) \xrightarrow{D} \left( \Psi(x,t), \mathcal{L}(t) \right) \quad \text{in } D(\mathbb{R} \times [0,1]).
$$

Proof. The proof is similar to that of Lemma 4.5.3. ■

Proof of Theorem 4.5.2. The proof is similar to that of Theorem 4.5.1, using Lemma 4.5.5 instead of lemma 4.5.3. ■

Example 4.5.1. Let $X_1, \ldots, X_n$ be independent $N(\mu, \sigma^2)$ random variables. Consider the null hypothesis

$$
H_0 : X_1, \ldots, X_n \text{ have the same distribution } F(\cdot; \mu, \sigma_0^2),
$$

where $F(\cdot; \mu, \sigma_0^2)$ denotes the distribution function of a $N(\mu, \sigma_0^2)$ random variable, with $\mu$ unknown, and $\sigma_0^2$ denotes the assumed hypothetical value of the unknown parameter $\sigma^2$. As alternative hypotheses, we consider

$$
H_{1n} : X_1, \ldots, X_n \text{ have the respective distribution functions } F_{in}(\cdot; \mu_n, \sigma_0^2),
$$

where, for each $n$, $F_{in}(\cdot; \mu_n, \sigma_0^2)$ denotes the distribution function of a $N(\mu + c(i/n)n^{-1/2}, \sigma_0^2)$ random variable, and $c(\cdot)$ is a Riemann square integrable function.

We have

$$
\frac{dF_{in}}{dF}(x) = \exp \left\{ (2c(i/n)n^{-1/2}(x - \mu) + c^2(i/n)n^{-1})/2\sigma_0^2 \right\},
$$

$$
x = F^{-1}(s; \mu, \sigma_0^2), \quad 0 \leq s \leq 1.
$$
and therefore

(4.5.51)
\[ \mathcal{L}_n(t) := \sum_{i=1}^{[nt]} \left\{ \log \frac{dF_{in}}{dF}(X_i) - E \log \frac{dF_{in}}{dF}(X_i) \right\} = n^{-1/2} \sum_{i=1}^{[nt]} c(i/n)(X_i - \mu)/\sigma_0^2. \]

We note that \( \mathcal{L}_n(t) \xrightarrow{\mathcal{D}} \mathcal{L}(t) \), where \( \mathcal{L}(t) \) is a Gaussian process with mean zero and covariance function

(4.5.52)
\[ E\mathcal{L}(t_1)\mathcal{L}(t_2) = \int_{0}^{t_1 \wedge t_2} c^2(t)dt. \]

Suppose now that under \( H_0 \), given \( \frac{1}{n} \leq t \leq 1 \), the unknown parameter \( \mu \) is estimated, from the random sample \( X_1, \ldots, X_{[nt]} \), by its maximum likelihood estimator \( \hat{\mu}_{[nt]} := \frac{1}{[nt]} \sum_{i=1}^{[nt]} X_i \), and consider the sequentially estimated empirical process \( \{ \hat{\beta}_n(x,t), 0 \leq t \leq 1, x \in \mathbb{R} \} \) defined by

(4.5.53)  \[ \hat{\beta}_n(x,t) = n^{-1/2} \sum_{i=1}^{[nt]} \left( 1\{X_i \leq x\} - F(x; \hat{\mu}_{[nt]}, \sigma_0^2) \right), 0 \leq t \leq 1, x \in \mathbb{R}. \]

Let \( \mu_0 \) be the unknown true value of \( \mu \). Then, after adding and subtracting \( F(x; \mu_0, \sigma_0^2) \), and applying a one-term Taylor expansion to \( F(x; \mu, \sigma_0^2) \) around \( \mu_0 \), we get that (4.5.53) can be written as

\[ \hat{\beta}_n(x,t) = n^{-1/2} \sum_{i=1}^{[nt]} \left( 1\{X_i \leq x\} - F(x; \mu_0, \sigma_0^2) \right) \]

(4.5.54)  \[ + n^{-1/2}[nt](\hat{\mu}_{[nt]} - \mu_0) \left( \frac{d}{d\mu} F(x; \mu_0, \sigma_0^2) - \frac{d}{d\mu} F(x; \hat{\mu}_{[nt]}, \sigma_0^2) \right) \]

\[ - n^{-1/2}[nt](\hat{\mu}_{[nt]} - \mu_0) \frac{d}{d\mu} F(x; \mu_0, \sigma_0^2), \]

where \( \sup_{0 \leq t \leq 1} |\hat{\mu}_{[nt]} - \mu_0| \leq \sup_{0 \leq t \leq 1} |\hat{\mu}_{[nt]} - \mu_0|. \)
Furthermore, it is easy to check that,

\[(4.5.55)\quad \frac{[nt]^{1/2}}{[nt]}(\hat{\mu}_{[nt]} - \mu_0) = \sum_{i=1}^{[nt]}(X_i - \mu_0).\]

By independence, for any $0 \leq t_1, t_2 \leq 1,$

\[= E n^{-1/2} \sum_{i=1}^{[nt_1]}(1\{X_i \leq x\} - F(x; \mu_0, \sigma_0^2))C_n(t_2)\]

\[= \frac{n}{\sigma_0^2} \sum_{i=1}^{[n(t_1 \wedge t_2)]} E(1\{X_i \leq x\} - F(x; \mu_0, \sigma_0^2))(X_i - \mu_0)c(i/n)\]

\[(4.5.56)\]

\[= \frac{n}{\sigma_0^2} \sum_{i=1}^{[n(t_1 \wedge t_2)]} c(i/n) \int_{-\infty}^{x} (z - \mu_0) dF(z; \mu_0, \sigma_0^2)\]

\[\rightarrow \frac{1}{\sigma_0^2} \int_{0}^{t_1 \wedge t_2} \int_{-\infty}^{\tau} (z - \mu_0)c(\tau) dF(z; \mu_0, \sigma_0^2) d\tau, \text{ as } n \to \infty.\]

On the other hand, by (4.5.55),

\[E n^{-1/2}[nt_1](\hat{\mu}_{[nt_1]} - \mu_0)C_n(t_2)\]

\[(4.5.57)\]

\[= E n^{-1} \sum_{i=1}^{[nt_1]}(X_i - \mu_0) \sum_{j=1}^{[nt_2]} c(j/n)(X_j - \mu_0)/\sigma_0^2\]

\[= \frac{n}{\sigma_0^2} \sum_{i=1}^{[n(t_1 \wedge t_2)]} c(i/n)E(X_i - \mu_0)^2 \rightarrow \int_{0}^{t_1 \wedge t_2} c(\tau) d\tau, \text{ as } n \to \infty.\]

Finally, since

\[(4.5.58)\quad \lim_{n \to \infty} EL_n^2(t) = \int_{0}^{t} c^2(\tau) d\tau < \infty,\]

we have that, as $n \to \infty,$ (cf. (4.5.19) and (4.5.43)).
where

\[ E_{n^{-1/2}}[n_{t1}](\mu_{[n_{t1}]}) - \mu_0 \left( \frac{d}{d\mu} F(x; \mu_0, \sigma_0^2) - \frac{d}{d\mu} F(z; \mu_{[n_{t1}]}, \sigma_0^2) \right) \mathcal{L}_n(t_2) \rightarrow 0. \]

Thus, by (4.5.56), (4.5.57), and (4.5.58), we have that, under $H_0$,

\[
E \hat{\beta}_n(x, t_1) \mathcal{L}_n(t_2) \rightarrow \frac{1}{\sigma_0^2} \int_0^{t_1} \int_{-\infty}^z (z - \mu_0) c(\tau) dF(x; \mu_0, \sigma_0^2) d\tau \]

\[ - \left\{ \int_0^{t_1} c(\tau) d\tau \right\} \frac{d}{d\mu} F(x; \mu_0, \sigma_0^2), \text{ as } n \rightarrow \infty. \tag{4.5.59} \]

Let $q$ be a positive function on $(0, 1)$ (cf. 3.2.5), non-decreasing near zero, and such that (3.2.6) holds. By Corollary (3.2.1), we have that, under $H_0$,

\[ \hat{\beta}_n(x, t)/q(t) \overset{D}{\rightarrow} G(x, t)/q(t) \text{ in } D(\mathbb{R} \times [0, 1]), \]

where

\[ G(x, t) = K(F(x; \mu_0, \sigma_0^2), t) - \left\{ \int (x - \mu_0) d_x K(F(x; \mu_0, \sigma_0^2), t) \right\} \frac{d}{d\mu} F(x; \mu_0, \sigma_0^2). \]

Hence, by (4.5.59) and Theorem 4.5.1, we have that, under $H_{1n}$,

\[ \hat{\beta}_n(x, t)/q(t) \overset{D}{\rightarrow} (G(x, t) + d(x, t))/q(t) \text{ in } D(\mathbb{R} \times [0, 1]), \]

where

\[ d(x, t) = \frac{1}{\sigma_0^2} \int_0^t \int_{-\infty}^z (z - \mu_0) c(\tau) dF(x; \mu_0, \sigma_0^2) d\tau - \left\{ \int c(\tau) d\tau \right\} \frac{d}{d\mu} F(x; \mu_0, \sigma_0^2). \]
Chapter 5

Sequentially estimated multivariate normal empirical processes
Weighted approximations

5.1 Introduction.

In this chapter we discuss the sequentially estimated empirical processes, as in Chapter 3, for the multivariate normal family. Before proceeding, we introduce some definitions and preliminary results, based on Sections 2 and 3 of Csörgő and Szyszkowicz (1994).

For an arbitrary distribution function $H$ on $\mathbb{R}^1$ we define the inverse (quantile function) of $H$ by

$$H^{-1}(y) = \inf\{x \in \mathbb{R}^1 : H(x) \geq y\}, \quad 0 < y \leq 1, \quad H^{-1}(0) = H^{-1}(0+).$$

Hence, for $x \in \mathbb{R}^1$ and $0 < y < 1$, we have $H(x) \geq y$ if and only if $x \geq H^{-1}(y)$, and $H(H^{-1}(y)-) \leq y \leq H(H^{-1}(y))$. Consequently, if $H$ is continuous, then $H(H^{-1}(y)) = y$.

Let $F$ be an arbitrary, right continuously defined distribution function on $\mathbb{R}^d$, $F_{(j)}(x_j), \ 1 \leq j \leq d$, be the $j$th marginal of $F(x) = F(x_1, \ldots, x_d), x = \ldots$
\((x_1, \ldots, x_d) \in \mathbb{R}^d, d \geq 1,\) and let \(F_{(j)}^{-1}(u_j), 1 \leq j \leq d, u = (u_1, \ldots, u_d) \in I^d = [0,1]^d, d \geq 1,\) be the inverses (quantile functions) of these marginals of \(F.\)

Define the map \(L^{-1} : I^d \to \mathbb{R}^d\) by

\[
L^{-1}(u) = L^{-1}(u_1, \ldots, u_d) := (F_{(1)}^{-1}(u_1), \ldots, F_{(d)}^{-1}(u_d)), \quad u = (u_1, \ldots, u_d) \in I^d.
\]

Then the map \(L : \mathbb{R}^d \to I^d,\) defined by

\[
L(x) = L(x_1, \ldots, x_d) := (F_{(1)}(x_1), \ldots, F_{(d)}(x_d)),
\]

is an inverse to \(L^{-1}\) in that, for \(x \in \mathbb{R}^d\) and \(u \in (0,1)^d,\) we have the *component-wise inequalities* \(L(x) \geq u\) if and only if \(x \geq L^{-1}(u),\) and \(L(L^{-1}(u)-) \leq u \leq L(L^{-1}(u)).\) Consequently, if the components of \(L\) are continuous, then \(L(L^{-1}(u)) = u.\)

The following is a well-known lemma.

**Lemma 5.1.A.** Let \(X\) be a random vector in \(\mathbb{R}^d,\) with an arbitrary distribution function \(F.\) Then there is a random vector \(U = (U^{(1)}, \ldots, U^{(d)})\) with values in \(I^d,\) whose components are uniformly distributed over [0, 1] such that \(X \overset{\mathcal{D}}{=} L^{-1}(U),\)

i.e.,

\[
X = (X^{(1)}, \ldots, X^{(d)}) \overset{\mathcal{D}}{=} (F_{(1)}^{-1}(U^{(1)}), \ldots, F_{(d)}^{-1}(U^{(d)})) = L^{-1}(U).
\]

Let \(G\) be the distribution function of the random vector \(U \in I^d\) of Lemma 5.1.A. Then, with \(F\) on \(\mathbb{R}^d\) arbitrary, as in Lemma A, we have

\[
G(L(x)) = P\{U \leq L(x)\} = P\{L^{-1}(U) \leq x\} = F(x), \quad x \in \mathbb{R}^d,
\]

(5.1.3)
and if $F$ is continuous, then we have also

\[(5.1.4) \quad G(u) = F(L^{-1}(u)), \ u \in I^d, \ d \geq 1.\]

We note also that if $F$ is continuous and $F(x) = \prod_{j=1}^{d} F_{(j)}(x_j)$ for all $x \in \mathbb{R}^d$, then

\[G(u) = F(L^{-1}(u)) = \prod_{j=1}^{d} u_j = \lambda(u),\]

the Lebesgue measure (uniform distribution) on $I^d, d \geq 1$.

Let $X = (X^{(1)}, \ldots, X^{(d)})$, $X_i = (X_i^{(1)}, \ldots, X_i^{(d)})$, $i = 1, 2, \ldots$ be independent random vectors in $\mathbb{R}^d, d \geq 1$, with distribution function $F$, and let $F_n(x)$ be the empirical distribution function of $X_1, \ldots, X_n$, i.e.,

\[F_n(x) = n^{-1} \sum_{i=1}^{n} 1(X_i \leq x), \ x \in \mathbb{R}^d, \ d \geq 1,\]

and define the $(d + 1)$-time parameter empirical process $\beta_n(x, t)$ by

\[(5.1.5) \quad \beta_n(x, t) = n^{-1/2} \sum_{i=1}^{[nt]} (1(X_i \leq x) - F(x)), \ x \in \mathbb{R}^d, \ 0 \leq t \leq 1.\]

Let $U = (U^{(1)}, \ldots, U^{(d)})$, $U_i = (U_i^{(1)}, \ldots, U_i^{(d)})$, $i = 1, 2, \ldots$, be independent identically distributed random vectors with distribution as in Lemma 5.1.A, and define the $(d + 1)$-time parameter empirical process $\alpha_n(u, t)$ of the first $n \geq 1$ of these random vectors by
\begin{equation}
\alpha_n(u, t) = n^{-1/2}\sum_{i=1}^{[nt]}(1(U_i \leq u) - G(u)), \ u \in I^d, \ 0 \leq t \leq 1,
\end{equation}

where \( G \) is the distribution function of \( U \in I^d, d \geq 1 \). By Lemma 5.1.A, the above sequence of independent random vectors \( U_i = (U_i^{(1)}, \ldots, U_i^{(d)}) \in I^d, i = 1, 2, \ldots, \) whose marginals are uniformly distributed over \([0,1]\), are such that we have

\begin{equation}
\{X_i, i \geq 1\} \overset{D}{=} \{L^{-1}(U_i), i \geq 1\}.
\end{equation}

Consequently, by (5.1.7) and (5.1.3), with \( F = G \circ L \) on \( \mathbb{R}^d \) arbitrary, we have

\begin{equation}
\{\beta_n(x, t), x \in \mathbb{R}^d, 0 \leq t \leq 1, n \geq 1\} \overset{D}{=} \{\alpha_n(L(x), t), x \in \mathbb{R}^d, 0 \leq t \leq 1, n \geq 1\}.
\end{equation}

Moreover, if \( F \) on \( \mathbb{R}^d \) is continuous, then \( U \) of Lemma 5.1.A with distribution function \( G = F \circ L^{-1} \) on \( I^d \) can be taken to be \( L(X) \), and (5.1.7) can be replaced by

\begin{equation}
\{L(X_i), i \geq 1\} = \{U_i, i \geq 1\}.
\end{equation}

Consequently, by (5.1.9) and (5.1.4), with \( F \) on \( \mathbb{R}^d \) continuous, we have \( G = F \circ L^{-1} \) and

\begin{equation}
\{\beta_n(L^{-1}(u), t), u \in I^d, 0 \leq t \leq 1, n \geq 1\} = \{\alpha_n(u, t), u \in I^d, 0 \leq t \leq 1, n \geq 1\}.
\end{equation}

A Kiefer process \( K_F(x, t) \) on \( \mathbb{R}^d \times [0, \infty) \) associated with a distribution function \( F \) on \( \mathbb{R}^d, d \geq 1 \), is a separable \( (d + 1) \)-parameter real valued Gaussian process with \( K_F(x, 0) = 0 \), \( EK_F(x, t) = 0 \), and

\begin{equation}
EK_F(x, s)K_F(y, t) = (s \wedge t)(F(x \wedge y) - F(x)F(y)).
\end{equation}
for all \( x, y \in \mathbb{R}^d \) and \( s, t \geq 0 \), where and throughout the symbol \( \wedge \) means minimum, component-wise in higher dimensions.

Let \( F \) be an arbitrary distribution function on \( \mathbb{R}^d \), \( d \geq 1 \) and let \( \{ K_F(x, t), x \in \mathbb{R}^d, t \geq 0 \} \) be a Kiefer process associated with this distribution function.

Let \( U \in I^d \) be a random vector as in Lemma 5.1.A, with distribution function \( G \) on \( I^d \), \( d \geq 1 \), and let \( \{ K_G(u, t), u \in I^d, t \geq 0 \} \) be the Kiefer process associated with this distribution function \( G \).

Consequently, if an arbitrary \( F \) on \( \mathbb{R}^d \) is written as \( F = G \circ L \) with \( G \) on \( I^d, d \geq 1 \), as in (5.1.3), then we have

\[
\{ K_F(x, t), x \in \mathbb{R}^d, t \geq 0 \} = \{ K_{G \circ L}(x, t), x \in \mathbb{R}^d, t \geq 0 \}
\]

(5.1.12)

\[
\mathbb{P}\{ K_G(L(x), t), x \in \mathbb{R}^d, t \geq 0 \}.
\]

On the other hand, if \( F \) on \( \mathbb{R}^d \) is continuous, we can write \( G = F \circ L^{-1} \) on \( I^d \) as in (5.1.4), and we have

\[
\{ K_G(u, t), u \in I^d, t \geq 0 \} = \{ K_{F \circ L^{-1}}(u, t), u \in I^d, t \geq 0 \}
\]

(5.1.13)

\[
\mathbb{P}\{ K_F(L^{-1}(u), t), u \in I^d, t \geq 0 \}.
\]

Csörgő and Horváth (1988) proved the following strong approximation result.

**Theorem 5.1.A.** Assume that \( X_1, X_2, \ldots \) are independent random vectors with an arbitrary distribution function \( F \) on \( \mathbb{R}^d, d \geq 1 \). Then, associated with \( F \) on \( \mathbb{R}^d \), there exists a Kiefer process \( \{ K_F(x, t), x \in \mathbb{R}^d, t \geq 0 \} \) such that

\[
\sup_{0 \leq s \leq 1} \sup_{x \in \mathbb{R}^d} | n^{1/2} \beta_n(x, t) - K_F(x, nt) | \overset{d}{=} O(n^{1/2-\varepsilon/(4d)} (\log n)^{3/2}).
\]

(5.1.14)
Csörgő and Szyszkowicz (1994) studied weighted $||\cdot/q||$-metric approximations of (5.1.5) for the class of weight functions used in previous sections.

Recall that $q$ is said to be positive on $(0, 1]$ if $q : (0, 1] \rightarrow (0, \infty)$ is such that

(5.1.15) \[ \inf_{0 < \delta < 1} q(t) > 0 \quad \text{for all } 0 < \delta < 1, \]

and $Q$ is the class of positive functions $q$ on $(0, 1]$ that are non-decreasing in a neighbourhood of 0. Consider the integral

(5.1.16) \[ I_0(q, c) = \int_0^1 \frac{1}{t} e^{-c q^2(t)/t} dt, \quad c > 0. \]

They prove the following

Theorem 5.1.B. Assume that $X_1, X_2, \ldots$ are independent random vectors with arbitrary distribution function $F$ on $\mathbb{R}^d$, $d \geq 1$. Then, associated with $F$ on $\mathbb{R}^d$, there exists a Kiefer process $\{K_F(x, t), x \in \mathbb{R}^d, t \geq 0\}$ such that, with a weight function $q \in Q$, we have, as $n \rightarrow \infty$,

(a)

(5.1.17) \[ I_0(q, c) < \infty \quad \text{for all } c > 0 \]

if and only if

\[ \sup_{0 < t \leq 1} \sup_{x \in \mathbb{R}^d} |\beta_n(x, t) - n^{-1/2} K_F(x, nt)|/q(t) = o_P(1), \]

(b)

(5.1.18) \[ I_0(q, c) < \infty \quad \text{for some } c > 0 \]

if and only if

\[ \sup_{0 < t \leq 1} \sup_{x \in \mathbb{R}^d} |\beta_n(x, t) - n^{-1/2} K_F(x, nt)|/q(t) = O_P(1), \]
(c) (5.1.18) holds if and only if

\[
\sup_{0 < t \leq 1} \sup_{x \in \mathbb{R}^d} |\beta_n(x, t)|/q(t) \rightarrow \sup_{0 < t \leq 1} \sup_{x \in \mathbb{R}^d} |K_F(x, t)|/q(t),
\]

where \( K_F(\cdot, \cdot) \) is a Kiefer process associated with \( F \) on \( \mathbb{R}^d \).

Remark 5.1.1. (b) and (c) do not follow from (a), nor does (c) from (b).

Remark 5.1.2. It is clear from the proof of Theorem 5.1.B that, as a consequence of Theorem 5.1.A, for any function \( q \) which is positive on \((0, 1]\) and such that

\[
\lim_{t \to 0} t^{1/2}/q(t) = 0,
\]

then, as \( n \to \infty \),

\[
\sup_{0 < t \leq 1} \sup_{x \in \mathbb{R}^d} |\beta_n(x, t) - n^{-1/2} K_F(x, nt)|/q(t) \overset{a.s.}{=} o(1),
\]

where

\[
K_F(x, nt) = \begin{cases} 
K_F(x, nt), & \text{for } t \in [1/n, 1], \\
0, & \text{elsewhere},
\end{cases}
\]

and \( K_F(\cdot, \cdot) \) is a Kiefer process as in Theorem 5.1.A.

We note that either one of (2.1.4) and (2.1.5) implies (2.1.7) (cf. Proposition 3.1 of Csörgő, Csörgő, Horváth and Mason (1986)). Hence, since, by definition, \( \beta_n(x, t) = 0 \), for all \( x \in \mathbb{R}^d \) and \( t \in (0, 1/n) \), and for each \( n \geq 1 \),

\[
\sup_{x \in \mathbb{R}^d} |n^{-1/2} K_F(x, nt)| \overset{D}{=} \sup_{x \in \mathbb{R}^d} |K_F(x, t)|,
\]
the optimal integral conditions of Theorem 5.1.B are due to the following re-
sult, which, itself, follows from Theorem 2.1 of Csörgő, Horváth and Szyszkowicz 
(1994), and provides an integral test for the suprema of Kiefer processes indexed 
by arbitrary distribution functions $F$ on $\mathbb{R}^d$, $d \geq 1$.

Theorem 5.1.C. Let $q \in \mathcal{Q}$ and $K_F(\cdot, \cdot)$ be a Kiefer process indexed by the 
distribution function $F$ on $\mathbb{R}^d$, $d \geq 1$. Then

(a) (5.1.17) holds if and only if

$$\lim \sup_{t \to 0} \sup_{x \in \mathbb{R}^d} |K_F(x, t)|/q(t) = 0 \text{ a.s.},$$

(b) (5.1.18) holds if and only if

$$\lim \sup_{t \to 0} \sup_{x \in \mathbb{R}^d} |K_F(x, t)|/q(t) < \infty \text{ a.s.}$$

Remark 5.1.3. On account of Theorem 5.1.C and our Remarks 2.1.5 and 3.3.5, 
we note that, the class of functions that characterize the local behaviour (near 
0) of suprema of Kiefer processes indexed by arbitrary distribution functions $F$
on $\mathbb{R}^d$, $d \geq 1$, is the same class of functions that characterize the similar local 
behaviour of Wiener processes.

Remark 5.1.4. Theorem 5.1.A is Theorem 3.1 of Csörgő and Szyszkowicz (1994).
It was proved there under stronger conditions, similar to those discussed in our 
Remark 2.1.5. Namely, assuming $q$ to be positive on $(0, 1]$, and replacing condition 
(5.1.17) by (2.1.9) and condition (5.1.18) by (2.1.10), as well as by assuming that
$q \in C(0, 1]$ and $q(t)/t^{1/2}$ is nonincreasing near 0, and replacing (2.1.9) and (2.1.10)
by $I_d(q, c) < \infty$ for all $c > 0$, and, respectively, $I_d(q, c) < \infty$ for some $c > 0$,
where

$$I_d(q, c) = \int_{0}^{1} \frac{q^{2d}(t)}{t^{d+1}} e^{-c q^2(t)/t} dt, \ c > 0.$$
Due to the integral test for suprema of Kiefer processes of Csörgő, Horváth and Szyszkowicz (1994), which, as we noted, was proved for Kiefer processes indexed by arbitrary distribution functions $F$ on $\mathbb{R}^d$, $d \geq 1$, Theorem 5.1.B is an improvement to Theorem 3.1 of Csörgő and Szyszkowicz (1994) (cf. Theorem 8.1 of Szyszkowicz (1995)).

As discussed in Section 3.3, for the univariate case, when testing for the possibility of having a change in distribution of a sequence of chronologically ordered $d$-dimensional observations $X_i = (X_i^{(1)}, \ldots, X_i^{(d)})$, $i = 1, \ldots, n$, $d \geq 1$, at an unknown time $1 \leq k < n$, it is natural to compare the empirical distributions “before” to those “after”, via studying the asymptotic distribution of the sequence of statistics

$$\sup_{1 \leq k < n} \sup_{x \in \mathbb{R}^d} n^{1/2} \left| \frac{1}{k} \sum_{i=1}^{k} 1(X_i \leq x) - \frac{1}{n-k} \sum_{i=k+1}^{n} 1(X_i \leq x) \right|$$

(5.1.21)

$$= \sup_{1 \leq k < n} \sup_{x \in \mathbb{R}^d} \left| \sum_{i=1}^{k} 1(X_i \leq x) - \frac{k}{n} \sum_{i=1}^{n} 1(X_i \leq x) \right| \left/ \left( n^{1/2} (k/n) (1 - k/n) \right) \right,$$

which, however converge in distribution to $\infty$, as $n \to \infty$, even if the null assumption of no change in distribution were true. This remains true even if we were to replace the denominator in the right hand side of (5.1.21) by $n^{1/2}((k/n)(1-k/n))^{1/2}$, $1 \leq k < n$.

Csörgő and Szyszkowicz (1994) studied the asymptotic behavior of the process

$$(\beta_n(x, t) - t\beta_n(x, 1))/q(t), \quad 0 \leq t \leq 1, \quad x \in \mathbb{R}^d.$$ 

for a wide class of weight functions $q$, where $\beta_n(x, t)$ is as in (5.1.5).
Define the "tied down in $t$" multi-time parameter empirical bridge process 

\[ \{ \beta_n^*(x, t), \ x \in \mathbb{R}^d, \ 0 \leq t \leq 1, \ n \geq 1 \} \text{ by} \]

\[
(5.1.22) \quad \beta_n^*(x, t) = \begin{cases} 
  n^{-1/2} \left( \sum_{i=1}^{\lceil (n+1)t \rceil} 1(X_i \leq x) - \frac{(n+1)t}{n} \sum_{i=1}^{n} 1(X_i \leq x) \right), & 0 \leq t < 1, x \in \mathbb{R}^d, \\
  0, & t = 1, x \in \mathbb{R}^d.
\end{cases}
\]

Let \( U_i = (U_i^{(1)}, \ldots, U_i^{(d)}) \in I^d, \ i = 1, 2, \ldots, \) be a sequence of independent identically distributed random vectors with distribution function \( G \) as that of the random vector \( U \in I^d \) of Lemma 5.1.A, and define the "tied down in $t$" multi-time parameter empirical bridge process \( \{ \alpha_n^*(s, t), \ s \in I^d, \ 0 \leq t \leq 1, \ n \geq 1 \} \) by

\[
(5.1.23) \quad \alpha_n^*(s, t) = \begin{cases} 
  n^{-1/2} \left( \sum_{i=1}^{\lceil (n+1)t \rceil} 1(U_i \leq s) - \frac{(n+1)t}{n} \sum_{i=1}^{n} 1(U_i \leq s) \right), & 0 \leq t < 1, s \in I^d, \\
  0, & t = 1, s \in I^d.
\end{cases}
\]

With \( F \) on \( \mathbb{R}^d \) arbitrary, via (5.1.3) and (5.1.7), we have

\[
(5.1.24) \quad \{ \beta_n^*(x, t), \ x \in \mathbb{R}^d, \ 0 \leq t \leq 1, \ n \geq 1 \} \overset{D}{=} \{ \alpha_n^*(L(x), t), \ x \in \mathbb{R}^d, \ 0 \leq t \leq 1, \ n \geq 1 \}.
\]

Moreover, if \( F \) on \( \mathbb{R}^d \) is continuous, then \( U \) of Lemma 5.1.A with distribution function \( G \) on \( I^d \) can be taken to be \( L(X) \). Consequently, by (5.1.4) and (5.1.9), with \( F \) on \( \mathbb{R}^d \) continuous, we have

\[
(5.1.25) \quad \{ \beta_n^*(L^{-1}(u), t), \ u \in I^d, \ 0 \leq t \leq 1, \ n \geq 1 \} = \{ \alpha_n^*(u, t), \ u \in I^d, \ 0 \leq t \leq 1, \ n \geq 1 \}.
\]
Let \( \{K_F(x,t), \ x \in \mathbb{R}^d, \ t \geq 0\} \) be a Kiefer process associated with an arbitrary distribution function \( F \) on \( \mathbb{R}^d, \ d \geq 1 \), and define the Gaussian process \( \{\Gamma_F(x,t), \ x \in \mathbb{R}^d, \ 0 \leq t \leq 1\} \) by

\[
\Gamma_F(x,t) = K_F(x,t) - tK_F(x,1), \ x \in \mathbb{R}^d, \ 0 \leq t \leq 1.
\]

(5.1.26)

Consequently, \( \Gamma_F(\cdot, \cdot) \) is a separable mean zero Gaussian process with covariance function

\[
E \Gamma_F(x_1,t_1)\Gamma_F(x_2,t_2) = (F(x_1 \wedge x_2) - F(x_1)F(x_2))(t_1 \wedge t_2 - t_1t_2).
\]

(5.1.27)

Clearly, if an arbitrary \( F \) on \( \mathbb{R}^d \) is written as \( F = G \circ L \) with \( G \) on \( I^d, \ d \geq 1 \), as in (5.1.3), then we have (cf. (5.1.12))

\[
\{\Gamma_F(x,t), \ x \in \mathbb{R}^d, \ 0 \leq t \leq 1\} \overset{\mathcal{D}}{=} \{\Gamma_G(L(x),t), \ x \in \mathbb{R}^d, \ 0 \leq t \leq 1\}.
\]

(5.1.28)

On the other hand, if \( F \) on \( \mathbb{R}^d \) is continuous, we can write \( G = F \circ L^{-1} \) on \( I^d \) as in (5.1.4), and we have (cf. (5.1.13))

\[
\{\Gamma_G(u,t), \ u \in I^d, \ 0 \leq t \leq 1\} \overset{\mathcal{D}}{=} \{\Gamma_F(L^{-1}(u),t), \ u \in I^d, \ 0 \leq t \leq 1\}.
\]

(5.1.29)

Recall that a function \( q: (0,1) \to (0, \infty) \) is said to be positive on \( (0,1) \) if

\[
\inf_{\delta \leq t \leq 1-\delta} q(t) > 0 \text{ for all } 0 < \delta \leq 1/2,
\]

(5.1.30)

and that \( Q^* \) is the class of positive functions on \( (0,1) \) that are non-decreasing in a neighbourhood of zero and non-increasing in a neighbourhood of one.
Consider the integral
\[ I_{0,1}(q, c) = \int_0^1 \frac{1}{t(1-t)} e^{-cq^2(t)/(t(1-t))} dt, \quad c > 0. \]

**Theorem 5.1.D.** Assume that \( X_1, X_2, \ldots \) are independent random vectors with an arbitrary distribution function \( F \) on \( \mathbb{R}^d, d \geq 1 \). Then, associated with \( F \) on \( \mathbb{R}^d \), there exists a Kiefer process \( \{K_F(x, t), x \in \mathbb{R}^d, t \geq 0\} \) such that with

\[ (5.1.31) \]
\[ \{\Gamma_{F,n}(x, t), x \in \mathbb{R}^d, 0 \leq t \leq 1, n \geq 1\} = \{n^{-1/2}(K_F(x, nt) - tK_F(x, n)), x \in \mathbb{R}^d, 0 \leq t \leq 1, n \geq 1\} \]
\[ \overset{\mathcal{D}}{=} \{\Gamma_F(x, t), x \in \mathbb{R}^d, 0 \leq t \leq 1\} \text{ for each } n \geq 1, \]

and \( q \in Q^* \), we have, as \( n \to \infty \),

(a)

\[ (5.1.32) \quad I_{0,1}(q, c) < \infty \text{ for all } c > 0 \]

if and only if

\[ \sup_{0 < t < 1} \sup_{x \in \mathbb{R}^d} |\beta_{n}^* (x, t) - \Gamma_{F,n}(x, t)|/q(t) = o_P(1), \]

(b)

\[ (5.1.33) \quad I_{0,1}(q, c) < \infty \text{ for some } c > 0 \]

if and only if

\[ \sup_{0 < t < 1} \sup_{x \in \mathbb{R}^d} |\beta_{n}^* (x, t) - \Gamma_{F,n}(x, t)|/q(t) = O_P(1), \]

(c) \( (5.1.33) \) holds if and only if

\[ \sup_{0 < t < 1} \sup_{x \in \mathbb{R}^d} |\beta_{n}^* (x, t)|/q(t) \overset{\mathcal{D}}{=} \sup_{0 < t < 1} \sup_{x \in \mathbb{R}^d} |\Gamma_F(x, t)|/q(t), \]
where $\Gamma_F(\cdot, \cdot)$ is a Gaussian process as in (5.1.27).

**Remark 5.1.5.** (b) and (c) do not follow from (a), nor does (c) from (b).

**Remark 5.1.6.** Similarly as in the case of Theorem 3.3.A, from the proof of Theorem 5.1.D, we have that, provided that $q$ is a positive function on $(0, 1)$ and such that $\lim_{t \to 0} t^{1/2}/q(t) = 0$, we have

\[(5.1.34) \quad \sup_{0 < t < 1} \sup_{x \in \mathbb{R}^d} |\beta_n^*(x, t) - \Gamma_{F,n}(x, t)|/q(t) = o(1),\]

where

\[\Gamma_{F,n}(x, t) = \begin{cases} \Gamma_{F,n}(x, t), & \text{for } t \in (0, \frac{1}{n+1}] \cup \left[\frac{n}{n+1}, 1\right), \\ 0, & \text{elsewhere}, \end{cases}\]

and $\Gamma_{F,n}(\cdot, \cdot)$ is as in (5.1.31).

Since, by definition, $\beta_n^*(x, t) = 0$, for any $t \in A_n := (0, \frac{1}{n+1}] \cup \left[\frac{n}{n+1}, 1\right)$, and for each $n \geq 1$,

\[\sup_{x \in \mathbb{R}^d} |\Gamma_{F,n}(x, t)| \overset{\mathcal{D}}{=} \sup_{x \in \mathbb{R}^d} |\Gamma_F(x, t)|,

the present optimal form of Theorem 5.1.D follows from the following theorem, due to Csörgő, Horváth and Szyszkowicz (1994).

**Theorem 5.1.E.** Let $q \in Q$ and $K_F(\cdot, \cdot)$ be a Kiefer process indexed by the distribution functions $F$ on $\mathbb{R}^d$, $d \geq 1$. Then

(a) (5.1.32) holds if and only if

\[\lim_{t \to 0} \sup_{x \in \mathbb{R}^d} |\Gamma_F(x, t)|/q(t) = 0 \text{ a.s.}\]
and

\[ \limsup_{t \uparrow 1} \sup_{x \in \mathbb{R}^d} |\Gamma_F(x, t)|/q(t) = 0 \ a.s., \]

(b) \ (5.1.33) holds if and only if

\[ \limsup_{t \uparrow 1} \sup_{x \in \mathbb{R}^d} |\Gamma_F(x, t)|/q(t) < \infty \ a.s. \]

and

\[ \limsup_{t \uparrow 1} \sup_{x \in \mathbb{R}^d} |\Gamma_F(x, t)|/q(t) < \infty \ a.s., \]

where \( \Gamma_F(\cdot, \cdot) \) is as in (5.1.31).

Remark 5.1.7. On account of Theorem 5.1.D and our Remarks 3.3.4 and 3.3.5, we note that the class of functions that characterize the local behaviour (near 0 and near 1) of suprema of the processes \( \Gamma_F(x, t) \), indexed by arbitrary distribution functions \( F \) on \( \mathbb{R}^d \), \( d \geq 1 \), is the same class of functions that characterize the similar local behaviour of Brownian bridge processes.

Remark 5.1.8. Theorem 5.1.D is Theorem 3.2 of Csörgö and Szyszkowicz (1994). It was proved under the stronger conditions, resulting from the law of iterated logarithm for \( \Gamma_F(x, t) \), or, equivalently, from the Adler and Brown (1986) test for local functions of \( \Gamma_F(x, t) \) (cf. our Remark 5.1.4).

In virtue of Theorem 5.1.E, Theorem 5.1.D is an improvement of Theorem 3.2 of Csörgö and Szyszkowicz (1994) (cf. Theorem 3.2 of Szyszkowicz (1995)).

In the case where \( X_1, X_2, \ldots \) is a sequence of i.i.d. random vectors from a family of continuous distribution functions \( \{F(x; \theta); x \in \mathbb{R}^d, \theta \in \Theta \subseteq \mathbb{R}^p\} \) and \( \theta \), the vector of unknown parameters, is estimated, for each \( 1/n \leq t \leq 1 \), by a sequence
\{ \hat{\theta}_{[nt]} \} = \{ (\hat{\theta}_{[nt]}_1, \ldots, \hat{\theta}_{[nt]}_p ) \}, the \ (d + 1)\text{-time parameter sequentially estimated empirical process is defined by}

\begin{equation}
\hat{\theta}_n(x, t) = n^{-1/2} \sum_{i=1}^{[nt]} \left( 1 \{ X_i \leq x_j - F(x, \hat{\theta}_{[nt]}) \} \right), \ x \in \mathbb{R}^d, \ 0 \leq t \leq 1.
\end{equation}

In Section 5.2 we will study weighted \| \cdot /q \|\text{-metric approximations of } \hat{\theta}_n, when \ X_1, X_2, \ldots \text{ is a sequence of i.i.d. bivariate normal random vectors. In Section 5.3 we introduce a \textquote{tied down at } t = 1 \text{ version, } \hat{\beta}_n, \text{ of } \hat{\theta}_n, \text{ also for the bivariate normal family. In Section 5.4 we introduce some further notation needed for the development of Sections 5.5 and 5.6, where we generalize the results of Sections 5.2 and 5.3 to the multivariate normal family. In all cases, the unknown parameters are estimated by using maximum likelihood estimation.}

5.2 Sequentially estimated bivariate normal empirical processes.

Let \ ((X_1, Y_1), (X_2, Y_2), \ldots \text{ be independent bivariate normal random vectors with vector of means } \begin{pmatrix} \zeta, \eta \end{pmatrix} \text{ and covariance matrix } \begin{pmatrix} \sigma^2 & \alpha \\ \alpha & \tau^2 \end{pmatrix}. \text{ Let } \theta \text{ denote the vector of unknown parameters, i.e. } \theta := (\zeta, \eta, \sigma^2, \tau, \alpha). \text{ For each } \frac{1}{n} \leq t \leq 1 \text{ and } n \geq 1, \text{ let } \{ \hat{\theta}_{[nt]} \} \text{ be the maximum likelihood estimator of } \theta \text{ based on the sample } (X_1, Y_1), \ldots, (X_{[nt]}, Y_{[nt]}). \text{ It is known that,}

\begin{equation}
\hat{\theta}_{[nt]} := (\bar{X}_{[nt]}, \bar{Y}_{[nt]}, \hat{\sigma}^2_{[nt]}, \hat{\tau}^2_{[nt]}, \hat{\alpha}_{[nt]}),
\end{equation}

where

\[ \bar{X}_{[nt]} = \frac{1}{[nt]} \sum_{i=1}^{[nt]} X_i, \quad \bar{Y}_{[nt]} = \frac{1}{[nt]} \sum_{i=1}^{[nt]} Y_i, \quad \hat{\sigma}^2_{[nt]} = \frac{1}{[nt]} \sum_{i=1}^{[nt]} (X_i - \bar{X}_{[nt]})^2, \]
\[ \tau_{[nt]}^2 = \frac{1}{[nt]} \sum_{i=1}^{[nt]} (Y_i - \bar{Y}_{[nt]})^2 \quad \text{and} \quad \delta_{[nt]} = \frac{1}{[nt]} \sum_{i=1}^{[nt]} (X_i - \bar{X}_{[nt]})(Y_i - \bar{Y}_{[nt]}). \]

Let \( \theta_0 := (\zeta_0, \eta_0, \sigma_0^2, \tau_0^2, \alpha_0) \) be the true value of the parameter \( \theta \), and let \( F(x, y; \theta_0) \) denote the distribution function of a bivariate normal random variable with parameter \( \theta_0 \). It can be easily checked, after a short calculation, that
\[
\frac{1}{[nt]} \sum_{i=1}^{[nt]} (X_i - \bar{X}_{[nt]})(Y_i - \bar{Y}_{[nt]}) = \frac{1}{[nt]} \sum_{i=1}^{[nt]} (X_i - \zeta_0)(Y_i - \eta_0) - (\bar{X}_{[nt]} - \zeta_0)(\bar{Y}_{[nt]} - \eta_0).
\]

Hence, we have (cf. (3.2.1), (3.2.2) and (3.2.3)),
\[
[nt]^{-1/2}(\hat{\theta}_{[nt]} - \theta_0) = [nt]^{-1/2} \sum_{i=1}^{[nt]} l(X_i, Y_i, \theta_0) + \epsilon_{1n}(t),
\]
where
\[
l(x, y, \theta_0) = (x - \zeta_0, y - \eta_0, (x - \zeta_0)^2 - \sigma_0^2, (y - \eta_0)^2 - \tau_0^2, (x - \zeta_0)(y - \eta_0) - \alpha_0)
\]
and
\[
\epsilon_{1n}(t) = -[nt]^{-1/2} (0, 0, (\bar{X}_{[nt]} - \zeta_0)^2, (\bar{Y}_{[nt]} - \eta_0)^2, (\bar{X}_{[nt]} - \zeta_0)(\bar{Y}_{[nt]} - \eta_0)).
\]

The process \( \hat{\nu}(x, y, t) \), defined in (5.1.35), for \( d = 2 \), will be approximated, in \( || \cdot || \)-metrics by the sequence of Gaussian processes \( \{G_{F_0, n}(x, y, t), 0 \leq t \leq 1, (x, y) \in \mathbb{R}^2\} \), \( n \geq 1 \), where
\[
G_{F_0, n}(x, y, t) = n^{-1/2}K_{F_0}(x, y, nt) -
\]
\[
\left\{ \int_{\mathbb{R}^2} l(x, y, \theta_0)d\mu n^{-1/2}K_{F_0}(x, y, nt) \right\} \cdot \nabla \theta F(x, y; \theta_0)^T,
\]

\[
(5.2.5)
\]
and $K_{F_0}$ denotes a Kiefer process associated with the distribution function $F(x, y, \theta_0)$, as in Theorem 5.1.A, with $d = 2$, for the class of weight functions $q$ considered in the previous chapters (cf. (5.1.15) and (5.1.16)).

Let us denote each component of the vector function $l$ in (5.2.3) by $l_j$, $j = 1, \ldots, 5$. We note in (5.2.3), that, without loss of generality, coordinate-wise, we can consider $l_j(x, y, \theta_0) = l_j^{(1)}(x, \theta_0)l_j^{(2)}(y, \theta_0)$. Hence, each component of the integral in (5.2.5) is meant as the iterated integral

$$
(5.2.6) \quad \int \int \left[ \int l_j^{(1)}(x, \theta_0)dx \int l_j^{(2)}(y, \theta_0)dy \right] dK_{F_0}(x, y, nt),
$$

defined by an integration by parts formula (cf. Appendix A.2).

We have

**Theorem 5.2.1.** Let $(X_1, Y_1), (X_2, Y_2), \ldots$ be independent bivariate normal random vectors with vector of means $(\zeta, \eta)$ and covariance matrix \( \begin{pmatrix} \sigma^2 & \alpha \\ \alpha & \tau^2 \end{pmatrix} \). Suppose that, \{\hat{\theta}_n\} is as in (5.2.1), and let $\hat{\beta}_n(x, y, t)$ be the sequentially estimated bivariate normal empirical process defined as in (5.1.35), with $d = 2$. Then, there exists a Kiefer process $K_{F_0}$, associated with the distribution function, $F(x, y, \theta_0)$, of a bivariate normal random vector with parameters given by $\theta_0$, such that with the sequence of stochastic processes \{\(G_{F_0, n}(x, y, t)\), $0 \leq t \leq 1$, $(x, y) \in \mathbb{R}^2$\}, as in (5.2.5), and $\epsilon$ weight function $q \in Q$ we have, as $n \to \infty$,

(a) if

$$
(5.2.7) \quad I_0(q, c) < \infty \text{ for all } c > 0,
$$

then

$$
\sup_{0 < t \leq 1} \sup_{(x, y) \in \mathbb{R}^2} |\hat{\beta}_n(x, y, t) - G_{F_0, n}(x, y, t)|/q(t) = o_P(1),
$$
(b) if

\[ I_0(q, c) < \infty \text{ for some } c > 0, \]

then

\[
\sup_{0 \leq t \leq 1} \sup_{(x, y) \in \mathbb{R}^2} |\hat{\beta}_n(x, y, t) - G_{F_\theta, n}(x, y, t)|/q(t) = O_P(1),
\]

(c) if (5.2.8) holds, then

\[
\sup_{0 \leq t \leq 1} \sup_{(x, y) \in \mathbb{R}^2} |\hat{\beta}_n(x, y, t)|/q(t) \overset{P}{\longrightarrow} \sup_{0 \leq t \leq 1} \sup_{(x, y) \in \mathbb{R}^2} |G_{F_\theta}(x, y, t)|/q(t),
\]

where

\[ G_{F_\theta}(x, y, t) = K_{F_\theta}(x, y, t) - \left\{ \int_{\mathbb{R}^2} l(x, y, \theta_0) d_x d_y K_{F_\theta}(x, y, t) \right\} \cdot \nabla \theta F(x, y; \theta_0)^T. \]

The proof of Theorem 5.2.1 hinges on two lemmas which we state and prove in the sequel, before proving Theorem 5.2.1.

Let \( A^*_2(k) \) denote the complement of the rectangle \([-\log k, \log k] \times [-\log k, \log k] \), \( k \geq 1 \). For the vector-valued function \( l(x, \theta_0) \) in (5.2.3) and the distribution function \( F(x, y; \theta_0) \), we have

**Lemma 5.2.1.** The series \( \sum_{k=1}^{\infty} \frac{1}{k} \int_{A^*_2(k)} \left[ l_j(x, y, \theta_0) \right]^2 d_x d_y F(x, y; \theta_0) \) is convergent, for any \( j = 1, \ldots, 5 \).

**Proof.** We have, from (5.2.3), that, for \( j = 1, 3 \), \( l_j(x, y, \theta_0) \equiv l_j(x, \theta_0) \). We may also assume, without loss of generality, that \( \zeta_0 = \eta_0 = 0 \) and \( \sigma_0 = \tau_0 = 1 \). For \( j = 1, 3 \),

\[
\int_{|x| > \log k} \int \left[ l_j(x, y, \theta_0) \right]^2 f(x, y; \theta_0) dy dx = \int_{|x| > \log k} \left[ l_j(x, \theta_0) \right]^2 f_X(x; \theta_0) dx,
\]
where \( f_{X_i}(x; \theta_0) \) denotes the marginal density of \( X_i \). Hence, by Lemma 3.2.2, we have that \( \sum_{k=1}^{\infty} \frac{1}{k} \int_{|x| > \log k} [l_j(x, \theta_0)]^2 f_X(x; \theta_0) dx \) is convergent, for \( j = 1, 3 \).

It can be easily shown, using integration by parts, that, for some constant \( C > 0 \), and \( j = 1, 3 \),

\[
\int_{|y| > \log k} \int_{|x| \leq \log k} [l_j(x, y, \theta_0)]^2 f(x, y; \theta_0) dx dy \leq C k^3 e^{-\log^2 k / 2}.
\]

Now, an application of Lemma 3.2.1 shows that the result holds for \( j = 1, 3 \).

Similarly, by (5.2.3) and symmetry, since \( l_j(x, y, \theta_0) \equiv l_j(y, \theta_0) \), for \( j = 2, 4 \), the result also holds for the cases \( j = 2, 4 \).

Consider now the function \( g(x, y) = xy + a \), where \( a \) is a constant. We have, for instance, that

\[
\int_{|x| \geq \log k} \int_{|y| \leq \log k} x^2 y^2 f(x, y; \theta_0) dx dy \leq \log^2 k \int_{|x| \geq \log k} x^2 f_{X_i}(x; \theta_0) dx.
\]

On the other hand,

\[
\int_{|x| \geq \log k} \int_{|y| \geq \log k} x^2 y^2 f(x, y; \theta_0) dx dy
\]

\[
= 4 \int_{\log k}^{\infty} \int_{\log k}^{\infty} x^2 y^2 e^{-[(x-\rho_0 y)^2 + y^2(1-\rho_0^2)]/2(1-\rho_0^2)} dx dy
\]

\[
= 4 \int_{\log k}^{\infty} y^2 e^{-y^2} dy \int_{\log k}^{\infty} x^2 e^{-(x-\rho_0 y)^2/2(1-\rho_0^2)} dx
\]

\[
= 4 \sqrt{2\pi} (1-\rho_0^2) \int_{\log k}^{\infty} y^2 e^{-y^2} dy.
\]

Similar bounds can be obtained for the integrals \( \int x y d_x d_y F(x, y; \theta_0) \) and \( A_{\delta(k)} \int d_x d_y F(x, y; \theta_0) \). Then, applying again Lemma 3.2.2 we get that the result holds for \( j = 5 \) as well. \( \blacksquare \)
Introduce the following

\[(5.2.10)\]

\[
\varepsilon_{2n}(x, y, t) = n^{-1/2} \left[ \sum_{i=1}^{[nt]} (1\{(X_i, Y_i) \leq (x, y)\} - F(x, y; \theta_0)) - K_{F_0}(x, y, nt) \right]
\]

and

\[(5.2.11)\]

\[
L_n(t) = \int_{\mathbb{R}^2} l(x, y, \theta_0) dx dy \varepsilon_{2n}(x, y, t),
\]

where \(K_{F_0}\) is a Kiefer process associated with \(F(\cdot, \cdot; \theta_0)\).

**Lemma 5.2.2.** Let \((X_1, Y_1), (X_2, Y_2), \ldots\) be independent bivariate normal random vectors with vector of means \((\zeta_0, \eta_0)\) and covariance matrix \((\sigma_0^2, \alpha_0; \alpha_0, \tau_0^2)\).

Then, for any function \(q, \) positive on \((0, 1]\) and such that \(\lim_{t \to 0} t^{1/2}/q(t) = 0,\) we have, as \(n \to \infty,\)

\[
\sup_{\frac{1}{n} \leq t \leq 1} \frac{||L_n(t)||}{q(t)} \rightarrow 0 \text{ in probability.}
\]

**Proof.** For each \(n \geq 1,\) let \(A_n^{(2)}(t) = [-\log(nt), \log(nt)]^2, \frac{1}{n} \leq t \leq 1.\) Hence,

\[
L_n(t) = \int_{A_n^{(2)}(t)} l(x, y, \theta_0) dx dy \varepsilon_{2n}(x, y, t)
\]

\[
+ \int_{[A_n^{(2)}(t)]^c} l(x, y, \theta_0) dx dy n^{-1/2} \sum_{i=1}^{[nt]} (1\{(X_i, Y_i) \leq (x, y)\} - F(x, y; \theta_0))
\]

\[(5.2.12)\]

\[- \int_{[A_n^{(2)}(t)]^c} l(x, y, \theta_0) dx dy n^{-1/2} K_{F_0}(x, y, nt)\]

\[:= L_{1n}(t) + L_{2n}(t) - L_{3n}(t),\]

where \(A^c\) denotes the complement of \(A.\)
Consider the rectangle $R = [a, a'] \times [b, b'] \in \mathbb{R}^2$. We have, by using integration by parts, for any $j = 1, \ldots , 5$,

\begin{equation}
(5.2.13) \int_{a}^{a'} l_j^{(1)}(x, \theta_0) dx \left[ \int_{b}^{b'} l_j^{(2)}(y, \theta_0) dy \epsilon_2 n(x, y, t) \right] = l_j^{(1)}(a') l_j^{(2)}(b') \epsilon_2 n(a', b', t) - l_j^{(1)}(a) l_j^{(2)}(b') \epsilon_2 n(a, b', t) - l_j^{(1)}(a') l_j^{(2)}(b) \epsilon_2 n(a', b, t) + l_j^{(1)}(a) l_j^{(2)}(b) \epsilon_2 n(a, b, t) - l_j^{(1)}(a') \int_{b}^{b'} \epsilon_2 n(a', y, t) dy l_j^{(2)}(y) + l_j^{(1)}(a) \int_{b}^{b'} \epsilon_2 n(a, y, t) dy l_j^{(2)}(y) + \int_{a}^{a'} \int_{b}^{b'} \epsilon_2 n(x, y, t) dx \int_{b}^{b'} \epsilon_2 n(x, y, t) dy l_j^{(1)}(x) dy l_j^{(2)}(y).
\end{equation}

By (5.2.3), it is clear that, for some constant $C > 0$,

\begin{equation}
(5.2.14) \sup_{(x, y) \in A^{(2)}(t)} |l_j(x, \theta_0)| \leq C \log^2 (nt).
\end{equation}

By Theorem 5.1.A, with $d = 2$, as $(nt) \to \infty$,

\begin{equation}
(5.2.15) \sup_{(x, y) \in \mathbb{R}^2} |\epsilon_2 n(x, y, t)| \stackrel{a.s.}{=} O(n^{-1/2} (nt)^{3/8} (\log(nt))^{3/2}).
\end{equation}

Hence, for any fixed $0 < \delta < 1$,

\begin{align*}
\sup_{\delta \leq t \leq 1} ||L_{1n}(t)|| &\stackrel{a.s.}{=} \sup_{\delta \leq t \leq 1} n^{-1/2} (nt)^{3/8} (\log(nt))^{7/2} \\
&= n^{-1/8} (\log n)^{7/2} \to 0, \text{ as } n \to \infty.
\end{align*}

Thus, since $\inf_{\delta \leq t \leq 1} q(t) > 0$, we have

\begin{equation*}
\sup_{\delta \leq t \leq 1} ||L_{1n}(t)|| / q(t) = o_P(1), \text{ as } n \to \infty.
\end{equation*}
Also,

\[
\sup_{\frac{1}{2} \leq t \leq \delta} \|L_1(t)\|/q(t) \leq \sup_{0 < t \leq \delta} t^{1/2}/q(t) \sup_{\frac{1}{2} \leq t \leq \delta} \|L_1(t)\|/t^{1/2} \leq \sup_{0 < t \leq \delta} t^{1/2}/q(t) \sup_{\frac{1}{2} \leq t \leq \delta} (nt)^{-1/6} (\log(nt))^{7/2} \leq \sup_{0 < t \leq \delta} t^{1/2}/q(t). O(1).
\]

(5.2.16)

Since \( q \) is such that \( \lim_{t \to 0} t^{1/2}/q(t) = 0 \), taking \( \delta > 0 \) sufficiently small, we get that, as \( n \to \infty \),

\[
\sup_{\frac{1}{2} \leq t \leq \delta} \|L_1(t)\|/q(t) = o_P(1).
\]

Next, we note that, since for any \( h : \mathbb{R}^2 \to \mathbb{R} \),

\[
\int_{\mathbb{R}^2} h(x, y) dxdy 1\{ (X_i, Y_i) \leq (x, y) \} = h(X_i, Y_i),
\]

we have

\[
E\left( \int_{A^*(k)} l_j(x, y, \theta_0) dxdy 1\{ (X_i, Y_i) \leq (x, y) \} - F(x, y; \theta_0) \right) = 0
\]

and

\[
E\left( \int_{A^*(k)} l_j(x, y, \theta_0) dxdy 1\{ (X_i, Y_i) \leq (x, y) \} - F(x, y; \theta_0) \right)^2
\]

(5.2.17)

\[
\leq \int_{A^*(k)} [l_j(x, y, \theta_0)]^2 dxdy F(x, y; \theta_0), \text{ for each } j = 1, \ldots, 5.
\]

For any fixed \( 0 < \delta < 1 \), we have

\[
P\left\{ \sup_{\frac{1}{2} \leq t \leq \delta} \|L_2(t)\|/q(t) > \varepsilon \right\} = P\left\{ \sup_{\frac{1}{2} \leq t \leq \delta} t^{1/2}/q(t) > \varepsilon \right\}
\]

\[
= P\left\{ \sup_{\frac{1}{2} \leq t \leq \delta} t^{1/2}/q(t) > \varepsilon \right\}
\]
\[
\leq P\left\{ \max_{1 \leq n \leq n^*} \left\| 
\int_{A^{(2)}_n(t)} \sum_{i=1}^{[n\delta]} l(x, y, \theta_0) d_x d_y (1\{(X_i, Y_i) \leq (x, y)\}) - F(x, y; \theta_0) \right\| > \varepsilon \left( \sup_{\frac{1}{n} \leq t \leq \delta} t^{1/2} / q(t) \right)^{-1} \right\}.
\]

Thus, by (5.2.17) and the Hájek-Rényi inequality, we have

\[
P\left\{ \sup_{\frac{1}{n} \leq t \leq \delta} \left\| L_{2n}(t) \right\| / q(t) > \varepsilon \right\}
\]

(5.2.18)

\[
\leq \left( \sup_{\frac{1}{n} \leq t \leq \delta} t^{1/2} / q(t) \right)^2 \sum_{k=1}^{[n\delta]} \frac{1}{\varepsilon^2} \sum_{j=1}^5 \sum_{i=1}^{A^*_n(k)} \int [l_j(x, y, \theta_0)]^2 d_x d_y F(x, y; \theta_0))
\]

\[
\leq \left( \sup_{\frac{1}{n} \leq t \leq \delta} t^{1/2} / q(t) \right)^2 \frac{1}{\varepsilon^2} \sum_{j=1}^5 \sum_{k=1}^{n/[n\delta]} \int [l_j(x, y, \theta_0)]^2 d_x d_y F(x, y; \theta_0).
\]

Also, by (5.2.17) and Kolmogorov's inequality, we have

\[
P\left\{ \sup_{\delta \leq t \leq 1} \left\| L_{2n}(t) \right\| / q(t) > \varepsilon \right\}
\]

(5.2.19)

\[
\leq P\left\{ \max_{[n\delta] \leq n \leq n^*} \left\| \sum_{i=1}^{[n\delta]} \int_{A^{(2)}_n(t)} l(x, y, \theta_0) d_x d_y (1\{(X_i, Y_i) \leq (x, y)\}) - F(x, y; \theta_0) \right\| > \varepsilon n^{1/2} \inf_{\delta \leq t \leq 1} q(t) \right\}
\]

\[
\leq \left( \inf_{\delta \leq t \leq 1} q(t) \right)^{-2} \frac{1}{\varepsilon^2} \sum_{j=1}^{5} \sum_{k=1}^{n/[n\delta]} \int [l_j(x, y, \theta_0)]^2 d_x d_y F(x, y; \theta_0).
\]

Now, since \( \lim_{t \to 0} t^{1/2} / q(t) = 0 \), by (5.1.15), and Lemma 5.2.1, it follows that, as \( n \to \infty \),

\[
\sup_{\frac{1}{n} \leq t \leq 1} \left\| L_{2n}(t) \right\| / q(t) = o_P(1).
\]
Let \( \{ B_{F_0}(x, y), \, x, y \geq 0 \} \) be a Brownian bridge associated with the distribution function \( F(\cdot; \theta_0) \), i.e. \( B_{F_0} \) is a Gaussian process such that \( E B_{F_0}(x, y) = 0 \), and

\[
E B_{F_0}(x, y) B_{F_0}(x, w) = F(x \wedge z, y \wedge w; \theta_0) - F(x, y; \theta_0) F(z, w; \theta_0).
\]

Since, for each \( t \) and \( n \) fixed,

\[
n^{-1/2} K_{F_0}(x, y, n \tau) \overset{D}{=} \left( \frac{t}{n \tau} \right)^{1/2} \sum_{i=1}^{[n \tau]} B_{F_0}^{(i)}(x, y),
\]

where \( \{ B_{F_0}^{(i)} \} \) is a family of independent Brownian bridges associated with \( F(\cdot, \cdot; \theta_0) \), it follows, by (A.3.6) (cf. Appendix A.3), that inequalities (5.2.17) and (5.2.18) hold also for \( L_{3n}(t) \). Hence, as \( n \to \infty \),

\[
\sup_{0 \leq t \leq 1} ||L_{3n}(t)||/q(t) = o_P(1).
\]

**Proof of Theorem 5.2.1.** Adding and subtracting \( F(x, y; \theta_0) \) and applying a one term Taylor expansion around \( \theta_0 \), we have,

\[
(5.2.20) \quad \hat{\beta}_n(x, y, t) = n^{-1/2} \sum_{i=1}^{[n \tau]} (1 \{ (X_i, Y_i) \leq (x, y) \} - F(x, y; \theta_0))
\]

\[
- [n \tau] n^{-1/2} \left( F(x, y; \hat{\theta}_{[n \tau]} - F(x, y; \theta_0) \right)
\]

\[
:= \beta_n(x, y, t) + [n \tau] n^{-1/2}(\hat{\theta}_{[n \tau]} - \theta_0) \cdot (\nabla_{\theta} F(x, y; \theta_0)^T
\]

\[
- \nabla_{\theta} F(x, y; \hat{\theta}_{[n \tau]})^T) - [n \tau] n^{-1/2}(\hat{\theta}_{[n \tau]} - \theta_0) \cdot \nabla_{\theta} F(x, y; \theta_0)^T,
\]

where

\[
(5.2.21) \quad \sup_{0 \leq t \leq 1} ||\hat{\theta}_{[n \tau]} - \theta_0|| \leq \sup_{0 \leq t \leq 1} ||\hat{\theta}_{[n \tau]} - \theta_0||,
\]

and \( \beta_n(x, y, t) \) is as in (5.1.5), with \( d = 2 \).
Since $E l(X, Y, \theta_0) = 0$, by (5.2.2), we have
\[
n^{-1/2}[nt](\hat{\theta}_{[nt]} - \theta_0) = \sum_{i=1}^{[nt]} l(X_i, Y_i, \theta_0) + n^{-1/2}[nt]^{1/2}\epsilon_{1n}(t)
\]
(5.2.22)
\[
= \int_{\mathbb{R}^2} l(x, y, \theta_0)dx dy n^{-1/2}\sum_{i=1}^{[nt]} \left(1\{X_i, Y_i \leq (x, y)\} - F(x, y; \theta_0)\right)
\]
\[- n^{-1/2}K_{F_0}(x, y, nt)]
\[+ \int_{\mathbb{R}^2} l(x, y, \theta_0)dx dy n^{-1/2}K_{F_0}(x, y, nt) + n^{-1/2}[nt]^{1/2}\epsilon_{1n}(t).
\]
From (5.2.5), (5.2.20), and (5.2.22) we have
\[
\hat{\beta}_n(x, y, t) = \beta_n(x, y, t) - n^{-1/2}K_{F_0}(x, y, nt) + G_{F_0}(x, y, nt)
\]
(5.2.23)
\[+ [nt]^{1/2}n^{-1/2}\epsilon_{3n}(x, y, t) - L_n(t) \cdot \nabla \phi F(x, y; \theta_0)^T
\]
\[- [nt]^{1/2}n^{-1/2}\epsilon_{1n}(t) \cdot \nabla \phi F(x, y; \theta_0)^T,
\]
where
\[
(5.2.24) \quad \epsilon_{3n}(x, y, t) = [nt]^{1/2}(\hat{\theta}_{[nt]} - \theta_0) \cdot (\nabla \phi F(x, y; \theta_0)^T - \nabla \phi F(x, y; \hat{\theta}_{[nt]})^T).
\]
We first assume that $q$ is a positive function on $(0, 1]$, and such that
\[
\lim_{t \to 0} t^{1/2}/q(t) = 0. \text{ Let } \epsilon^{(j)}_{1n}(t) \text{ denote the } j \text{th component } (j = 1, \ldots, 5) \text{ of } \epsilon_{1n}(t). \text{ Comparing (5.2.1) and (5.2.4) with (3.2.1) and (3.2.3), we conclude that, by (3.2.26), (3.2.29), (5.1.15) and the fact that the vector } \nabla \phi F(x, y; \theta_0) \text{ is uniformly bounded in } (x, y), \text{ in sup-norm, in order to have that, as } n \to \infty,
\]
\[
(5.2.25) \sup_{0 \leq t \leq 1} \sup_{(x, y) \in \mathbb{R}^2} n^{-1/2}[nt]^{1/2}|\epsilon_{1n}(t) \cdot \nabla \phi F(x, y; \theta_0)^T|/q(t) = o_P(1),
\]
it suffices to show (cf. (5.2.4)) that, as \( n \to \infty \),

\[
(5.2.26) \quad \sup_{\frac{1}{n} \leq t \leq 1} n^{-1/2} [nt]^{1/2} |c(5)_1(t)|/q(t) := \sup_{\frac{1}{n} \leq t \leq 1} n^{-1/2} [nt]^{1/2} \frac{1}{[nt]^{1/2}} (X_{[nt]} - \zeta_0)(Y_n(t) - \eta_0)/q(t) = o_P(1).
\]

To this end, we note that, by (5.2.1) and the Hájek-Rényi inequality (cf. proof of (3.2.28)), with \( \delta = 1 \) we have that, as \( n \to \infty \),

\[
(5.2.27) \quad \sup_{\frac{1}{n} \leq t \leq 1} [nt]^{1/4} |X_{[nt]} - \zeta_0| := \sup_{\frac{1}{n} \leq t \leq 1} [nt]^{-3/4} \sum_{i=1}^{[nt]} (X_i - \mu_0)| = O_P(1).
\]

Also, by (5.2.1) and proofs of (3.2.26), (3.2.27), (3.2.28), (3.2.29) and (3.2.30), we have that, as \( n \to \infty \),

\[
(5.2.28) \quad \sup_{\frac{1}{n} \leq t \leq 1} n^{-1/2} [nt]^{1/2} /q(t) \sup_{\frac{1}{n} \leq t \leq 1} [nt]^{-3/4} \sum_{i=1}^{[nt]} (Y_i - \eta_0)| = o_P(1).
\]

Thus, by (5.2.27) and (5.2.28), we get that (5.2.26) holds.

Similarly, in order to show that, as \( n \to \infty \),

\[
(5.2.29) \quad \sup_{\frac{1}{n} \leq t \leq 1} \sup_{(x,y) \in \mathbb{R}^2} n^{-1/2} [nt]^{1/2} |c_3(x,y,t)|/q(t) = o_P(1),
\]

it suffices to show that, as \( n \to \infty \),

\[
(5.2.30) \quad \sup_{\frac{1}{n} \leq t \leq 1} \sup_{(x,y) \in \mathbb{R}^2} n^{-1/2} [nt]^{1/2} |c_3(x,y,t)|/q(t) := \sup_{\frac{1}{n} \leq t \leq 1} \sup_{(x,y) \in \mathbb{R}^2} n^{-1/2} [nt]^{1/2} |\hat{\sigma}_{[nt]} - \sigma_0| \cdot \frac{\partial}{\partial \alpha} (F(x,y;\theta_0) - F(x,y;\tilde{\theta}_{[nt]}))/q(t) = o_P(1),
\]
where \( \varepsilon^{(5)}_{3n}(t) \) denotes the 5th component of \( \varepsilon_{3n}(x, y, t) \) (cf. 5.2.24).

We note that, by (5.2.2),

\[
(5.2.31) \quad [nt]^{1/2} \hat{\alpha}_{[nt]} - \alpha_0 = [nt]^{-1/2} \sum_{i=1}^{[nt]} l_5(X_i, Y_i, \theta_0) + \varepsilon^{(5)}_{1n}(t).
\]

Furthermore, by (5.2.4), (5.2.27) and (5.2.28), we have that, for any fixed \( 0 < \delta < 1 \), as \( n \to \infty \),

\[
(5.2.32) \quad \sup_{\frac{1}{n} \leq t \leq \frac{\delta}{n}} ||\varepsilon^{(5)}_{1n}(t)|| = O_P(1)
\]

and

\[
(5.2.33) \quad \sup_{\frac{1}{n} \leq t \leq \frac{1}{n}} |\varepsilon^{(5)}_{1n}(t)| = o_P(1).
\]

Hence, in virtue of (5.2.21), (5.2.31), (5.3.32) and (5.2.33), the proof of (5.2.30) is similar, line by line (cf. (3.4.20)-(3.4.29)), to that of (3.4.29), taking there \( F_\theta''(x, y; \theta) \) as the 5 \times 5 matrix of second partial derivatives of \( F(x, y; \theta) \) with respect to \( \theta = (\theta_1, \ldots, \theta_5) \). We note now that, from (5.2.23), by (5.1.20) (cf. remark 5.1.2), Lemma 5.2.2, (5.2.25) and (5.2.29), we have, as \( n \to \infty \),

\[
\sup_{\frac{1}{n} \leq t \leq \frac{1}{n}} \sup_{(x, y) \in \mathbb{R}^2} |\hat{\beta}_n(x, y, t) - G_{F_\theta}(x, y, nt)|/q(t) \stackrel{a.s.}{\to} o(1),
\]

provided only that \( q \) be positive on \((0, 1]\) and such that \( \lim_{t \to 0} t^{1/2}/q(t) = 0 \).

By definition,

\[
(5.2.34) \quad \hat{\beta}_n(x, y, t) = 0 \text{ for all } (x, y) \in \mathbb{R}^2 \text{ and } 0 < t < \frac{1}{n}.
\]

Hence, to have (a) and (b) of Theorem 5.2.1, it suffices to show that
\[(5.2.35) \quad \sup_{0 < t < \frac{1}{n}} \sup_{(x,y) \in \mathbb{R}^2} |G_{F_0}(x, y, nt)|/q(t) = \begin{cases} \omega_P(1), & \text{if (5.2.7) holds}, \\ O_P(1), & \text{if (5.2.8) holds}. \end{cases} \]

To this end, we note that, similarly to the one dimensional case, if $M(\theta_0)$ is the nonnegative definite matrix defined by

\[(5.2.36) \quad M(\theta_0) = E\{l(X_j, Y_j, \theta_0) \trans l(X_j, Y_j, \theta_0)\},\]

where $l(\cdot, \cdot, \theta_0)$ is as in (5.2.3), there is a nonsingular matrix $D(\theta_0)$ such that

\[(5.2.37) \quad D(\theta_0) \trans M(\theta_0) D(\theta_0) = I,\]

where $I$ is the $5 \times 5$ identity matrix.

Consider now the Gaussian process $\{B_{F_0}(x, y), x, y \geq 0\}$ with $E B_{F_0}(x, y) = 0$, and

\[E B_{F_0}(x, y) B_{F_0}(z, w) = F(x \wedge z, y \wedge w; \theta_0) - F(x, y; \theta_0) F(z, w; \theta_0).\]

For each $n \geq 1$ and $0 \leq t \leq 1$,

\[n^{-1/2} K_{F_0}(x, y, nt) \overset{d}{=} t^{1/2} B_{F_0}(x, y), (x, y) \in \mathbb{R}^2.\]

Using integration by parts (cf. A.2.6), since $E l(X_i, Y_i, \theta_0) = 0$, we have that, for each $n \geq 1$ and $0 \leq s, t \leq 1$,

\[(5.2.38) \quad E \left\{ \int l(x, y, \theta_0) \, dx \, dy \, n^{-1/2} K_{F_0}(x, y, ns) \right\} \trans \left\{ \int l(x, y, \theta_0) \, dx \, dy \, n^{-1/2} K_{F_0}(x, y, nt) \right\} = (s \wedge t) M(\theta_0).\]
Hence, from (5.2.5), we have that

\[(5.2.39)\]

\[G_{F_0,n}(x,y,t) = n^{-1/2}K_{F_0}(x,y,nt) - n^{-1/2}W(nt) \cdot D(\theta_0)^{-1} \cdot \nabla F(x,y; \theta_0)^T,\]

where

\[(5.2.40)\]

\[n^{-1/2}W(nt) = \int l(x,y,\theta_0)dx dy n^{-1/2}K_{F_0}(x,y,nt) \cdot D(\theta_0)\]

is a vector valued Wiener process with covariance function \((s \wedge t)\) multiplied by \((5.2.37)\), for each \(n \geq 1\).

Next, since

\[\sup_{0<\tau \leq 1} |n^{-1/2}W(nt)|/q(t) \overset{D}{=} \sup_{0<\tau \leq 1} |W(t)|/q(t)\]

for each \(n \geq 1\), by Theorem 2.1.B (cf. our Remark 2.1.5), we have that

\[(5.2.41)\]

\[\sup_{0<\tau \leq \frac{1}{n}} |n^{-1/2}W(nt)|/q(t) = \begin{cases} o_P(1), & \text{if } (5.2.7) \text{ holds,} \\ C_\cdot(1), & \text{if } (5.2.8) \text{ holds.} \end{cases}\]

Similarly, since, for each \(n \geq 1\),

\[\sup_{0<\tau \leq \frac{1}{n}} \sup_{(x,y)\in\mathbb{X}^2} |n^{-1/2}K_{F_0}(x,y,nt)| \overset{P}{=} \sup_{0<\tau \leq \frac{1}{n}} \sup_{(x,y)\in\mathbb{X}^2} |K_{F_0}(x,y,t)|,\]

by Theorem 5.1.C, with \(d = 2\) (cf. Remark 5.1.2), we have,

\[(5.2.42)\]

\[\sup_{0<\tau \leq \frac{1}{n}} \sup_{(x,y)\in\mathbb{X}^2} |n^{-1/2}K_{F_0}(x,y,nt)|/q(t) = \begin{cases} o_P(1), & \text{if } (5.2.7) \text{ holds,} \\ O_P(1), & \text{if } (5.2.8) \text{ holds.} \end{cases}\]

Now, (5.2.35) follows from (5.2.39), (5.2.41) and (5.2.42).

The proof of (c) is similar to the proof of (c) of Theorem 3.2.1. \qed
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Corollary 5.2.1. Assuming the conditions of Theorem 5.2.1, we have, as $n \to \infty$,

(a) if $q \in Q$ is such that (5.2.7) holds, then

\begin{equation}
\hat{\beta}_n(x, y, t)/q(t) \overset{D}{\to} G_{F_0}(x, y, t)/q(t)
\end{equation}

in $D(\mathbb{R}^2 \times [0, 1])$,

(b) if $q$ is positive on $(0, 1]$, then (5.2.43) holds in $D(\mathbb{R}^2 \times [\delta, 1])$ for any $0 < \delta < 1$.

5.3 Sequentially estimated bivariate normal empirical processes tied down at $t=1$.

In an analogous way to the univariate case of Section 3 of Chapter 3, we propose, for the change-point problem, to study an estimated "bridge" empirical process.

We introduce the following:

\begin{equation}
\hat{\beta}_n(x, y, t) = \begin{cases} 
  n^{1/2} \frac{[(n+1)d]}{n} \left( 1 - \frac{[(n+1)d]}{n} \right) \hat{\xi}_n(x, y, t), & 0 \leq t < 1, (x, y) \in \mathbb{R}^2, \\
  0, & t = 1, (x, y) \in \mathbb{R}^2,
\end{cases}
\end{equation}

where

\begin{equation}
\hat{\xi}_n(x, y, t) = \frac{1}{[(n+1)t]} \sum_{i=1}^{[(n+1)t]} \left( 1\{(X_i, Y_i) \leq (x, y)\} - F(x, y; \hat{\beta}'_{n[t]}) \right) \\
- \frac{1}{n - [(n+1)t]} \sum_{i=\lfloor (n+1)t \rfloor + 1}^{n} \left( 1\{(X_i, Y_i) \leq (x, y)\} - F(x, y; \hat{\beta}'_{n[t]}) \right),
\end{equation}
and, for each \(0 < t < 1\), \(\{\hat{\theta}'_{[nt]}\}\) and \(\{\hat{\theta}''_{[nt]}\}\) are sequences of maximum likelihood estimators of \(\theta\) based on the samples \((X_1, Y_1), \ldots, (X_{[(n+1)t]}, Y_{[(n+1)t]})\) and \((X_{[(n+1)t]+1}, Y_{[(n+1)t]+1}), \ldots, (X_n, Y_n)\), respectively. Here, \(F(x, y; \theta)\) denotes the bivariate normal distribution function with parameter \(\theta := (\zeta, \eta, \sigma^2, \tau^2, \alpha)\) as in Section 5.2.

It can be checked that

\[
\hat{\theta}'_{[nt]} = \hat{\theta}_{[(n+1)t]},
\]

where \(\hat{\theta}_{[t]}\) is as in (5.2.1), and

\[
\hat{\theta}''_{[nt]} := \left(\bar{X}_{[nt]}, \bar{Y}_{[nt]}, \hat{\sigma}^2_{[nt]}, \hat{\tau}^2_{[nt]}, \hat{\alpha}_{[nt]}\right),
\]

where

\[
\bar{X}_{[nt]} = \frac{1}{n - [(n+1)t]} \sum_{i = [(n+1)t]+1}^{n} X_i, \quad \bar{Y}_{[nt]} = \frac{1}{n - [(n+1)t]} \sum_{i = [(n+1)t]+1}^{n} Y_i,
\]

\[
\hat{\sigma}^2_{[nt]} = \frac{1}{n - [(n+1)t]} \sum_{i = [(n+1)t]+1}^{n} (X_i - \bar{X}_{[nt]}),
\]

\[
\hat{\tau}^2_{[nt]} = \frac{1}{n - [(n+1)t]} \sum_{i = [(n+1)t]+1}^{n} (Y_i - \bar{Y}_{[nt]}),
\]

and

\[
\hat{\alpha}_{[nt]} = \frac{1}{n - [(n+1)t]} \sum_{i = [(n+1)t]+1}^{n} (X_i - \bar{X}_{[nt]})(Y_i - \bar{Y}_{[nt]}).
\]

The process \(\{\hat{\beta}_n(x, y, t), 0 \leq t \leq 1, (x, y) \in \mathbb{R}^2\}\) defined by (5.3.1) will be approximated, in \(|| \cdot ||_q\)-metrics, by the sequence of stochastic processes \(\{\Psi_{F_0, n}(x, y, t), 0 \leq t \leq 1, (x, y) \in \mathbb{R}^2\}\) defined by
(5.3.5)\[ \Psi_{F_0,n}(x, y, t) = \Gamma_{F_0,n}(x, y, t) - \left\{ \int l(x, y, \theta_0) d\gamma_i d\gamma_j \right\} \cdot \nabla \theta F(x; \theta_0)^T, \]

where $\Gamma_{F_0,n}(\cdot, \cdot)$ is as in (5.1.31), with $d = 2$, and $F = F_0 \equiv F(\cdot, \cdot; \theta_0)$, the distribution function of a bivariate normal random variable with parameter $\theta_0$.

We have

**Theorem 5.3.1.** Let $(X_1, Y_1), (X_2, Y_2), \ldots$ be independent bivariate normal random vectors with vector of means $(\zeta, \eta)$ and covariance matrix $\begin{pmatrix} \sigma^2 & \alpha \\ \alpha & \tau^2 \end{pmatrix}$. Suppose that $\{\hat{\theta}'_{[nt]}\}$ and $\{\hat{\theta}'_{[nt]}\}$ are as in (5.3.3) and (5.3.4), and let $\{\hat{\beta}_n(x, y, t) \}$ be the sequentially estimated bivariate normal empirical process, tied down at $t = 1$, defined as in (5.3.1). Then, there exists a Kiefer process $K(\cdot, \cdot)$ such that with the sequence of Gaussian processes $\Psi_{F_0,n}$, and a weight function $q \in Q^*$, we have, as $n \to \infty$,

(a) if

(5.3.6)\[ I_{0,1}(q, c) < \infty \text{ for all } c > 0, \]

then

\[ \sup_{0 < c < 1} \sup_{(x, y) \in \mathbb{R}^2} |\hat{\beta}_n(x, y, t) - \Psi_{F_0,n}(x, y, t)|/q(t) = o_P(1), \]

(b) if

(5.3.7)\[ I_0(q, c) < \infty \text{ for some } c > 0, \]

then

\[ \sup_{0 < c < 1} \sup_{(x, y) \in \mathbb{R}^2} |\hat{\beta}_n(x, y, t) - \Psi_{F_0,n}(x, y, t)|/q(t) = O_P(1), \]
if (5.3.6) holds then
\[ \sup_{0 < t < 1} \sup_{(x,y) \in \mathbb{R}^2} |\hat{\beta}_n(x,y,t)|/q(t) \xrightarrow{D} \sup_{0 < t < 1} \sup_{(x,y) \in \mathbb{R}^2} |\Psi_{F_0}(x,y,t)|/q(t), \]
where the process \( \{\Psi_{F_0}(x,y,t), 0 \leq t \leq 1, (x,y) \in \mathbb{R}^2\} \) is defined by
\[
(5.3.8) \quad \Psi_{F_0}(x,y,t) = \Gamma_{F_0}(x,y,t) - \left\{ \int l(x,y,\theta_0)dx dy \Gamma_{F_0}(x,y,t) \right\} \cdot \nabla \theta F(x; \theta_0)^T.
\]

**Proof of Theorem 5.3.1.** Using the usual decomposition, we have
\[
(5.3.9) \quad \hat{\beta}_n(x,y,t) = \beta_n^*(x,y,t) - n^{-1/2} \left\{ (1 - \frac{[(n+1)t]}{n}) \sum_{i=1}^{[(n+1)t]} l(X_i,Y_i,\theta_0) \right\}
\]
\[- \frac{[(n+1)t]}{n} \sum_{i=\lceil(n+1)t\rceil+1}^{n} l(X_i,Y_i,\theta_0) \cdot \nabla \theta F(x,y;\theta_0)^T + \frac{[(n+1)t]}{n} \left( 1 - \frac{[(n+1)t]}{n} \right) n^{-1/2} \{ \epsilon_{3n}(x,y,t) + \epsilon_{3n}(x,y,t) \}
\]
\[+ \frac{[(n+1)t]}{n} n^{-1/2} (n - [(n+1)t]) \frac{1}{2} \epsilon_{1n}^2(t) \cdot \nabla \theta F(x,y;\theta_0)^T - (1 - \frac{[(n+1)t]}{n}) n^{-1/2} [(n+1)t] \frac{1}{2} \epsilon_{1n}^2(t) \cdot \nabla \theta F(x,y;\theta_0)^T,
\]
where
\[
\beta_n^*(x,y,t) = \begin{cases} 
n^{-1/2} \left( \sum_{i=1}^{[(n+1)t]} 1 \{ (X_i,Y_i) \leq (x,y) \} \right) \\
- \frac{[(n+1)t]}{n} \sum_{i=1}^{n} 1 \{ (X_i,Y_i) \leq (x,y) \} \\
& \text{for } 0 \leq t < 1, (x,y) \in \mathbb{R}^2,
\end{cases}
\]
0, for \( t = 1 \)

(cf. (5.1.22), with \( d = 2 \)); \( l(x,y,\theta_0) \) is as in (5.2.3);
\[ \varepsilon_1(t) = \left( 0, 0, -[(n+1)t]^{1/2}(X_{nt} - \zeta_0)^2, -[(n+1)t]^{1/2}(Y_{nt} - \eta_0)^2, \varepsilon_n(t) \right), \]

with

(5.3.10) \[ \varepsilon_n(t) = [(n+1)t]^{1/2}(X_{nt} - \zeta_0)(Y_{nt} - \eta_0); \]

\[ \varepsilon_2(t) = \left( 0, 0, -(n - [(n+1)t])^{1/2}(X_{nt} - \zeta_0)^2, -(n - [(n+1)t])^{1/2}(Y_{nt} - \eta_0)^2, \varepsilon_n(t) \right), \]

with

(5.3.11) \[ \varepsilon_n(t) = -(n - [(n+1)t])^{1/2}(X_{nt} - \zeta_0)(Y_{nt} - \eta_0); \]

(5.3.12) \[ \varepsilon_3(x, y, t) = (\hat{\theta}_{[n]}' - \theta_0) \cdot \left( \nabla_{\theta} F(x, y; \hat{\theta}_{[n]}')^T - \nabla_{\theta} F(x, y; \theta_0)^T \right), \]

with

(5.3.13) \[ \sup_{0 \leq t \leq 1} ||\hat{\theta}_{[n]}' - \theta_0|| \leq \sup_{0 \leq t \leq 1} ||\hat{\theta}_{[n]} - \theta_0||; \]

and

(5.3.14) \[ \varepsilon_3(x, y, t) = (\hat{\theta}_{[n]}' - \theta_0) \cdot \left( \nabla_{\theta} F(x, y; \hat{\theta}_{[n]}')^T - \nabla_{\theta} F(x, y; \theta_0)^T \right), \]

with

(5.3.15) \[ \sup_{0 \leq t \leq 1} ||\hat{\theta}_{[n]}'' - \theta_0|| \leq \sup_{0 \leq t \leq 1} ||\hat{\theta}_{[n]}' - \theta_0||. \]
Let
\[ \varphi_n(t) = n^{-1/2} \left( (1 - \frac{[(n+1)t]}{n}) \sum_{i=1}^{[(n+1)t]} l(X_i, Y_i, \theta_0) \right. \]
\[ \left. - \frac{[(n+1)t]}{n} \sum_{i=[(n+1)t]+1}^{n} l(X_i, Y_i, \theta_0) \right). \]

Adding and subtracting \( \Psi_{F_0, n}(x, y, t) \) (cf. (5.3.5)) in (5.3.9), we get
\[ \sup_{\frac{n}{1+t} \leq t \leq \frac{n}{1+t}} \sup_{(x, y) \in \mathbb{R}^2} |\hat{\beta}_n(x, y, t) - \Psi_{F_0, n}(x, y, t)|/q(t) \]
\[ \leq \sup_{\frac{n}{1+t} \leq t \leq \frac{n}{1+t}} \sup_{(x, y) \in \mathbb{R}^2} |\beta_n^*(x, y, t) - \Psi_{F_0, n}(x, y, t)|/q(t) \]
\[ + \sup_{\frac{n}{1+t} \leq t \leq \frac{n}{1+t}} \sup_{(x, y) \in \mathbb{R}^2} \left| \{\varphi_n(t) - \int l(x, y, \theta_0) dx dy \Gamma_{F_0, n}(x, y, t) \cdot \nabla \theta F(x, y; \theta_0) \} \right|/q(t) \]
\[ + \sup_{\frac{n}{1+t} \leq t \leq \frac{n}{1+t}} \sup_{(x, y) \in \mathbb{R}^2} \left| \frac{[(n+1)t]}{n} (1 - \frac{[(n+1)t]}{n}) n^{1/2} \varepsilon_3 n(x, y, t) \right|/q(t) \]
\[ + \sup_{\frac{n}{1+t} \leq t \leq \frac{n}{1+t}} \sup_{(x, y) \in \mathbb{R}^2} \frac{[(n+1)t]}{n} n^{-1/2}(n - [(n+1)t])^{1/2} \varepsilon_{1n}^2(t). \nabla \theta F(x, y; \theta_0)^T \right|/q(t) \]
\[ + \sup_{\frac{n}{1+t} \leq t \leq \frac{n}{1+t}} \sup_{(x, y) \in \mathbb{R}^2} \left( 1 - \frac{[(n+1)t]}{n} \right) n^{-1/2}[(n+1)t]^{1/2} \varepsilon_{1n}^2(t). \nabla \theta F(x, y; \theta_0)^T \right|/q(t) \]

We first assume that \( q \) is a positive function on \((0, 1)\) and such that (3.3.27) holds, i.e., \( \lim_{t \to 0} t^{1/2}/q(t) = \lim_{t \to 1} (1 - t)^{1/2}/q(t) = 0 \). We note that, since \( \varepsilon_n^2(t) = \varepsilon_{1(n+1)}^2(t) \), where \( \varepsilon_{1n}(t) \) is as in (5.2.4), by (3.3.27) and (5.2.25), we have, as \( n \to \infty \),
\[ \sup_{\frac{n}{1+t} \leq t \leq \frac{n}{1+t}} \left( 1 - \frac{[(n+1)t]}{n} \right) n^{-1/2}[(n+1)t]^{1/2} \sup_{(x, y) \in \mathbb{R}^2} |\varepsilon_{1n}^2(t) \cdot \nabla \theta F(x, y; \theta_0)^T |/q(t) \]
\[ = o_p(1). \]
Similarly, by symmetry and (3.3.27) (cf. (3.3.1')), we also have, as \( n \to \infty \),

\[
\sup_{\pi^{+} \leq t \leq \pi^{+}} \sup_{(x,y) \in \mathbb{R}^{2}} \left( 1 - \frac{[(n + 1)t]}{n} \right)^{n^{-1/2}} |(n + 1)t|^{1/2} |\varepsilon_{3n}(t) \cdot \nabla_{y} F(x, y; \theta_{0})^{T}| / q(t) = o_{P}(1).
\]

On the other hand, since \( \varepsilon_{3n}(t) = \varepsilon_{3(n+1)}(t) \), where \( \varepsilon_{3n}(t) \) is as in (5.2.4), by (3.3.27) and (5.2.9), we have, as \( n \to \infty \),

\[
\sup_{\pi^{+} \leq t \leq \pi^{+}} \sup_{(x,y) \in \mathbb{R}^{2}} \frac{[(n + 1)t]}{n} \left( 1 - \frac{[(n + 1)t]}{n} \right)^{n^{1/2}} |\varepsilon_{3n}(x, y, t)| / q(t) = o_{P}(1),
\]

and, similarly, by symmetry and (3.3.27), we also have, as \( n \to \infty \),

\[
\sup_{\pi^{+} \leq t \leq \pi^{+}} \sup_{(x,y) \in \mathbb{R}^{2}} \frac{[(n + 1)t]}{n} \left( 1 - \frac{[(n + 1)t]}{n} \right)^{n^{1/2}} |\varepsilon_{3n}(x, y, t)| / q(t) = o_{P}(1).
\]

Carrying through all the steps from (3.3.38) to (3.3.62) with the corresponding changes of \( K_{F_{0}}^{(1)}(x, y, nt) \) instead of \( K^{(1)}(F(x; \theta_{0}), nt) \); \( K_{F_{0}}^{(2)}(x, y, nt) \) instead of \( K^{(2)}(F(x; \theta_{0}), nt) \), and using Lemma 5.2.2 instead of Lemma 3.2.3, we have, as \( n \to \infty \),

\[
\sup_{\pi^{+} \leq t \leq \pi^{+}} \sup_{(x,y) \in \mathbb{R}^{2}} |\varphi_{n}(t) - \int_{\mathbb{R}^{2}} l(x, y, \theta_{0}) g_{x} \, d_{y} n^{-1/2} \Gamma_{F_{0}}(x, y, nt)| / q(t) = o_{P}(1).
\]

Since, by definition (cf. (5.3.1) and (5.3.2)),

\[
\hat{\beta}_{n}(x, y, t) = 0 \text{ for any } t \in A_{n} := (0, 1/n + 1] \cup [n/n + 1, 1),
\]
to prove (a) and (b), it now suffices to show, in virtue of (5.1.20) (cf. Remark 5.1.2) and Theorem 5.1.C, with \( d = 2 \), that

\[
\sup_{t \in A_n} \sup_{(x,y) \in \mathbb{R}^2} |\Psi_{F_0,n}(x,y,t)||q(t)| = \begin{cases} 
\text{op}(1), & \text{if } (5.3.6) \text{ holds} \\
O_p(1), & \text{if } (5.3.7) \text{ holds.}
\end{cases}
\]

To this end, we note that, by (5.2.36), (5.2.37), (5.2.38) and (5.3.5), we have

\[
\Psi_{F_0,n}(x,y,t) = \Gamma_{F_0,n}(x,y,t) - n^{-1/2}(W(nt) - tW(n)) \cdot D(\theta_0)^{-1} \cdot \nabla \psi F(x,y)^\top,
\]

where \( W(\cdot) \) is as in (5.2.40).

Next, we have that, by (5.1.31),

\[
\sup_{0 < t < \frac{1}{n}} \sup_{(x,y) \in \mathbb{R}^2} |\Gamma_{F_0,n}(x,y,t)| \overset{D}{=} \sup_{0 < t < \frac{1}{n}} \sup_{(x,y) \in \mathbb{R}^2} |\Gamma_{F_0}(x,y,t)|.
\]

Hence, by Theorem 5.1.E, with \( d = 2 \) (cf. Remark 5.1.6), we get, as \( n \to \infty \),

\[
\sup_{0 < t < \frac{1}{n}} \sup_{(x,y) \in \mathbb{R}^2} |\Gamma_{F_0}(x,y,t)||q(t)| = \begin{cases} 
\text{op}(1), & \text{if } (5.3.6) \text{ holds} \\
O_p(1), & \text{if } (5.3.7) \text{ holds.}
\end{cases}
\]

Similarly, since \( n^{-1/2}(W(nt) - tW(n)) \overset{D}{=} B(t) \), for each \( n \), where \( B(\cdot) \) is a Brownian bridge (cf. Remark 3.3.5), we have, by Theorem 3.3.C (cf. Remark 3.3.4), as \( n \to \infty \),

\[
\sup_{0 < t < \frac{1}{n}} \left| n^{-1/2} (W(nt) - tW(1)) \right| / q(t) = \begin{cases} 
\text{op}(1), & \text{if } (5.3.6) \text{ holds} \\
O_p(1), & \text{if } (5.3.7) \text{ holds.}
\end{cases}
\]

Thus, (a) and (b) follow.
The proof of (c) is similar to the proof of (c) of Theorem 3.3.1. ■

**Corollary 5.3.1.** (a) if \( q \in Q^* \) and is such that (5.3.6) holds then, as \( n \to \infty \),

\[
\hat{\beta}_n(x, y, t)/q(t) \xrightarrow{D} \Psi_{F_0}(x, y, t)/q(t)
\]

in \( D(\mathbb{R}^2 \times (0, 1]) \),

(b) if \( q \) is a positive function on \( (0, 1) \), then, as \( n \to \infty \), (5.3.27) holds in \( D(\mathbb{R}^2 \times [\delta, 1 - \delta]) \) for any \( 0 < \delta < 1/2 \).

We should note that on assuming condition (5.3.6), part (a) of Corollary 5.3.1 gives limiting distribution of any continuous functional of \( \hat{\beta}_n(x, y, t)/q(t) \). In addition to that, Theorem 5.3.1 (c) gives convergence in distribution of the sup–sup-functional in \( D(\mathbb{R}^2 \times (0, 1]) \) of \( \hat{\beta}_n(x, y, t)/q(t) \), with the weaker condition (5.3.7); in particular, Theorem 5.3.1 (c) is true for the function

\[
q(t) = \left( (1 - t) \log \log 1/(1 - t) \right)^{1/2}, \ 0 < t < 1.
\]

Thus, similarly as in the univariate case, for testing (3.3.72) against (3.3.73), where in this case \( X_1, X_2, \ldots, X_n \) are bivariate normal random vectors, we propose:

Reject \( H_0 \), in favour of \( H_1 \), for large values of

\[
\sup_{0 < t < 1} \sup_{(x, y) \in \mathbb{R}^2} |\hat{\beta}_n(x, y, t)|/\left( (1 - t) \log \log 1/(t(1 - t)) \right)^{1/2},
\]

where \( \hat{\beta}_n(\cdot, \cdot, \cdot) \) is as in (5.3.1).

Before considering the multivariate case, we need to introduce some further notation.
5.4 Notation.

(5.4.1) The transpose of a vector $\mathbf{x}$ or a matrix $A$ will be denoted by $\mathbf{x}^T$ and $A^T$, respectively.

(5.4.2) For any vector $\mathbf{x} = (x_1, \ldots, x_d)$ in $\mathbb{R}^d$, $\|\mathbf{x}\| = \max_{1 \leq i \leq d} |x_i|$, and for any matrix $A = [a_{ij}]$, $\|A\| = \max_{i,j} |a_{ij}|$.

(5.4.3) The trace of a matrix $A$, i.e., the sum of its diagonal elements will be denoted by $\text{tr}(A)$.

(5.4.4) For any symmetric matrix $D$, $D^*$ will denote the matrix $D$ with the upper diagonal block equal to zero, i.e. if $D = [a_{ij}]$, $1 \leq i, j \leq d$, then $D^* = [b_{ij}]$, where $b_{ij} = 0$ for all $i < j$, and $b_{ij} = a_{ij}$ for $i \geq j$.

(5.4.5) We will call $\mathbf{v}$ a vector-matrix, and will denote by $\mathbf{v} = (\mathbf{x}, A)$, where $\mathbf{x}$ is a vector in $\mathbb{R}^d$ and $A$ is a $d \times d$ symmetric matrix.

(5.4.6) If $\mathbf{z} = (\mathbf{x}, A)$ and $\mathbf{w} = (\mathbf{y}, B)$ are two vector-matrices, their sum will be defined by

$$\mathbf{z} + \mathbf{w} = (\mathbf{x} + \mathbf{y}, A + B),$$

where the sums inside parenthesis are the vector addition in $\mathbb{R}^d$ and the matrix addition, and their dot product will be defined by

$$\mathbf{z} \cdot \mathbf{w} = \mathbf{x} \cdot \mathbf{y} + \text{tr}[A(B^*)],$$

where the products on the right hand side are the dot product in $\mathbb{R}^d$ and the matrix product.

(5.4.7) For a function $g(x; \theta)$, where $\theta = (\mu, A)$, we define the vector-matrix

$$V_\theta g(x; \theta) = (\nabla_\mu g(x; \theta), Ag(x; \theta)),$$

where, for any $\mu = (\mu_1, \ldots, \mu_d)$,

$$\nabla_\mu g(x; \theta) = \left( \frac{\partial}{\partial \mu_1} g(x; \theta), \ldots, \frac{\partial}{\partial \mu_d} g(x; \theta) \right)$$
and,
for any $d \times d$ matrix $A = [a_{ij}]$, $A g(x; \theta)$ is the $d \times d$ symmetric matrix $[a_{ij}]$, with
\[ a_{ij} = \frac{\partial g}{\partial a_{ij}}(x; \theta). \]

(5.4.8) For any matrix $A = [a_{ij}]$, let $\int A$ denote the matrix $[\int a_{ij}]$, and for any vector-matrix $v = (x, A)$, let $\int v$ denote the vector-matrix $\left( \int x, \int A \right)$.

(5.4.9) For any vector-matrix $v = (x, A)$, $\|v\| = \max \{\|x\|, \|A\|\}$, with $\|x\|$ and $\|A\|$ as in (5.4.2).

The motivation for this notation will become clear in the next section.

5.5 Sequentially estimated multivariate normal empirical processes.

Let $X = (X^{(1)}, \ldots, X^{(d)})$, $X_i = (X_i^{(1)}, \ldots, X_i^{(d)})$, $i = 1, 2, \ldots$ be an independent sequence of normal random vectors in $\mathbb{R}^d$, $d \geq 1$, with unknown $\theta = (\mu, \Sigma)$, where $\mu = (\mu_1, \ldots, \mu_d)$ is the vector of means and $\Sigma$ is the $d \times d$ covariance matrix.

It is clear that, for any fixed $d \geq 1$, the number of parameters equals $d(d + 1)/3$. Instead of writing $\theta$ as a $d(d + 1)/3$-dimensional vector, it is simpler, in terms of notation, to write $\theta$ as a pair or vector-matrix, according to our definition (cf. (5.4.5)): on one hand, a $d$-dimensional vector $\mu$ (the vector of "means"), and on the other hand, a $d \times d$ symmetric matrix (the covariance-matrix $\Sigma$, with main diagonal formed by the "variances").

For any $\frac{1}{n} \leq t \leq 1$ and $n \geq 1$, consider the maximum likelihood estimator of $\theta$, denoted by $\hat{\theta}_{[nt]}$, based on the random sample $X_1, \ldots, X_{[nt]}$. We have

(5.5.1) \[ \hat{\theta}_{[nt]} = (\hat{\mu}_{[nt]}, \hat{\Sigma}_{[nt]}), \]
where

\[ \hat{\theta}_{[nt]} = (\hat{X}^{(1)}_{[nt]}, \ldots, \hat{X}^{(d)}_{[nt]}), \quad \text{with} \quad \hat{X}^{(k)}_{[nt]} = \frac{1}{[nt]} \sum_{i=1}^{[nt]} X_i^{(k)}, \quad 1 \leq k \leq d, \]

and the matrix \( \hat{\Sigma}_{[nt]} = [\hat{\sigma}_{kj}(t)]_{k,j} \), with

\[ \hat{\sigma}_{kj}(t) = \frac{1}{[nt]} \sum_{i=1}^{[nt]} (X_i^{(k)} - \hat{X}^{(k)}_{[nt]})(X_i^{(j)} - \hat{X}^{(j)}_{[nt]}), \quad 1 \leq k, j \leq d. \]

Let us denote by \( \theta_0 = (\mu^{(0)}, \Sigma_0) \) the true value of the vector-matrix of unknown parameters \( \theta \), where \( \mu^{(0)} = (\mu^{(0)}_1, \ldots, \mu^{(0)}_d) \) and \( \sigma^{(0)}_{kj} \) is the \( kj \)-th component of the matrix \( \Sigma_0 \). We have, coordinatewise (cf. (5.2.1), (5.2.2) and (5.2.3)),

\[ [nt]^{1/2}(\hat{\theta}_{[nt]} - \theta_0) = [nt]^{-1/2} \sum_{i=1}^{[nt]} l(X_i, \theta_0) + \epsilon_{1n}(t), \]

where, for any \( x = (x_1, \ldots, x_d) \in \mathbb{R}^d \),

\[ l(x, \theta_0) = (x - \mu^{(0)}, \Sigma_0), \]

with the \( kj \)-th component of \( \Sigma_0 \), \( \lambda_{kj} \), given by

\[ \lambda_{kj} = (x_k - \mu^{(0)}_k)(x_j - \mu^{(0)}_j) - \sigma^{(0)}_{kj}, \]

and

\[ \epsilon_{1n}(t) = (0, \Sigma^{[nt]}_\epsilon), \]

where \( 0 = (0, \ldots, 0) \) and the \( kj \)-th component of the matrix \( \Sigma^{[nt]}_\epsilon \) given by

\[ [nt]^{1/2}(\hat{X}^{(k)}_{[nt]} - \mu^{(0)}_k)(\hat{X}^{(j)}_{[nt]} - \mu^{(0)}_j). \]
From (5.5.4) we have that, for any $x = (x_1, \ldots, x_d)$, the vector-matrix $l(x, \theta_0)$ can be written as

\begin{equation}
(5.5.8) \quad l(x, \theta_0) = \left( (l_1(x, \theta_0), \ldots, l_d(x, \theta_0)) \right), \Sigma_i \right).
\end{equation}

where

\begin{equation}
(5.5.9) \quad l_i(x, \theta_0) = l_i(x_i, \theta_0) = x_i - \mu_i^{(0)},
\end{equation}

and the $k_j$-th component of the matrix $\Sigma_i$ is given by

\begin{equation}
(5.5.10) \quad \lambda_{kj} := l_{kj}(x_k, x_j, \theta_0) = l_k(x_k, \theta_0)l_j(x_j, \theta_0) - \alpha_{kj}^{(0)}, \quad 1 \leq j, k \leq d.
\end{equation}

The next result provides approximations, in $|| \cdot q ||$-metrics, of the process $\hat{\beta}_n(x, t)$ as defined in (5.1.35), by the sequence of Gaussian processes

\begin{equation}
(5.5.11) \quad G_{F_0, n}(x, t) = n^{-1/2} K_{F_0}(x, nt) - \left\{ \int l(x, \theta_0) d_x n^{-1/2} K_{F_0}(x, nt) \right\} \cdot V_0 F(x; \theta_0).
\end{equation}

where $K_{F_0}(\cdot, \cdot)$ is a Kiefer process associated with the distribution function $F_0 \equiv F(\cdot; \theta_0)$ of a multivariate normal random vector with parameter $\theta_0$, as in Theorem 5.1.A. It is also a generalization of Theorem 5.2.1.

**Theorem 5.5.1.** Let $X_1, X_2, \ldots$ be a sequence of independent normal random vectors in $\mathbb{R}^d$, $d \geq 1$, with $\theta := (\mu, \Sigma)$, where $\mu = (\mu_1, \ldots, \mu_d)$ is the vector of means and $\Sigma$ is the $d \times d$ covariance matrix. Suppose that, $\{\hat{\theta}_{[nt]}\}$ is as in (5.5.1), and let $\hat{\beta}_n(x, t)$ be the sequentially estimated multivariate normal empirical process defined as in (5.1.35). Then, there exists a Kiefer process $K_{F_0}$, associated with the distribution function, $F(x; \theta_0)$, of a multivariate normal random vector with parameters given by $\theta_0$, such that with the sequence of stochastic processes
\[ \{ G_{F_0, n}(x, t), 0 \leq t \leq 1, x \in \mathbb{R}^d \}, \text{ as in (5.5.11), and a weight function } q \in Q \text{ we have, as } n \to \infty, \]

(a) if

\[ I_0(q, c) < \infty \text{ for all } c > 0, \tag{5.5.12} \]

then

\[ \sup_{0 < t \leq 1} \sup_{x \in \mathbb{R}^d} |\hat{\beta}_n(x, t) - G_{F_0, n}(x, t)|/q(t) = o_P(1), \]

(b) if

\[ I_0(q, c) < \infty \text{ for some } c > 0, \tag{5.5.13} \]

then

\[ \sup_{0 < t \leq 1} \sup_{x \in \mathbb{R}^d} |\hat{\beta}_n(x, t) - G_{F_0, n}(x, t)|/q(t) = O_P(1), \]

(c) if (5.5.13) holds, then

\[ \sup_{0 < t \leq 1} \sup_{x \in \mathbb{R}^d} |\hat{\beta}_n(x, t)|/q(t) \overset{p}{\to} \sup_{0 < t \leq 1} \sup_{x \in \mathbb{R}^d} |G_{F_0}(x, t)|/q(t), \]

where

\[ G_{F_0}(x, t) = K_{F_0}(x, t) - \left\{ \int l(x, \theta_0) d_x K_{F_0}(x, t) \right\} \cdot V_0 F(x, \theta_0). \tag{5.5.14} \]

For the proof of Theorem 5.5.1 we need the following lemmas.

Let \( A_d^*(k) \) denote the complement of the \( d \)-dimensional rectangle \([- \log k, \log k] \times \cdots \times [- \log k, \log k] \), \( k \geq 1 \). For the vector-valued function \( l(x, \theta_0) \) in (5.5.4) (cf. also (5.5.8)) and the distribution function \( F(x; \theta_0) \), we have
Lemma 5.5.1. The series \( \sum_{k=1}^{\infty} \frac{1}{k} \int_{A_k^*} l_{ij}(x, \theta_0) dx F(x; \theta_0) \) is convergent for any \( 1 \leq j \leq d \) and \( 1 \leq i \leq d \), where \( l_0 \equiv 1 \) and \( l_0j \equiv l_j \).

Proof. Without loss of generality, we may assume \( \mu_i^{(0)} = 0 \) for all \( i = 1, \ldots, d \), and \( \alpha_k^{(0)} = 1 \) if \( k = j \). Now, by (5.5.8) and (5.5.9), denoting the joint density of \( (X_1, \ldots, X_d) \) by \( f(x_1, \ldots, x_d; \theta_0) \), we have

\[
\int_{A_k^*} l_{ij}^2(x, \theta_0) dx F(x; \theta_0) = \int_{A_k^*} l_{ij}^2(x_i, x_j, \theta_0) f(x_1, \ldots, x_d; \theta_0) dx_1 dx_2 \ldots dx_d \\
\leq \int_{A_k^*} l_{ij}^2(x_i, x_j, \theta_0) f(x_i, x_j, \theta_0) dx_i dx_j,
\]

where \( f(x_i, x_j) \) is the density of a bivariate normal random vector with mean vector \( (0, 0) \) and covariance matrix \( \begin{pmatrix} 1 & \alpha_0 \\ \alpha_0 & 1 \end{pmatrix} \), with \( \alpha_0 = E(X_i - \mu_i^{(0)})(X_j - \mu_j^{(0)}) \).

(cf. Theorem 2.4.3 in Anderson, 1958). The result now follows from Lemma 5.2.1.

By (5.5.8)–(5.5.10) we can consider, without loss of generality, that, for any \( x = (x_1, \ldots, x_d) \),

\[
(5.5.15) \quad l_{kj}(x, \theta_0) = l_k(x_k, \theta_0) l_j(x_j, \theta_0), \quad 1 \leq j \leq d, \quad 0 \leq k \leq d,
\]

where \( l_0j \equiv l_j \).

Introduce the following

\[
(5.5.16) \quad \varepsilon_{2n}(x, t) = n^{-1/2} \left[ \sum_{i=1}^{[nt]} (1 \{ X_i \leq x \} - F(x; \theta_0)) - K_{F_0}(x, nt) \right]
\]

and
(5.5.17) \[ L_n(t) = \int_{\mathbb{R}^d} l(x, \theta_0) d_x \epsilon_{2n}(x, t), \]
where \( K_{F_0} \) is a Kiefer process associated with \( F(\cdot; \theta_0) \) in \( \mathbb{R}^d \).

The following lemma is a generalization of Lemma 5.2.2.

**Lemma 5.5.2.** Let \( X_1, X_2, \ldots \) be a sequence of independent normal random vectors in \( \mathbb{R}^d \), \( d \geq 1 \), with \( \theta_0 := (\mu_0, \Sigma_0) \). Then, for any function \( q \) which is positive on \( (0, 1] \) and such that \( \lim_{t \to 0} t^{1/2}/q(t) = 0 \), we have, as \( n \to \infty \),

\[
\sup_{\frac{1}{n} \leq t \leq 1} \|L_n(t)\|/q(t) \longrightarrow 0 \text{ in probability.}
\]

**Proof.** For each \( n \geq 1 \), let \( A_n^{(d)}(t) \) denote the \( d \)-dimensional rectangle \([- \log(nt), \log(nt)]^d \), \( d \geq 1 \). Then,

\[
L_n(t) = \int_{A_n^{(d)}(t)} l(x, \theta_0) d_x \epsilon_{2n}(x, t)
\]
\[+ \int_{[A_n^{(d)}]^c(t)} l(x, \theta_0) d_x n^{-1/2} \sum_{i=1}^{[nt]} (1\{X_i \leq x\} - F(x; \theta_0))
\]
\[ - \int_{[A_n^{(d)}]^c(t)} l(x, \theta_0) d_x n^{-1/2} K_{F_0}(x, nt)
\]
\[:= L_{1n}(t) + L_{2n}(t) - L_{3n}(t).
\]

We have, for any \( 1 \leq j \leq d, 0 \leq k \leq d \),

\[
(5.5.18) \int_{A_n^{(d)}(t)} l_{kj}(x, \theta_0) d_x \epsilon_{2n}(x, t) = \int_{A_n^{(d)}(t)} l_k(x_k) l_j(x_j) dx_k dx_j \left[ \int_{A_n^{(d-2)}(t)} d_{x_{kj}} \epsilon_{2n}(x, t) \right].
\]
Using integration by parts we get that

\[ \int_{A_n^{(4-2)}(t)} d_{KJ} \varepsilon_{2n}(x, t) = \Delta_{A_n^{(4-2)}(t)} \varepsilon_{2n}(x, t), \]

where \( \Delta_A F \) is the difference of \( F \) around the vertices of \( A \). (In the case \( k = 1, A = [a, b] \) and \( \Delta_A F = F(b) - F(a) \). In the case \( k = 2, \Delta_A F = F(b_1, b_2) - F(b_1a_2) - F(a_1, b_2) + F(a_1, a_2) \). Also,

\[ \Delta_{A_n^{(4-2)}(t)} \varepsilon_{2n}(x, t) = \sum_{i=1}^{2^{k-2}} \delta_i \varepsilon_{2n}(x, t), \]

where \( \delta_i = \pm 1 \) and \( x = (x_1, \ldots, x_d) \) has the form \( x_i = \pm \log(nt) \) for all \( i \) except for \( i = k, j \). Hence, by (5.5.18) and (5.5.19), we can write

\[ \int_{A_n^{(4)}(t)} l_{k,j}(x, \theta_0) d_{x} \varepsilon_{2n}(x, t) \]

\[ = \sum_m \delta_m \int_{A_n^{(2)}(t)} l_k(x) l_j(y) d_x d_y \varepsilon_{2n}(\pm \log(nt), \ldots, x, \pm \log(nt), \ldots, y, \ldots \pm \log(nt)), \]

where the sum is taken over all possible combinations of \( \pm \log(nt) \) in the argument of \( \varepsilon_n \), and \( \delta_m = \pm 1 \). This now reduces to a two-dimensional integral, as in (5.2.11).

We can use (5.2.13) with \( R = [-\log(nt), \log(nt)]^2 \), \( l_j^{(1)} \equiv l_j \), \( l_j^{(2)} \equiv l_k \), and \( \varepsilon_{2n} \) as in (5.2.10).

By (5.5.9) and (5.5.10), we have that

\[ \max \sup_{i,j} \left| l_{k,j}(x, \theta_0) \right| \leq C \log^2(nt), \]
where $C$ is a positive constant. Also, by Theorem 5.1.A,

$$\sup_{x \in \mathbb{R}^d} |\varepsilon_n(x, t)| = O(n^{-1/2}(nt)^{1/2-1/4d} (\log(nt))^{3/2}).$$

Let $0 < \delta < 1$ be fixed. Then,

$$\sup_{\delta \leq t \leq 1} ||L_n(t)|| \overset{a.s.}{=} \sup_{\delta \leq t \leq 1} n^{-1/2}(nt)^{1/2-1/4d} (\log(nt))^{7/2} \rightarrow n^{-1/4d} (\log n)^{7/2} \rightarrow 0,$$

as $n \to \infty$. Thus, since $\inf_{\delta \leq t \leq 1} q(t) > 0$, we have, as $n \to \infty$,

$$\sup_{\delta \leq t \leq 1} ||L_n(t)||/q(t) = o_P(1).$$

Also,

$$\sup_{\frac{1}{n} \leq t \leq 6} ||L_n(t)||/q(t) \leq \sup_{0 < t \leq \delta} t^{1/2}/q(t) \sup_{\frac{1}{n} \leq t \leq \delta} ||L_n(t)||/t^{1/2} \overset{a.s.}{=} \sup_{0 < t \leq \delta} t^{1/2}/q(t) \sup_{\frac{1}{n} \leq t \leq \delta} (nt)^{-1/4d} (\log(nt))^{7/2} \overset{a.s.}{=} \sup_{0 < t \leq \delta} t^{1/2}/q(t) \times O(1).$$

Since $q$ is such that $\lim_{t \to 0} t^{1/2}/q(t) = 0$, taking $\delta > 0$ sufficiently small, we get that, as $n \to \infty$,

$$\sup_{\frac{1}{n} \leq t \leq \delta} ||L_n(t)||/q(t) = o_P(1).$$

For any $1 \leq i, j \leq d$ and $0 \leq k \leq d$ we have, by (5.5.15),

$$\int_{A_n^{(d)}(t)} l_{kj}(x, \theta_0)dx 1\{X_i \leq x\} = \int_{[A_n^{(d)}(t)]^c} l_{kj}(z)l_{ij}(y)dx dy 1\{X_i^{(k)} \leq z, X_i^{(j)} \leq y\},$$

since
\[ 1\{(X_i^{(1)}, \ldots, X_i^{(d)}) \leq (x_1, \ldots, x_d)\} = 1\{X_i^{(1)} \leq x_1, \ldots, X_i^{(d)} \leq x_d\} = \prod_{m=1}^d 1\{X_i^{(m)} \leq x_m\}. \]

Also,
\[ \int l_{k_j}(x, \theta_0) d_x F(x, \theta_0) = \int l_k(x) l_j(y) d_x d_y \tilde{F}(x, y; \theta_0) = 0, \]
where \( \tilde{F}(x, y; \theta_0) \) is the distribution function of a bivariate normal random vector.

We have, thus, that this case reduces to the two-dimensional case. We will get, for instance, the same type of inequalities \((5.2.17), (5.2.18)\) and \((5.2.19)\). Hence, by Lemma 5.5.1, we have, similarly as in the proof of Lemma 5.2.1, that, as \( n \to \infty \),
\[ \sup_{\frac{1}{n} t \leq t \leq 1} ||L_{2n}(t)||/q(t) = o_P(1). \]

We can, similarly, generalize the result for the two-dimensional case (cf. \((5.1.1)-(5.1.4))\), to show that
\[ \int l_{k_j}(x, \theta_0) d_x n^{-1/2} K_{F_0}(x, nt) = \sum_m \delta_m \int_0^1 \int_0^1 l_k(F^{-1}_k(u_k; \theta_0)) l_j(F^{-1}_j(u_j; \theta_0)) |J_{k_j}(u_k, u_j)| d_u d_u n^{-1/2} K_{G_0}(u, nt), \]
where \( \delta_m = \pm 1 \), the sum is taken over all possible \( u = (u_1, \ldots, u_k, \ldots, u_j, \ldots, u_d) \),
with \( u_i = 0 \) or \( 1 \) for all \( i \neq k, j \), \( |J_{k_j}(u_k, u_j)| \) is the Jacobian, and \( G_0 = F_0 \circ L^{-1} \),
where \( L^{-1} : \mathbb{R}^d \to \mathbb{R}^d \) is defined by \((5.1.1))\). Thus, we also have that, as \( n \to \infty \),
\[ \sup_{\frac{1}{n} t \leq t \leq 1} ||L_{3n}(t)||/q(t) = o_P(1), \]
and the result follows.  \( \blacksquare \)
Proof of Theorem 5.5.1. After a one-term Taylor expansion around \( \theta_0 \) in (5.1.35), we have

(5.5.22)
\[
\hat{\beta}_n(x, t) = n^{-1/2} \sum_{i=1}^{[nt]} (1\{X_i \leq x\} - F(x; \theta_0)) \\
- [nt] n^{-1/2} \left( F(x; \hat{\theta}_{[nt]}) - F(x; \theta_0) \right)
\]
\[
:= \beta_n(x, t) + [nt] n^{-1/2} (\hat{\theta}_{[nt]} - \theta_0) \cdot (V_\theta F(x; \theta_0) - V_\theta F(x; \bar{\theta}_{[nt]})) \\
- [nt] n^{-1/2} (\hat{\theta}_{[nt]} - \theta_0) \cdot V_\theta F(x; \theta_0).
\]

Also, since \( E l(X, \theta_0) = 0 \),

(5.5.23)
\[
n^{-1/2}[nt](\hat{\theta}_{[nt]} - \theta_0) = \sum_{i=1}^{[nt]} l(X_i, \theta_0) + n^{-1/2}[nt]^{1/2} \varepsilon_1 n(t)
\]
\[
= \int_{\mathbb{R}^d} l(x, \theta_0) d_x n^{-1/2} \sum_{i=1}^{[nt]} (1\{X_i \leq x\} - F(x; \theta_0)) \\
- n^{-1/2} K_{F_0}(x, nt)
\]
\[
+ \int_{\mathbb{R}^d} l(x, \theta_0) d_x n^{-1/2} K_{F_0}(x, nt) + n^{-1/2}[nt]^{1/2} \varepsilon_1 n(t).
\]

Hence, after adding and subtracting \( G_{F_0, n}(\cdot, \cdot) \) (cf. (5.5.11)), we get, by (5.5.22),

(5.5.24)
\[
\hat{\beta}_n(x, t) = \beta_n(x, t) - n^{-1/2} K_{F_0}(x, nt) + G_{F_0, n}(x, nt) + [nt]^{1/2} n^{-1/2} \varepsilon_3 n(x, t)
\]
\[
- L_n(t) \cdot V_\theta F(x; \theta_0)^T - [nt]^{1/2} n^{-1/2} \varepsilon_1 n(t) \cdot V_\theta F(x; \theta_0),
\]

where
\[
\varepsilon_3 n(x, t) = [nt]^{1/2} (\hat{\theta}_{[nt]} - \theta_0) \cdot (V_\theta F(x; \theta_0) - V_\theta F(x; \bar{\theta}_{[nt]})),
\]
and $L_n(t)$ is as in Lemma 5.5.2.

By (5.5.6) and (5.5.7) we note that coordinatewise we can use (5.2.4) and the fact that $\sup_{x \in \mathbb{R}^d} \| V_0 F(x; \theta_0) \| < \infty$, to show that (cf. (5.2.25)), as $n \to \infty$,

\begin{equation}
(5.5.25) \quad \sup_{1/2 \leq t \leq 1} \sup_{x \in \mathbb{R}^d} n^{-1/2} [nt]^{1/2} |\epsilon_{1n}(t) \cdot V_0 F(x; \theta_0)|/q(t) = o_P(1).
\end{equation}

This also applies to $\epsilon_{3n}(x, t)$. Thus, as in the proof of (5.2.29) we can show that, as $n \to \infty$,

\begin{equation}
(5.5.26) \quad \sup_{1/2 \leq t \leq 1} \sup_{x \in \mathbb{R}^d} n^{-1/2} [nt]^{1/2} |\epsilon_{3n}(x, t)|/q(t) = o_P(1).
\end{equation}

Hence, from (5.5.24), we have, by (5.1.20) (cf. Remark 5.1.2), Lemma 5.5.2, (5.5.25) and (5.5.26), that, as $n \to \infty$,

\[ \sup_{1/2 \leq t \leq 1} \sup_{x \in \mathbb{R}^d} |\hat{\beta}_n(x, t) - G_{F_0, n}(x, t)|/q(t) = o_P(1), \]

provided only that $q$ be positive on $(0, 1]$ and such that $\lim_{t \downarrow 0} t^{1/2}/q(t) = 0$.

Since, by definition,

\[ \hat{\beta}_n(x, t) = 0 \text{ for all } x \in \mathbb{R}^d \text{ and } 0 < t < 1/n, \]

to prove (a) and (b), it now suffices to show that, as $n \to \infty$,

\begin{equation}
(5.5.27) \quad \sup_{0 < t < 1/4} \sup_{x \in \mathbb{R}^d} |G_{F_0, n}(x, t)|/q(t) = \begin{cases} 
  o_P(1) & \text{if (5.1.12) holds,} \\
  O_P(1) & \text{if (5.1.13) holds.}
\end{cases}
\end{equation}
The proof of this is similar to that of (5.2.35), in the two-dimensional case.

The proof of (c) is analogous to the proof of (c) of Theorem 5.2.1.

Corollary 5.5.1. Assuming the conditions of Theorem 5.5.1, we have, as $n \to \infty$,

(a) if $q \in Q$ is such that (5.5.12) holds, then

\[(5.5.28) \quad \hat{\beta}_n(x,t)/q(t) \xrightarrow{p} G_{F_q}(x,t)/q(t)\]

in $D(\mathbb{R}^d \times [0,1])$.

(b) if $q$ is positive on $(0,1]$, then (5.5.28) holds in $D(\mathbb{R}^d \times [\delta,1])$ for any $0 < \delta < 1$.

5.6 Sequentially estimated multivariate normal empirical processes tied down at $t=1$.

In this section we study the multivariate form of the process in (5.3.1).

Introduce the following:

\[(5.6.1) \quad \hat{\beta}_n(x,t) = \begin{cases} 
  n^{1/2} \frac{1}{[(n+1)t]} \left( 1 - \frac{[(n+1)t]}{n} \right) \hat{\zeta}_n(x,t), & 0 \leq t < 1, \ x \in \mathbb{R}^d, \\
  0, & t = 1, \ x \in \mathbb{R}^d,
\end{cases}\]

where

\[(5.6.2) 
\hat{\zeta}_n(x,t) = \frac{1}{[(n+1)t]} \sum_{i=1}^{[(n+1)t]} \left( 1\{X_i \leq x\} - F(x; \hat{\theta}_n^{(i)}(t)) \right) 
- \frac{1}{n - [(n+1)t]} \sum_{i= \lceil(n+1)t\rceil + 1}^{n} \left( 1\{X_i \leq x\} - F(x; \hat{\theta}_n^{(i)}(t)) \right),
\]
and, for each \( \frac{1}{n+1} \leq t \leq \frac{n}{n+1} \), \( \hat{\theta}_{[nt]}' \) and \( \hat{\theta}_{[nt]}'' \) are sequences of maximum likelihood estimators of \( \theta \) based on the samples \( X_1, \ldots, X_{[(n+1)t]} \) and \( X_{[(n+1)t]+1}, \ldots, X_n \), respectively. Here, \( F(x; \theta) \) denotes the multivariate normal distribution function with parameter \( \theta \).

In this case we have

\[
\hat{\theta}_{[nt]}' = \hat{\theta}_{([(n+1)t)]},
\]

where \( \hat{\theta}_{[t]} \) is as in (5.5.1). Also,

\[
\hat{\theta}_{[nt]}'' = (\hat{\mu}_{[nt]}, \hat{\Sigma}_{[nt]}),
\]

where

\[
\hat{\mu}_{[nt]} := (\overline{X}_{[nt]}^{(1)}, \ldots, \overline{X}_{[nt]}^{(d)}),
\]

with

\[
\overline{X}_{[nt]}^{(k)} = \frac{1}{n - [(n+1)t]} \sum_{i = [(n+1)t]+1}^{n} X_i^{(k)}, \quad 1 \leq k \leq d,
\]

and each component of the matrix \( \hat{\Sigma}_{[nt]} := [\hat{\sigma}_{kj}(t)]_{kj} \) is given by

\[
\hat{\sigma}_{kj}(t) = \frac{1}{n - [(n+1)t] + 1} \sum_{i = [(n+1)t]}^{n} (X_i^{(k)} - \overline{X}_{[nt]}^{(k)})(X_i^{(j)} - \overline{X}_{[nt]}^{(j)}), \quad 1 \leq k, j \leq d.
\]

The next result is a generalization of Theorem 5.3.1. It provides approximations, in \( || \cdot || \)-metrics, of the process \( \hat{\beta}_n(x, t) \) as defined in (5.6.1), by the sequence of Gaussian processes \( \{ \Psi_{F_0,n}(x, t), 0 \leq t \leq 1, x \in \mathbb{R}^d \} \) defined by

\[
\Psi_{F_0,n}(x, t) = \Gamma_{F_0,n}(x, t) - \left\{ \int l(x, \theta_0) d_x \Gamma_{F_0,n}(x, t) \right\} \cdot V_0 F(x; \theta_0),
\]
where $\Gamma_{F_0,n}(\cdot, \cdot)$ is as in (5.1.31), and $F = F_0 \equiv F(\cdot; \theta_0)$, is the distribution function of a multivariate normal random variable with $\theta_0 = (\mu^{(0)}, \Sigma_0)$.

**Theorem 5.6.1.** Let $X_1, X_2, \ldots$ be a sequence of independent normal random vectors in $\mathbb{R}^d$, $d \geq 1$, with $\theta = (\mu, \Sigma)$, where $\mu = (\mu_1, \ldots, \mu_d)$ is the vector of means and $\Sigma$ is the $d \times d$ covariance matrix. Suppose that, $\{\hat{\theta}_{\lfloor n \rfloor}^{(s)}\}$ and $\{\hat{\theta}_{\lceil n \rceil}^{(s)}\}$ are as in (5.6.3) and (5.6.4). There exists a Kiefer process $K_{F_0}(\cdot, \cdot)$, associated with the distribution function $F(x; \theta_0)$, such that with the sequence of Gaussian processes $\{\Psi_{F_0,n}(x, t), \ 0 \leq t \leq 1, \ x \in \mathbb{R}^d\}$ defined by (5.6.5), and a weight function of $q \in Q^*$, we have, as $n \to \infty$,

(a) if

(5.6.6) \[ I_{0,1}(q, c) < \infty \text{ for all } c > 0, \]

then

\[ \sup_{0 < s < 1} \sup_{x \in \mathbb{R}^d} |\hat{\theta}_n(x, t) - \Psi_{F_0,n}(x, t)|/q(t) = o_P(1), \]

(b) if

(5.6.7) \[ I_{0}(q, c) < \infty \text{ for some } c > 0, \]

then

\[ \sup_{0 < s < 1} \sup_{x \in \mathbb{R}^d} |\hat{\theta}_n(x, t) - \Psi_{F_0,n}(x, t)|/q(t) = O_P(1), \]

(c) if (5.6.7) holds then

\[ \sup_{0 < s < 1} \sup_{x \in \mathbb{R}^d} |\hat{\theta}_n(x, t)|/q(t) \overset{D}{\to} - \sup_{0 < s < 1} \sup_{x \in \mathbb{R}^d} |\Psi_{F_0}(x, t)|/q(t), \]

where
and \( \Gamma_{F_0}(\cdot, \cdot) \) is as in (5.1.31), with \( F = F_0 \equiv F(\cdot; \theta_0) \), the multivariate normal distribution with \( \theta_0 = (\mu^{(0)}, \Sigma_0) \).

**Proof of Theorem 5.6.1.** After adding and subtracting \( \Gamma_{F_0,n}(\cdot, \cdot) \) (cf (5.6.5)), and a one-term Taylor expansion around \( \theta_0 \) we have, from (5.6.1), we get

\[
\hat{\beta}_n(x, t) = \beta_n^*(x, t) - \Gamma_{F_0,n}(x, t) + \Gamma_{F_0,n}(x, t) - n^{-1/2} \left( (1 - \frac{[(n+1)t]}{n}) \sum_{i=1}^{[(n+1)t]} l(X_i, \theta_0) - \frac{[(n+1)t]}{n} \sum_{i=([(n+1)t]+1)}^{n} l(X_i, \theta_0) \right) V_\theta F(x; \theta_0)
\]

\[
+ \frac{[(n+1)t]}{n} \left( 1 - \frac{[(n+1)t]}{n} \right) n^{1/2} \{ \epsilon_{1n}'(x, t) + \epsilon_{2n}'(x, t) \}
\]

\[
+ \frac{[(n+1)t]}{n} n^{-1/2} (n - [(n+1)t])^{1/2} \epsilon_{1n}''(t). V_\theta F(x; \theta_0)
\]

\[
- (1 - \frac{[(n+1)t]}{n}) n^{-1/2} [(n+1)t]^{1/2} \epsilon_{1n}'(t). V_\theta F(x; \theta_0),
\]

where \( \beta_n^*(x, t) \) is as in (5.1.22);

\[
\epsilon_{1n}'(t) = (0, \Sigma_\epsilon^{[(n+1)t]}) \text{, with the } k\text{-}j\text{-th component of } \Sigma_\epsilon^{[(n+1)t]} \text{ given by }
\]

\[
[(n+1)t]^{1/2}(X_{nt}^{(k)} - \mu^{(0)}_k)(X_{nt}^{(j)} - \mu^{(0)}_j);
\]

\[
\epsilon_{1n}''(t) = (0, \Sigma_\epsilon''^{[(n+1)t]}) \text{, with the } k\text{-}j\text{-th component of } \Sigma_\epsilon''^{[(n+1)t]} \text{ given by }
\]

\[
(n - [(n+1)t])^{1/2}(X_{nt}^{(k)} - \mu^{(0)}_k)(X_{nt}^{(j)} - \mu^{(0)}_j);
\]
\( (5.6.12) \quad \epsilon'_{3n}(x, t) = (\hat{\theta}'_{[nt]} - \theta_0) \cdot (V_\theta F(x; \hat{\theta}'_{[nt]}) - V_\theta F(x; \theta_0)), \)

with

\( (5.6.13) \quad \sup_{0 \leq t \leq 1} ||\hat{\theta}'_{[nt]} - \theta_0|| \leq \sup_{0 \leq t \leq 1} ||\hat{\theta}'_{[nt]} - \theta_0||, \)

and

\( (5.6.14) \quad \epsilon''_{3n}(x, t) = (\hat{\theta}''_{[nt]} - \theta_0) \cdot (V_\theta F(x; \hat{\theta}''_{[nt]}) - V_\theta F(x; \theta_0)), \)

with

\( (5.6.15) \quad \sup_{0 \leq t \leq 1} ||\hat{\theta}''_{[nt]} - \theta_0|| \leq \sup_{0 \leq t \leq 1} ||\hat{\theta}''_{[nt]} - \theta_0||. \)

We note that coordinatewise this case reduces to the two-dimensional case. The proof of Theorem 5.6.1 then follows the lines of the proof of Theorem 5.3.1 (cf. (5.3.9)-(5.3.23), using here Theorem 5.1.D, Theorem 5.1.E and Lemma 5.5.2. □

**Corollary 5.6.1.** (a) if \( q \in Q^* \) and is such that (5.6.6) holds then, as \( n \to \infty, \)

\( (5.6.16) \quad \hat{\beta}_{n}(x, t)/q(t) \rightarrow^D \Psi_F(x, t)/q(t) \)

in \( D([0, 1]) \),

(b) if \( q \) is a positive function on \((0, 1)\), then, as \( n \to \infty, \) (5.6.16) holds in \( D([\delta, 1 - \delta]) \) for any \( 0 < \delta < 1/2. \)

We should note that on assuming condition (5.6.6), part (a) of Corollary 5.6.1 gives limiting distribution of any continuous functional of \( \hat{\beta}_{n}(x, t)/q(t) \). Furthermore, Theorem 5.6.1 (c) gives convergence in distribution of the sup \( \sup \) functional in \( D([0, 1]) \) of \( \hat{\beta}_{n}(x, t)/q(t) \), with the weaker condition (5.6.7); in particular,
Theorem 5.6.1 (c) is true for the function

\[ q(t) = \left( t(1-t) \log \log 1/t(1-t) \right)^{1/2}, \ 0 < t < 1. \]

Thus, similarly as in the bivariate case, for testing (3.3.72) against (3.3.73), where in this case \( X_1, X_2, \ldots, X_n \) are multivariate normal random vectors, we propose:

Reject \( H_0 \), in favour of \( H_1 \), for large values of

\[ \sup_{0 < t < 1} \sup_{x \in \mathbb{R}^d} |\hat{\beta}_n(x,t)|/\left( t(1-t) \log \log 1/(t(1-t)) \right)^{1/2}, \]

where \( \hat{\beta}_n(\cdot,\cdot) \) is as in (5.6.1).
Appendices

A.1 Some maximal inequalities for partial sums.

Here we quote two results that are used frequently throughout our work. They concern partial sum of independent random variables.


Theorem A.1.1. Let $X_1, X_2, \ldots$ be a sequence of independent random variables, with $EX_i = 0$ and $EX_i^2 = \sigma_i^2 < \infty$. For any $k \geq 1$, let $S_k = \sum_{i=1}^{k} X_i$. Then, for any $\alpha > 0$,

$$P\left\{ \max_{1 \leq k \leq n} |S_k| \geq \alpha \right\} \leq \frac{1}{\alpha^2} \sum_{i=1}^{n} \sigma_i^2.$$ 


The next result is a generalization of Theorem A.1.1.
A.1.2. Hájek-Rényi inequality.

Theorem A.1.2. Assume the same conditions of Theorem A.1.1. Let \( \{c_k\}_{k \geq 1} \) be a non-increasing sequence of positive real numbers. Then, for any \( \alpha > 0 \), and any positive integers \( n \) and \( m \) \((n > m)\),

\[
P\left\{ \max_{m \leq k \leq n} c_k |S_k| \geq \alpha \right\} \leq \frac{1}{\alpha^2} \left\{ c_m^2 \sum_{k=1}^{m} \sigma_k^2 + \sum_{k=m+1}^{n} c_k^2 \sigma_k^2 \right\}.
\]


A.2 On Riemann-Stieltjes integrals in \( \mathbb{R}^2 \).

Here we formulate an integration by parts (cf. Theorem A.2.1) of functions of intervals in \( \mathbb{R}^2 \). For more details we refer to Hildebrandt, 1963, Chapter III.

Let \( J \) denote the basic rectangle \([a_1, b_1] \times [a_2, b_2] \subseteq \mathbb{R}^2\). Let \( I \) denote any subrectangle of \( J \). Consider the set function \( F(I) \) defined by

\[
F(I) = f(d_1, d_2) - f(c_1, d_2) - f(c_2, d_1) + f(c_1, c_2)
\]

\[
:= \Delta c_1 \Delta c_2 f(x_1, x_2), \text{ where } x_1, x_2 \in I,
\]

and \( I = [c_1, d_1] \times [c_2, d_2] \).

Definition A.2.1. A subdivision \( \sigma \) of an interval \( I \) consists of a finite number of intervals having at most edges or vertices in common, whose sum or union is \( I \). A subdivision of the fundamental interval \( J \) obviously induces a subdivision on any subinterval \( I \). A subdivision will be called a net if it is determined by lines completely across \( I \) parallel to the coordinate axes, so that a net is determined by subdivision \( \sigma_x \) and \( \sigma_y \) of the projections of \( I \) on the coordinate axes. We shall denote a net by \( \sigma_1 \times \sigma_2 \).
Definition A.2.2. A real-valued function \( f \) on the rectangle \( J := [a_1, b_1] \times [a_2, b_2] \) is of bounded variation on \( J \) if \( \sum_{\sigma} F(I) = \sum_{\sigma} |\Delta_1 \Delta_2 f(I)| \) is bounded for all subdivisions \( \sigma \) of \( J \), where, if \( I = [c_1, d_1] \times [c_2, d_2] \), then

\[
F(I) = |\Delta_1 \Delta_2 f(I)| = |f(d_1, d_2) - f(c_1, d_2) - f(d_1, c_2) + f(c_1, c_2)|.
\]

What follows is a definition of bounded variation defined by Fréchet (1915). It is based on net subdivisions of intervals.

Definition A.2.3. A real-valued function \( f \) on \( J \) is said to be of Fréchet bounded variation if the expression

\[
\sum_{ij} \varepsilon_i \varepsilon_j' \Delta_1 \Delta_2 f(I_{ij})
\]

\[
= \sum_{ij} \varepsilon_i \varepsilon_j'[f(x_{i-1}, y_{i-1}) - f(x_i, y_{i-1}) - f(x_{i-1}, y_j) + f(x_i, y_j)]
\]

is bounded in \( \sigma_x \) and \( \sigma_y \) for all choices of \( \varepsilon_i = \pm 1, \varepsilon_j' = \pm 1 \). If \( f(x, y) \) is of Fréchet bounded variation on \( J \), then the Fréchet total variation \( FV(U) \) is the l.u.b. \( \sum_{\sigma_x \times \sigma_y} \varepsilon_i \varepsilon_j' \Delta_1 \Delta_2 f(I_{ij}) \) for all \( \varepsilon_i = \pm 1, \varepsilon_j' = \pm 1 \) and \( \sigma_x \times \sigma_y \) of \( J \). We shall denote the class of functions of Fréchet bounded variation by \( FBV \).

We note that \( FV(J) \) is also - g.l.b. \( \sum_{\sigma_x \times \sigma_y} \varepsilon_i \varepsilon_j' \Delta_1 \Delta_2 f(I_{ij}) \) since a change in the signs of all \( \varepsilon_i \) gives a negative value corresponding to any positive value of the sum.

If \( f(x, y) = g(x) + h(y) \), for all \( x, y \in I \), then \( \Delta_1 \Delta_2 f(I) = 0 \) for all \( I \) so that \( FV(J) = 0 \). If \( f(x, y) = g(x)h(y) \), for all \( x, y \in I \), then

\[
\sum_{ij} \varepsilon_i \varepsilon_j' \Delta_1 \Delta_2 f(I_{ij})
\]

\[
= \left[ \sum_i \varepsilon_i (g(x_i) - g(x_{i-1})) \right] \left[ \sum_j \varepsilon_j' (h(y_j) - h(y_{j-1})) \right].
\]
It follows that \( f(x, y) = g(x)h(y) \) is of FBV if and only if \( g \) and \( h \) are of bounded variation on \([a, a']\) and \([b, b']\), respectively, provided \( f \) and \( g \) are not constant functions. Since
\[
\sum_{ij} \varepsilon_i \varepsilon_j' \Delta_1 \Delta_2 f(I_{ij}) \leq \sum_{ij} |\Delta_1 \Delta_2 f(I_{ij})|,
\]
f will be of FBV if \( f \) is of bounded variation on \( J \), and \( FV(I) \leq V(J) \).

Next, we present a formula of integration by parts. For the proof of it we refer the reader to Hildebrandt, 1963, page 122.

**Theorem A.2.1.** If \( f(x) \) is continuous on \([a, a']\); if \( g(y) \) is bounded on \([b, b']\); if \( h(x, y) \) is of FBV on \([a, a'] \times [b, b']\) and of bounded variation in \( x \) for \( y = b \) (and so for all \( y \)); and if \( \int_b^{b'} g(y) d_x h(x, y) \) exists for all \( x \), then \( \int_a^{a'} f(x) d_x \int_b^{b'} g(y) d_y h(x, y) \) and \( \int_b^{b'} g(y) d_y \int_a^{a'} f(x) d_x h(x, y) \) both exist and are equal.

**Proof.** See Theorem 7.14, page 122, in Hildebrandt 1963, Chapter III.

### A.3 Some results on stochastic integrals

**Definition A.3.1.** A stochastic process \( \{X_t\}_{t \in T} \) is said to be of second order if \( EX^2(t) < \infty \) for all \( t \in T \).

**Definition A.3.2.** Let \( \{X_n\} \) be a sequence of random variables such that \( EX_n^2 < \infty \) for each \( n \). \( \{X_n\} \) is said to converge in quadratic mean (or in mean square) to a random variable \( X \), denoted \( X_n \overset{L^2}{\rightharpoonup} X \), if and only if \( E|X_n - X|^2 \to 0 \), as \( n \to \infty \).

**Theorem A.3.1.** Let \( \{X_n\} \) be a sequence of random variables which converges in quadratic mean to a random variable \( X \). Then, \( \lim_{n \to \infty} EX_n = EX \) and \( \lim_{n \to \infty} EX_n^2 = EX^2 \).
Proof. See Theorem 2.3.1 of Lukacs, 1975, Chapter II.

Theorem A.3.2. A sequence \( \{X_n\}_{n \geq 1} \) of random variables such that \( EX_n^2 < \infty \) for all \( n \), converges in quadratic mean if and only if \( \lim_{n, m \to \infty} EX_nX_m \) exists and is independent of the manner in which \( n \) and \( m \) tend to infinity.

Proof. See Corollary to Theorem 2.4.5 of Lukacs, 1975, Chapter II.

Proposition A.3.1. Let \( \{\psi(x), x \in \mathbb{R}\} \) be a second order stochastic process with mean zero and covariance function \( C(x, z) := E\psi(x)\psi(z) \). Let \( l \in C^1[0, 1] \), the set of continuous function on \([0, 1] \), having continuous first derivative, be a function of bounded variation over closed subintervals \([a, b]\) \( \subseteq [0, 1] \). Then

\[
(a) \quad E\left( \int_a^b \psi(x)dzl(x) \right)^2 = \int_a^b \int_a^b C(x, z)dzl(x)dzl(z) \quad \text{and}
\]

\[
(b) \quad E\left( \psi(x) \int_a^b \psi(z)dzl(x) \right) = \int_a^b C(x, z)dzl(x),
\]

provided the Riemann-Stieltjes integrals exist.

Proof. (a) Let \( S_n := \sum_{i=1}^{n} \psi(t_{i,n}^*)l(t_{i,n}) - l(t_{i-1,n}) \), where \( a = t_{0,n} < t_{1,n} < \ldots < t_{n,n} = b \) is a partition of \([a, b]\), such that \( \lim_{n \to \infty} \max_{1 \leq k \leq n} \Delta_k := \lim_{n \to \infty} \max_{1 \leq k \leq n} (t_{k,n} - t_{k-1,n}) = 0 \), and \( t_{i,n}^* \) is any point in each subinterval \([t_{k-1,n}, t_{k,n}]\). That the integral means that there exists an \( S \) such that, for any \( \varepsilon > 0 \), there exists \( \delta > 0 \) such that \( |S_n - S| < \varepsilon \) when \( \max_{1 \leq k \leq n} \Delta_k < \delta \), or, in other words, there exists \( \lim_{\max_{1 \leq k \leq n} \Delta_k \to 0} S_n \), for any choice of points \( t_{i,n}^* \) in each subinterval \([t_{k-1,n}, t_{k,n}]\).
Since \( E\psi(\xi) = 0 \) \( \forall \xi \in \mathbb{R} \), we have that \( ES_n = 0 \) for all \( n \). Also,

\[
E(S_n S_m) = E\left( \sum_{i=1}^{n} \sum_{j=1}^{m} \psi(t_{i,n}^{*}) \psi(t_{j,m}^{*}) (l(t_{i,n}) - l(t_{i-1,n}))(l(t_{j,m}) - l(t_{j-1,m})) \right) \\
eq \sum_{i=1}^{n} \sum_{j=1}^{m} E(\psi(t_{i,n}^{*}) \psi(t_{j,m}^{*}))(l(t_{i,n}) - l(t_{i-1,n}))(l(t_{j,m}) - l(t_{j-1,m})).
\]

As \( n, m \to \infty \),

\[
(A.3.1) \hspace{1cm} E(S_n S_m) \to \int_{a}^{b} \int_{a}^{b} E(\psi(t) \psi(s)) d_t l(t) d_s l(s)
\]

(independently of the manner in which \( n \) and \( m \) tend to infinity).

By Theorem A.3.2, \( S_n \overset{L^{2}}{\to} X \) for some random variable \( X \). Since this implies \( S_n \to X \) in probability, we have \( S = X \) a.s., i.e.,

\[
S_n \overset{L^{2}}{\to} \int_{a}^{b} \psi(x) d_x l(x), \text{ as } n \to \infty.
\]

By \( (A.3.1) \), \( \lim_{n \to \infty} E(S_n^2) = \int_{a}^{b} \int_{a}^{b} C(x, z) d_x l(x) d_z l(x) \), and, by Theorem A.3.1, this limit also equals \( E(S^2) = E\left( \int_{a}^{b} \psi(x) d_x l(x) \right)^2 \).

Part (b) can be proved in a similar way. \( \blacksquare \)

**Proposition A.3.2.** Assume the same conditions of Proposition A.3.1. Then,

\[
E\left( \int_{a}^{b} l(x) d_x \psi(x) \right)^2 = \int_{a}^{b} l(x) d_x \left[ \int_{a}^{b} l(z) d_z C(x, z) \right]
\]

\[
= \int_{a}^{b} \int_{a}^{b} l(x) l(z) d_x d_z C(x, z).
\]
Proof. Using integration by parts we get

\[ E \left( \int_a^b l(z) d_z \psi(z) \right)^2 = E \left( l(b) \psi(b) - l(a) \psi(a) - \int_a^b \psi(z) d_z l(z) \right)^2 \]

\[ = l^2(b) C(b, b) + l^2(a) C(a, a) + E \left( \int_a^b \psi(z) d_z l(z) \right)^2 \]

\[ - 2l(a) l(b) C(a, b) - 2l(b) E \left( \psi(b) \int_a^b \psi(z) d_z l(z) \right) \]

\[ + 2l(a) E \left( \psi(a) \int_a^b \psi(z) d_z l(z) \right). \]

On the other hand,

\[ \int_a^b l(z) d_z \left[ \int_a^b l(z) d_z C(z, z) \right] \]

\[ = \int_a^b l(z) d_z \left\{ l(b) C(z, b) - l(a) C(z, a) - \int_a^b C(z, z) d_z l(z) \right\} \]

\[ = l(b) \int_a^b l(z) d_z C(z, b) - l(a) \int_a^b l(z) d_z C(z, a) - \int_a^b l(z) d_z \left[ \int_a^b C(z, z) d_z l(z) \right] \]

\[ = l(b) \left[ l(b) C(b, b) - l(a) C(a, b) - \int_a^b C(z, b) d_z l(z) \right] - l(a) \left[ l(b) C(b, a) - l(a) C(a, a) - \int_a^b C(z, a) d_z l(z) \right] \]

\[ - l(z) \int_a^b C(z, z) d_z l(z) \bigg|_a^b - \int_a^b \left( \int_a^b C(z, z) d_z l(z) \right) d_z l(z) \]

\[ = l^2(b) C(b, b) - 2l(a) l(b) C(a, b) - l(b) \int_a^b C(z, b) d_z l(z) + l^2(a) C(a, a) \]

\[ + l(a) \int_a^b C(z, a) d_z l(z) - l(b) \int_a^b C(b, z) d_z l(z) + l(a) \int_a^b C(a, z) d_z l(z) \]
\[
+ \mathbb{E} \left[ C(x, z) dz l(z) dz l(x) \right].
\]

Since \( C(x, y) = C(y, x) \) for all \( x, y \), we have that the result follows by Proposition A.3.1. ■

Let \( \{B_G(x, y), x, y \in [0, 1]\} \) be a Brownian bridge associated with the distribution function \( G \), i.e. \( B_G \) is a separable Gaussian process with \( EB_G(x, y) = 0 \) and

\[
EB_G(z, y)B_G(s, t) = G(z \wedge s, y \wedge t) - G(z, y)G(s, t).
\]

Let \( [a, b] \times [c, d] \) be a subinterval of \([0, 1] \times [0, 1]\) and

\[(A.3.2) \quad \psi(x) := \int_c^d l_2(y) dy B_G(z, y), \quad z \in [a, b],
\]

where \( l_2 \in C^1[0, 1] \) and is of bounded variation on any \([c, d] \subseteq [0, 1]\). We compute \( E\psi(x)\psi(z) \).

Using integration by parts we have

\[
E\psi(x)\psi(z) = E \left( l_2(d)B_G(z, d) - l_2(c)B_G(z, c) - \int_c^d B_G(z, y) dy l_2(y) \right)
\]

\[
\times \left( l_2(d)B_G(z, d) - l_2(c)B_G(z, c) - \int_c^d B_G(z, w) dw l_2(w) \right)
\]

\[
= l_2^2(d)(G(z \wedge z, d) - G(z, d)G(z, d)) - l_2(c)l_2(d)[G(z \wedge z, c) - G(z, d)G(z, c)]
\]

\[
- l_2(d) \int_c^d [G(z \wedge z, w) - G(z, d)G(z, w)] dw l_2(w)
\]

\[
- l_2(c)l_2(d)(G(z \wedge z, c) - G(z, c)G(z, d))
\]

\[
+ l_2^2(c)(G(z \wedge z, c) - G(z, c)G(z, c))
\]

\[
+ l_2(c) \int_c^d [G(z \wedge z, c) - G(z, c)G(z, w)] dw l_2(w)
\]
\[- l_2(d) \int_c d_y \left[ G(z \wedge z, y) - G(z, d)G(z, y) \right] l_2(y) \]

\[+ l_2(c) \int_c d_y \left[ G(z \wedge z, c) - G(z, c)G(z, y) \right] l_2(y) \]

\[+ \int_c \int_c d_y d_y l_2(y) \left[ G(z \wedge z, w \wedge y) - G(z, y)G(z, w) \right] d_w l_2(w) l_2(y) \]

\[= \left\{ l_2^2(d)G(z \wedge z, d) - l_2(c)l_2(d)G(z \wedge z, c) - l_2(d) \int_c G(z \wedge z, y) d_y l_2(y) \right. \]

\[- l_2(c)l_2(d)G(z \wedge z, c) + l_2^2(c)G(z \wedge z, c) \]

\[+ l_2(c) \int_c G(z \wedge z, c) d_y l_2(y) - l_2(d) \int_c G(z \wedge z, w) d_w l_2(w) \]

\[+ l_2(c) \int_c G(z \wedge z, c) d_w l_2(w) + \int_c \int_c G(z \wedge z, y \wedge w) d_w l_2(w) d_y l_2(y) \right\} \]

\[- \left\{ l_2^2(d)G(z, d)G(z, d) - l_2(d)l_2(c)G(z, d)G(z, c) \right. \]

\[- l_2(d) \int_c G(z, d)G(z, y) d_y l_2(y) - l_2(c)l_2(d)G(z, d)G(z, c) \]

\[+ l_2^2(c)G(z, c)G(z, c) + l_2(c) \int_c G(z, c)G(z, y) d_y l_2(y) \]

\[- l_2(d) \int_c G(z, d)G(z, w) d_w l_2(w) + l_2(c) \int_c G(z, c)G(z, w) d_w l_2(w) \]

\[+ \int_c \int_c G(z, y)G(z, w) d_w l_2(w) d_y l_2(y) \right\} \]

\[= \int_c l_2(y) d_y \left[ l_2(d)G(z \wedge z, y) - l_2(c)G(z \wedge z, c) - \int_c G(z \wedge z, y \wedge w) d_w l_2(w) \right] \]
\[ \int_{z}^{d} l_2(y) d_y \left[ l_2(c) G(x, y) G(z, d) - l_2(c) G(z, y) G(z, c) \right] \\
- \int_{z}^{d} G(x, y) G(z, w) d_w l_2(w) \]

\[ = \int_{z}^{d} l_2(y) d_y \left[ \int_{z}^{d} l_2(w) d_w G(x \wedge z, y \wedge w) \right] \\
- \int_{z}^{d} l_2(y) d_y \left[ \int_{z}^{d} l_2(w) d_w G(x, y) G(z, w) \right] \\
= \int_{z}^{d} l_2(y) d_y \left[ \int_{z}^{d} l_2(w) d_w [G(x \wedge z, y \wedge w) - G(x, y) G(z, w)] \right], \]

i.e.

(A.3.3) \[ E(\psi(x), \psi(y)) = \int_{z}^{d} l_2(y) d_y \left[ \int_{z}^{d} l_2(w) d_w E B_G(x, y) B_G(z, w) \right]. \]

Let \( l_1 \in C^1[0, 1] \) be of bounded variation on any interval \([a, b] \subseteq [0, 1]\). By (A.3.3) and Proposition A.3.2, we have

\[ E \left( \int_{a}^{b} l_1(x) d_x \left[ \int_{z}^{d} l_2(y) d_y B_G(x, y) \right] \right)^2 = \]

\[ = \int_{a}^{b} l_1(x) d_x \left[ \int_{a}^{b} l_1(x) d_x \left[ \int_{a}^{b} l_2(y) d_y \left[ \int_{z}^{d} l_2(w) d_w E B_G(x, y) B_G(z, w) \right] \right] \right] \]

\[ = \int_{a}^{b} l_1(x) d_x \left[ \int_{a}^{b} l_1(x) d_x \left[ \int_{a}^{b} l_2(y) d_y \left[ \int_{z}^{d} l_2(w) d_w [G(x \wedge z, y \wedge w) - G(x, y) G(z, w)] \right] \right] \right] \]

\[ = \int_{a}^{b} l_1(x) d_x \left[ \int_{a}^{b} l_1(x) d_x \left[ \int_{a}^{b} l_2(y) d_y \left[ \int_{z}^{d} l_2(w) d_w [G(x \wedge z, y \wedge w) - G(x, y) G(z, w)] \right] \right] \right] \]
\[ G(z \land z, y)G(z \land z, w)] \]
\[ + \int_{l_1(z)dx} \int_{l_2(y) dy} \int_{l_2(w) dw} G(x \land z, y)G(z \land z, w) \]
\[ \int_{l_1(z)dx} \int_{l_2(y) dy} \int_{l_2(w) dw} G(z, y)G(z, w) \]
\[ = \int_{l_1(z)dx} \int_{l_1(z)dx} E(\int_{l_2(y) dy} B_G(x \land z, y))^2 \]
\[ \int_{l_1(z)dx} \int_{l_1(z)dx} \left( \int_{l_2(y) dy} G(x \land z, y) \right)^2 \]
\[ \int_{l_1(z)dx} \int_{l_1(z)dx} \left( \int_{l_2(y) dy} G(z, y) \right) \]

i.e.,
\[ E\left(\int_{l_1(z)dx} \int_{l_2(y) dy} B_G(x, y)\right)^2 = \int_{l_1(z)dx} \int_{l_1(z)dx} \int_{l_2(y) dy} G(x \land z, y) \]
\[ \int_{l_1(z)dx} \int_{l_2(y) dy} G(z, y) \]

(A.3.4) \[ := I_1 - I_2. \]

By Theorem A.2.1 and Proposition A.3.1, we have

(A.3.5)
\[ I_1 = \int_{l_2(y) dy} \int_{l_1(z)dx} \int_{l_1(z)dx} \left[ G(x \land z, y) - G(z, y)G(z, y) \right] \]
\[ + \int_{l_1(z)dx} \int_{l_1(z)dx} \int_{l_2(y) dy} G(z, y)G(z, y) \]
\[ = \int_{l_2(y) dy} E\left(\int_{l_1(z)dx} B_G(x, y)\right)^2 \]
\[ + \int_0^d l_2^2(y) dy \left[ \int_0^b l_1(x) dx \left[ \int_0^b l_1(x) dx G(x, y) G(z, y) \right] \right] \]
\[ = \int_0^d l_2^2(y) dy \left[ \int_0^d l_1^2(x) dx G(z, y) - \left( \int_0^b l_1(x) dx G(x, y) \right)^2 \right] \]
\[ + \int_0^d l_2^2(y) dy \left[ \int_0^b l_1(x) dx \left[ \int_0^b l_1(x) dx G(x, y) G(z, y) \right] \right] \]
\[ = \int_0^d \int_0^d l_1^2(x) l_2^2(y) dx dy G(z, y). \]

Hence, by (A.3.4) and (A.3.5), we have that

\[ E\left( \int_0^b l_1(x) dx \left[ \int_0^d l_2(y) dy B_G(x, y) \right] \right)^2 \]
\[ = \int_0^d \int_0^d l_1^2(x) l_2^2(y) dx dy G(z, y) - \left( \int_0^b l_1(x) dx \left[ \int_0^d l_2(y) dy G(x, y) \right] \right)^2. \]
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