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Abstract

A good separator leads to good partitioning. A graph separator is a set of vertices or edges whose removal divides an input graph into components of bounded size. In particular, we consider connected planar graphs with costs and weights on vertices, where weights are used to estimate the sizes of the components and costs are used to estimate the quality of the separator. In this thesis, we describe a new algorithm for computing vertex separators in planar graphs. Also, we introduce a tuning technique that results in considerable reduction of the cost of the produced separators. As an application, we design an algorithm to construct an edge separator. More importantly, we show new theorems of vertex and edge separators that have theoretically guaranteed upper bounds both on the quality of the partitions and on the time needed to find them. We show that our partitioning algorithms are efficient, effective, and easy to implement.
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Chapter 1

Introduction

This chapter presents motivation and scope of our research, and organization of this thesis.

1.1 Motivation

Many problems can be represented by means of graphs. For example communications in computer networks can be interpreted as graphs in a natural way. Routing in computer networks is basically a shortest path problem in graphs. Graph partitioning is a basic tool in the design of efficient algorithms for solving algorithmic as well as application problems. Informally, the problem consists of finding, in an input graph $G$, a small set of vertices or edges, called a separator, whose removal divides $G$ into two or more components of roughly equal sizes. A variety of algorithms for solving combinatorial problems are based on the divide-and-conquer strategy combined with an efficient use of graph separation on planar graphs. Such algorithms include the shortest path problem for planar or near-planar graphs [8, 14, 30], divide-and-conquer algorithms in computational geometry [15], efficient parallel factorization of sparse matrices [17, 18], problems in computational complexity [39], and algorithms for finding a VLSI layout design that minimizes the chip area [3, 37]. In scientific
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computing, graph separation is used to find a distribution of the data among the processors in a high performance computing system that balances the load and minimizes the interprocessor communication.

To the author's interest, one of the applications of graph partitioning is in geographical information systems (GISs). A common data structures used in many GISs is the triangular irregular network (TIN), a triangulation of a point set representing a geographical region. A small sample graph in TIN format is shown in Figure 1.1. Many problems on TINs translate to solving problems on planar graphs, and hence graph partitioning is one of the main tools in designing efficient solutions for such problems.

![Figure 1.1: A sample TIN graph](image)

The goal of this work is to develop and do experiments with techniques that increase the speed of graph partitioning algorithms and/or improve the quality of the partitioning.
1.2 Scope of the Research

This thesis is focused on the study of partitioning planar graphs with costs and weights on vertices. Let $G = (V, E)$ be an $n$-vertex connected planar graph with real-valued positive weights $w(v)$ and costs $c(v)$ associated with its vertices. Let $t$ be a real in $(0, 1)$. A set of vertices (edges) $S$ is called a $t$-separator if their removal from $G$ leaves no component of weight exceeding $tw(G)$. Figure 1.2 shows an example.

![Figure 1.2: Vertex separator and edge separator: (a) graph $G$ and its vertex separator $S$ shown in bold. (b) removal of vertices in $S$ and their adjacent edges partitions $G$ into 2 pieces. (c) graph $G$ and its edge separator $ES$ shown in bold. (d) removal of $ES$ partitions $G$ into 2 pieces.]

The cost of $t$-separator is the sum of the costs of vertices (edges) in the separator. Another requirement in terms of the quality of such separator is the cost of a separator need to be as small as possible.

In this thesis, we introduce a new approach for constructing such a vertex $t$-separator of $G$ and design an algorithm for it. Besides, we develop a technique, namely “cost-reducing technique”, to reduce the cost of separator. Furthermore, we design an algorithm to obtain an edge $t$-separator from vertex $t$-separator. Our theorems of vertex $t$-separator and edge $t$-separator, developed in this research, have
theoretically guaranteed upper bounds both on the quality of the partitions and on the time needed to find them. The cost (size) of the separator is asymptotically optimal for the class of planar graphs.

We have implemented the algorithm for constructing a vertex $t$-separator of $G$ where (1) costs and weights are 1.0, (2) costs are 1.0, and weights are random numbers in range $[1.0, 100.0]$, (3) costs are random numbers in range $[1, 100]$ and weights are random numbers in range $[1.0, 100.0]$. We have also implemented the algorithm for constructing an edge $t$-separator of $G$ where the cost of a vertex is its degree (it is the number of edges incident to a vertex), and the weight of a vertex is either 1.0 or a random number in the range $[1.0, 100.0]$. We have conducted extensive experiments on different kinds of planar graphs to test these algorithms in terms of the quality of the separators and the time to construct them. Finally, we have made our conclusions of this research after discussing the experimental results.

In this thesis, the terms vertex separator and vertex $t$-separator are used interchangeably. So are the terms edge separator and edge $t$-separator.

1.3 Organization of the Thesis

The rest of this thesis is organized as follows: Chapter 2 first introduces the preliminaries. Second, it presents related work in the graph separator field such as the key results of planar graph separation, results of near-planar graph separation, graph partitioning algorithms with heuristics, and our contributions. Many well-known separator theorems of planar graphs are described. At last, Chapter 2 presents previous results employed in our algorithm and implementation. This includes Aleksandrov and Djidjev’s fundamental-cycle algorithm[2], breadth-first search, Dijkstra’s single source shortest path algorithm, heaps, and bin packing problem.

Chapter 3 describes an algorithm on how to construct a vertex separator. It shows our vertex separator theorem for planar graphs with costs and weights on vertices. This theorem theoretically guarantees the upper bounds both on the quality of the
partitions and on the time needed to find them. The complexity of the algorithm is analyzed.

Chapter 4 introduces a cost-reducing technique for tuning our algorithm to considerably reduce the cost of the produced separator. Chapter 5 first presents how our vertex separator theorem captures many existing results on vertex separators. Then, it introduces an application of the vertex separator theorem: constructing an edge separator. Furthermore, it describes an algorithm to find edge separator from vertex separator, and introduces our edge separator theorem. At last, it shows that our edge separator theorem captures many existing results on edge separators.

Chapter 6 provides relevant details on the implementation of vertex and edge partitioning algorithms and discussion on our experimental results. It starts with the major design decisions we made for the implementation, followed by describing the goal of our experiments, the system environment, what we have implemented, and the experiments we have conducted. It ends with some experimental results, our observation and analysis.

Chapter 7 presents the conclusions and limitations of this thesis, and a short discussion on future work.

Briefly summing up, this chapter introduces the motivation of our research, the scope of our research, and the organization of this thesis.
Chapter 2

Background on Graph Separation

This chapter is focused on introducing the background on graph separation. It begins with preliminaries where notations and terminologies are introduced. Then, it presents the related work of graph separation, including the key results of planar graph separation, results of near-planar graphs, and some well-known graph partitioning algorithms with heuristics. It briefly shows our contributions to planar graph separation. At last, it reviews the previous results including algorithms and data structures that are employed in our algorithm and implementation.

2.1 Preliminaries

In this section, we introduce some notations and terminologies related to graph. A Graph \( G = (V, E) \) consists of a set of vertices \( (\text{nodes}) \) and a set of edges, denoted by \( V \) and \( E \), respectively. An edge is an unordered pair of distinct vertices. Vertex \( v \) and \( w \) are adjacent if \( (v, w) \) is an edge. An edge is incident to both of its endpoints. A path of length \( k \) with endpoints \( v_0 \) and \( v_k \) of \( G \) is a sequence of vertices \( v_0, v_1, v_2, \ldots, v_k \) such that for \( 1 \leq i \leq k \), \( (v_{i-1}, v_i) \) is an edge of \( G \). If all the vertices \( v_0, v_1, v_2, \ldots, v_k \) are distinct, the path is simple. If \( v_0 \) and \( v_k \) are identical, the path is a cycle. The distance from \( v_0 \) to \( v_k \) is the length of the shortest path from \( v_0 \) to \( v_k \). The distance
is infinite if \( v_0 \) and \( v_k \) are not connected by a path.

Graph \( G_1 = (V_1, E_1) \) is a subgraph of graph \( G_2 = (V_2, E_2) \) if \( V_1 \subseteq V_2 \) and \( E_1 \subseteq E_2 \). A graph is connected if there exists a path between any two vertices of it. The connected components of a graph are its maximal connected subgraphs.

\[
\begin{array}{c}
\text{(a)} & \quad & \text{(b)}
\end{array}
\]

\( A \quad B \quad C \quad E \quad D \)

---

A graph is said to be embedded in a surface \( S \) when it is drawn on \( S \) so that no two edges intersect. A graph is planar if it can be embedded in a plane; a plane graph has already been embedded in the plane. The graph in Figure 2.1(a) is planar since it is isomorphic to the plane graph in Figure 2.1(b). Kuratowski [27] proved that a graph is planar if and only if it contains neither a complete graph on five vertices (Figure 2.2(a)) nor a complete bipartite graph on two sets of three vertices (Figure 2.2(b)) as a generalized subgraph. Every graph is embeddable on some orientable surface. This can easily be seen by drawing an arbitrary graph in the plane, possibly with edges that cross each other, and then attaching a handle to the plane at each crossing and allowing one edge to go over the handle and the other under it. Figure 2.3 shows an embedding of \( K_5 \) in a plane to which one handle has been attached. The genus \( g(G) \) of a graph \( G \) is the minimum number of handles which must be added to
a sphere so that \( G \) can be embedded on the resulting surface. \( g(G) = 0 \) if and only if \( G \) is planar. Homeomorphic graphs have the same genus. A finite element graph is any graph formed from a planar embedding of a planar graph by adding all possible diagonals to each face [38]. See Figure 2.4 for an example in two dimensions.

A tree is a connected graph containing no cycles. Generally, a distinguished vertex, namely the root is specified. On a tree \( T \) rooted at vertex \( \rho \), if vertex \( u \) is on a simple path from \( \rho \) to \( v \), \( u \) is an ancestor of \( v \) and \( v \) is a descendant of \( u \). In addition, if \((u, v)\) is an edge of \( T \), then \( u \) is the parent of \( v \) and \( v \) is a child of \( u \). The radius of a
rooted tree is the maximum distance of any vertex from the root. A spanning tree $T$ of a graph $G$ is a tree containing all the vertices of $G$. It partitions the edge set $E(G)$ into two sets: tree edge and non-tree edge sets. Any non-tree edge with some of the tree edges forms a unique simple cycle, called fundamental cycle or $T$-cycle. Figure 2.5 shows a graph and its spanning tree. Assume tree $T$ has radius $r$, a fundamental cycle of $T$ has at most $2r + 1$ vertices if containing the root of $T$, or at most $2r - 1$ vertices otherwise.

2.2 Related Work

Graph partitioning has been an active field of research for more than two decades. Separator theorems have been proved for both planar graphs and non-planar graphs, including graphs of bounded genus [2, 19], a separator theorem for the class of chordal graphs [20], and separator theorems for geometric graphs in two and three dimensions.
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Figure 2.5: A graph $G$ and its spanning tree $T$ rooted at $p$. Bold edges are tree edges. Edge $(u, v)$ is a tree edge and $u$ is the parent of $v$, and $u$ is the ancestor of both $v$ and $w$. Clearly, any non-tree edge forms one fundamental cycle with edges of $T$.

[45, 44]. Among many algorithms designed and developed for graph partitioning so far, most of them are only for graph bisection, i.e. vertices of a graph are separated into two halves. They are intended to be applied recursively by bisecting each half of vertices until the partitions are small and numerous enough.

The focus of our research is to develop and implement a vertex separator algorithm for any planar graph with real-valued positive costs and weights on vertices. Our algorithm have the flexibility of separating the graph into any number of pieces and it does not apply recursive bisection. It extends the results of Lipton and Tarjan[38], and Djidjev[9] and Aleksandrov[2]. In this section, we first introduce the key results of planar graph separation. Second, we review the results of near-planar graph separation. Third, we briefly introduce some key algorithms designed and developed for graph partitioning using heuristic methods.

2.2.1 Key Results on Planar Graph Separation

Planar graph partitioning is the focus of our interest. Our work extends the results of Lipton and Tarjan[38], and Djidjev[9].
2.2.1.1 Lipton and Tarjan's Planar Separator Theorem

Lipton and Tarjan were first to formally study the graph partitioning problem in [38], where they introduced the notion of a graph separator. They showed that in any $n$-vertex planar graph with nonnegative vertex weights summing to $w(G)$, there exists a separator of no more than $\sqrt{3n}$ vertices whose removal divides the graph into two components none of whose weight is more than $(2/3)w(G)$. This theorem, which we called “main” theorem of Lipton and Tarjan, forms the basis of all known separator theorems for planar graphs. They extended their main theorem to graph bisections by showing that in any $n$-vertex planar graph with nonnegative vertex weights summing to $w(G)$, there exists a separator of no more than $\sqrt{3n}(1 - \sqrt{2}/3)$ vertices whose removal divides the graph into two components none of whose weight exceeds $(1/2)w(G)$. In addition, Lipton and Tarjan applied their theorem to finite element graphs. They showed that in any $n$-vertex finite element graph with nonnegative vertex costs summing to $w(G)$, suppose no element of $G$ has more than $k$ boundary vertices, there exists a separator of no more than $4k/3\sqrt{n}$ vertices whose removal divides the graph into two components none of whose weight exceeds $(2/3)w(G)$.

Furthermore, Lipton and Tarjan described applications of the main theorem in [39]. For instance, their main theorem can be applied for an efficient algorithm for finding maximum independent sets in planar graphs, pebbling, and lower bounds on the complexity of planar Boolean circuits. The definitions of those problems are given next to be self-contained.

*Maximum independent set* problem is to find a maximum number of pairwise non-adjacent vertices in a planar graph. *Pebbling* is a one-person game that arises in register allocation problems[51], the conversion of recursion to iteration[47], and the study of time-space tradeoffs[48]. The games involves placing pebbles on the vertices of a directed acyclic graph $G$ according to certain rules. A given step of the game consists of either placing a pebble on an empty vertex of $G$ (i.e. pebbling the vertex) or removing a pebble from a previously pebbled vertex. A vertex may be pebbled only if all its predecessors have pebbles. The object of the game is to successively pebble
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each vertex of $G$ (in any order) subject to the constraint that at most a given number of pebbles are ever on the graph simultaneously. In application, pebbles correspond to memory units and the objective is to minimize the total memory needed in order to carry out the computation represented by $G$. A Boolean circuit is an acyclic directed graph such that each vertex has in-degree zero or two, the predecessors of each vertex are ordered, and corresponding to each vertex $v$ of in-degree two is a binary Boolean operation $b_v$. With each vertex of the circuit we associate a Boolean function which the vertex computes. The circuit computes the set of functions associated with its vertices of out-degree zero(output).

2.2.1.2 Djidjev's Contribution

Djidjev improved the bound on the size of the separator to $\sqrt{6n}$ in [11] compared to $\sqrt{8n}$, the bound that Lipton and Tarjan proved. In many applications, there are costs and weights associated with vertices of a graph. For instance, cost might be used to represent the amount of data exchanged between communication of processes in a distributed system. Djidjev[9] generalized Lipton and Tarjan's results to planar graphs with costs and weights on vertices, whereas costs are used to evaluate the size of the separator and weights are used to evaluate the sizes of the components. The main theorem in [9] states that in a planar graph $G$ with non-negative vertex weights and costs there exists a vertex set of total cost $\sqrt{8} \sqrt{\sum_{v \in V} (c(v))^2}$ whose removal leaves no component of weight exceeding $(2/3)w(G)$, where $c(v)$ denotes the cost of a vertex $v$. Moreover, it is shown that this bound is tight up to a constant factor, and the partition can be computed in linear time. Besides, Djidjev showed that his main theorem in [9] implied a 1/2-separator theorem with a bound on the cost of the separator increased only by a constant factor. It states that in any planar graph $G$ with non-negative vertex weights and costs, there exists a 1/2-vertex separator of $G$ of cost $O(\sqrt{\sum_{v \in V} (c(v))^2})$, which can be found in $O(|G|)$ time.

Djidjev [9] applied his theorem to solve graph embedding problem, pebbling problem, and multi-commodity flow problem, etc. Many problems in VLSI design and in network simulation can be formulated as graph embedding problems. In case of
planar graphs or graphs of bounded genus, one can use Djidjev’s graph separation results to find embedding with good properties. The multi-commodity flow problem is related to optimally routing several different commodities in a network in order to satisfy a given set of demands. The total amount of flow through any of the edges should not exceed the capacity of that edge. Approximation algorithms exist that find whether there exists a feasible flow (flow that satisfies the demands and obeys all capacity constraints).

### 2.2.2 Graph Separator Theorems

Separator theorems have been proved for graphs of bounded genus [2, 19]. Gilbert et al. [19] introduced a graph separator theorem for graphs of bounded genus. They showed that a graph of genus \( g \) with \( n \) vertices has a set of at most \( 6\sqrt{gn} + 2\sqrt{2n} + 1 \) vertices whose removal leaves no component with more than \( 2n/3 \) vertices. They showed that such a separator can be found in \( O(n + g) \) time for a given embedding of \( G \) in its genus surface. Then, they extended this theorem by allowing weights on vertices of \( G \). They showed that in any \( n \)-vertex graph \( G \) of genus \( g \) whose vertices have nonnegative weights, the vertices of \( G \) can be partitioned into three sets \( A, B, \) and \( C \) such that no edges joins a vertex in \( A \) with a vertex in \( B \), \( C \) contains \( O(\sqrt{gn}) \) vertices, and neither \( A \) nor \( B \) contains more than half the total weight. The set \( C \) can be found in \( O(n + g) \) time. One example of this theorem is to find an approximately maximum independent set \( I \) in a graph of genus \( g \).

Meanwhile, Aleksandrov and Djidjev [2] introduced their graph separator theorem for graphs of bounded genus. They showed that in any \( n \)-vertex graph \( G \) with nonnegative vertex weights, \( I(G) \) is a 2-cell embedding of \( G \) on an orientable surface of genus \( g \), for any \( t \in (0, 1) \) there exists a \( t \)-separator of \( G \) of no more than \( 4\sqrt{(g + 1/t)n} \) vertices. The separator can be found in \( O(n + g) \) time, given \( I(G) \).

A separator theorem has been proved for the class of chordal graphs [20]. Gilbert et al. [20] found that a chordal graph with \( n \) vertices and \( m \) edges can be cut into half by removing \( O(\sqrt{m}) \) vertices. A chordal graph is an undirected graph if every
cycle of length at least four has a chord, which is an edge joining two vertices that are not adjacent on the cycle. Chordal graphs have also been called triangulated graphs, monotone transitive graphs, rigid circuit graphs, and perfect elimination graphs. A clique of a graph is its maximal complete subgraph [28]. Figure 2.6 gives an example of clique. Gilbert et al. proved that a chordal graph $G$ has $n$ vertices and $m$ edges, and with $p$ vertices in its largest clique, suppose nonnegative weight are on vertices and the sum of the weights is $n$. $G$ contains a clique whose removal leaves no connected component of weight more than $n/2$. Unless $n = 1$, the clique can be chosen to have at most $p - 1$ vertices.

![Figure 2.6: (a), (b), (c), and (d) show a clique as a double-line triangle.](image)

Other kinds of graphs that can be partitioned evenly by deleting $o(n)$ vertices are trees ($O(1)$ vertices [22, 34]), outerplanar graphs ($O(1)$ vertices [33]), hypercubes ($O(n/\sqrt{\log n})$ vertices [21]), etc. Also, separator theorems have been proved for geometric graphs in two and three dimensions [45, 44].

### 2.2.3 Graph Partitioning Algorithms with Heuristics

Finding optimal solution to graph partitioning is NP-hard, and finding good graph separators in practice can be very expensive. A number of researchers, mainly working in the scientific computing area, have designed and implemented graph partitioning algorithms which are based on heuristics, for instance, the Kernighan-Lin method [36], genetic algorithms[40], or combinations of different methods (see [4] for a survey of results).
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Informally, there are two classes of partitioning heuristics, depending on the information available about the graph, for instance coordinate information. For graphs with coordinate information, the partitioning heuristics are geometric in the sense that nodes of graphs lie in the plane, then the algorithms seek either a line or a circle that divide the nodes in half, with (about) half the nodes on one side of the line or circle, and the rest on the other side. All these algorithms work by trying to find a geometric middle of the nodes and then pass a line (or plane) or a circle (or sphere) through this middle point. Note that these algorithms completely ignore where the edges are and implicitly assume the edges connect nearby nodes only. Geometric Mesh Partitioning by Gilbert et al.\cite{gilbert1993} is in this category. On the other hand, graphs without coordinate information require combinatorial rather than geometric algorithms to partition them. Some well-known algorithms such as Kernighan-Lin algorithm\cite{kernighan1970}, Recursive-spectral Bisection\cite{vavasis1985}, and METIS\cite{karypis1998} are in this category. In the rest of this subsection, we're going to review Geometric Mesh Partitioning by Gilbert et al, Kernighan-Lin algorithm, Recursive Spectral Bisection, and METIS by Karypis and Kumar, etc.

2.2.3.1 Geometric Mesh Partitioning

Gilbert et al.\cite{gilbert1993} introduced a Matlab implementation\footnote{Matlab implementation of Geometric Mesh Partitioning is available electronically via anonymous FTP from ftp.parc.xerox.com at /pub/gilbert/meshpart.uu} of a partitioning algorithm, namely Geometric Mesh Partitioning, for geometric graphs (graphs whose embedding in two or three dimensions satisfies certain requirements) based on the theoretical work of Miller, Teng, Thurston, and Vavasis\cite{miller1988,thurston1990}, who showed that certain classes of “well-shaped”\footnote{“Well shaped” mesh means that for instance, a mesh having bounded aspect ratio or having angles that are not too small or too large.} finite element meshes have good separators. The algorithm partitions a $d$-dimensional mesh by finding a suitable sphere in $d$-space, and dividing the vertices into those interior and exterior to the sphere. The cutting sphere is found by a randomized algorithm that involves a conformal mapping of the points on the surface of a sphere in $(d + 1)$-space. The algorithm is simplified as follows:
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Geometric Mesh Partition Algorithm

**Input** - The (x,y) coordinates for every vertex in the graph

**Output** - The vertices in the original graph are divided into three sets A, B, and C, where A and B don’t share an edge and C is a separator whose removal disconnects all paths from A to B.

**Algorithm**

1. Map the points from $R^2$ onto a unit sphere in $R^3$.
2. Determine the center-point\(^3\) for the points in $R^3$.
3. Rotate and scale the points so that the center-point is at the origin.
4. Find a cutting plane that goes through the center-point.
5. Project down to $R^2$ the points and cutting plane from step 4.
6. Determine sets A, B, and the separator C

Gilbert et al.\(^{[16]}\) claimed that first, though the theory behind the geometric partitions is fairly complicated, the algorithms themselves are quite simple and easy to implement. Second, the implementation can be made quite efficient. Third, the produced partitions are good.

2.2.3.2 Kernighan and Lin Algorithm

The idea of Kernighan and Lin algorithm [36] is to partition the vertex set of a graph into two groups A and B. Within both groups, then look for sequences of swaps of vertices that reduce the number of edges to be removed. Figure 2.7 shows an example.

\(^3\)Point $q$ is a *Radon point* \(^{[13]}\) of a set $P$ of points in $R^d$ if $P$ can be partitioned into two disjoint subsets $P_1$ and $P_2$ such that $q$ lies in the intersection of the convex hull of $P_1$ and the convex hull of $P_2$. The idea of the center-point heuristic is to repeatedly replace randomly chosen groups of $d+2$ points with their Radon points. Eventually the set is reduced to a single point, which is the approximate center-point.
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Figure 2.7(a) shows a graph abstracted as a circle and a separator represented by the curly vertical line in the middle. The separator partitions the vertex set into two groups: $A$ and $B$. $A_1$ and $B_1$ are identified as subgroups of $A$ and $B$, respectively. Swapping vertices in $A_1$ and $B_1$, i.e. $A_1$ becomes a subgroup of $B$ and $B_1$ becomes a subgroup of $A$, will reduce the number of edges to be removed. Figure 2.7(b) shows the resulting separator after swapping $A_1$ and $B_1$.

Figure 2.7: Illustrate Kernighan and Lin Algorithm: (a) a graph is abstracted as a circle and a separator, represented by the curly vertical line in the middle, partitions the graph in to $A$ and $B$. Identify $A_1$ and $B_1$ as subgroups of $A$ and $B$, respectively. Swapping $A_1$ and $B_1$, i.e. $A_1$ becomes a subgroup of $B$ and $B_1$ becomes a subgroup of $A$, will reduce the number of edges to be removed. (b) the resulting separator after swapping $A_1$ and $B_1$.

2.2.3.3 Recursive Spectral Bisection

Pothen et al. [46] proposed one of the most successful heuristic techniques - Recursive spectral bisection (RSB) - for finding a minimum cut graph bisection. This method has been widely used in practice [50, 52] especially for unstructured finite element meshes. The general form of a class of these algorithms is described here:

**Function Recursive Bisection**

**Input** - A graph $G = (V, E)$ and $p =$ number of groups($p = 2^n$)
1. Find an optimal bisection (spectral bisection), $G'$ and $G''$ of $G$

2. While ($|G'| > |V|/p$)
   (a) Perform Recursive Bisection($G'$)
   (b) Perform Recursive Bisection($G''$)

3. Return the subgraphs $G_1, G_2, \ldots, G_p$

### 2.2.3.4 METIS

In spite of the extensive algorithmic work on constructing separators or using them in the design of other combinatorial algorithms, there is very little work on the efficient implementation of partitioning algorithms. Software packages containing implementations of such type of algorithms include Chaco [31] ⁴, and METIS [49]. METIS⁵ is the name of the software implementation of the methodology of Karypis and Kumar [25, 23, 26]. It is a family of programs. One of the key purposes of METIS is for partitioning unstructured graphs and hyper-graphs. A high-level view of the methodology is the following:

1. Collapse the original graph down to a smaller graph through a series of matchings. Matched vertices are combined as a single vertex as are the corresponding set of edges that were incident to vertices.

2. Partition the reduced graph (for example, by spectral bisection)

3. Expand out the smaller graph, while maintaining the general partition created in step 2.

After step 1, one vertex may represent several vertices. If vertex $v$ is one of the vertices in the final collapsed graph and is assigned to group 1, then all of the vertices that $v$

---

⁴Chaco is available from Bruce Hendrickson at Los Alamos National Lab, bahendr@cs.sandia.gov
⁵The package METIS by George Karypis at University of Minnesota is available electronically. More information about the METIS family can be found at METIS homepage at http://www-users.cs.umn.edu/~karypis/metis/.
represents are initially assigned to group 1. The speed of this algorithm comes from
the fact that the size of the graph that is actually partitioned may be substantially
smaller than the original graph. At each phase of expansion, reassignment of vertices
may take place. In the actual implementation of METIS, the authors implement four
different algorithms for partitioning a graph. Three of the algorithms are based on
graph growing heuristics. The other algorithm is based on spectral bisection. The
authors evaluate the performance of the different algorithms in [24].

2.2.4 Our Contributions

Although these heuristic-based algorithms usually work well in practice for the chosen
applications, they can not guarantee a balanced partition in the worst case. In con-
trast, we aim at developing a graph partitioning algorithm which theoretically guar-
antees upper bounds both on the quality of the partitions and on the time needed to
find them that are asymptotically optimal for the class of planar graphs. Besides, our
algorithm does not follow the idea of applying graph bisection recursively. It has the
flexibility of accepting any number of pieces to separate a graph. Moreover, a tuning
technique is developed to considerably reduce the cost of the separator produced. Ex-
tensive experiments have been done to test the quality of the partitions produced and
the time needed. Experimental results indicate that our tuning technique is effective
and computationally efficient. They also show that our algorithm always produces
quite balanced partitions and separators whose worst-case cost (size) is guaranteed.
At last, our algorithm is efficient, effective, and easy to implement.

2.3 Previous Results

In this section, we survey the previous results on which this thesis is based. We
will not repeat the planar graph separator theorems of Lipton and Tarjan, and of
Djidjev since they are mentioned in Subsection 2.2.1. We first introduce separation
graph, then review Aleksandrov and Djidjev's approach of graph separations by means
of fundamental cycles [2]. Second, we briefly review breadth-first search (BFS) and Dijkstra's Single Source Shortest Path (SSSP) algorithm. Third, we review heaps. At last, we introduce bin packing problem. These algorithms are employed in the implementation of our algorithms for constructing vertex and edge separators.

2.3.1 Aleksandrov and Djidjev's Fundamental Cycle Algorithm

Aleksandrov and Djidjev [2] defined separation graph of an embedded graph. Here, we simplify the definition to planar graph.

Definition 1 A separation graph of planar graph $G$ with respect to the spanning tree $T$ is a graph $S = S(G, T)$ such that

$$V(S) = F(G)$$

$$E(S) = \{(f_1, f_2) : f_1, f_2 \in F(G), f_1 \text{ and } f_2 \text{ share a non-tree edge } \}$$

where $V(S)$ is the vertex set of $S$, $F(G)$ is the face set of $G$, and $E(S)$ is the edge set of $S$.

![Figure 2.8](image)

Figure 2.8: (a) A triangulated graph $G$ and a spanning tree $T$. Edges in $T$ are drawn in bold. (b) Tree edges are shown as middle-thick bold line segments and separation graph $S(G, T)$ is shown with the thickest bold line segments.
Figure 2.8 presents a graph, a spanning tree and its separation graph. The nature of separation graph $S$ of $G$ is that there is a one-to-one mapping from a face in $G$ to a vertex in $S$, and from a non-tree edge in $G$ to an edge in $S$. So, an edge in $S$ has a mapping to a fundamental cycle in $G$. Partitioning a planar graph by fundamental cycles originated from Jordan curve theorem [29]. Using Jordan curve theorem, Lipton and Tarjan [38] showed that for a graph $G$ with non-negative vertex weights summing to $w(G)$ and its spanning tree $T$ of radius $r$, if $G$ is triangulated, then there is at least one fundamental cycle that contains no more than $2r + 1$ vertices whose removal partitions $G$ into two components, none of which has weight exceeding $(2/3)w(G)$.

Aleksandrov and Djidjev [2] introduced an algorithm, presented in Algorithm 2, to find a set of fundamental cycles whose removal partitions graph $G$ into components whose weight does not exceed $tw(G)$ where $t \in (0, 1)$, and $G$ is a planar graph with non-negative vertex weights summing to $w(G)$. Essential to this approach is the data structure called separation graph, and a technique they developed for manipulating separation graphs. Separation graphs are sparse graphs of degree 3 (it is a binary tree).

For any binary tree $T_b$ with weights on edges, let the set of edges of $T_b$ be divided into levels $E_0, \ldots, E_r$ according to their distance to some fixed vertex of $T_b$. For $e \in E(T_b) \setminus E_0$, denote by $pr(e)$ the unique edge at the lower level that shares a common vertex with $e$. Create an additional edge to be a predecessor of the edges from $E_0$. Algorithm 1 finds a set of edges whose removal separates $T_b$ into subtrees, each of which has weight less than $tw(T_b)$ where $t \in (0, 1)$ and $w(T_b)$ is the weight of $T_b$. Starting from the bottom, the weight of an edge at the bottom level is added to the weight of $pr(e)$. Continue to do this until some edge has weight greater than $tw(T_b)$, then that edge is put into edge separator. Figure 2.9 shows an example of Algorithm 1.

Algorithm 2 basically has three phases:

---

6 Jordan curve theorem [29] says for any closed curve $C$ in a plane, removal of $C$ divides the plane into exactly two connected regions, the "inside" and the "outside" of $C$. 

Figure 2.9: (a) A binary tree $T_b$ with unit weight on edges, $t = 0.5$ and $tw(T_b) = 7.5$. (b) The weight of an edge $e$ at the bottom level is added to the weight of edge $pr(e)$. (c) Weight of an edge shows the original weight of that edge plus the weight of the subtree below that edge. The edge with weight 4 is shown in bold. Since $4 > (t/2)w(T_b) = 3.75$, this edge is put into edge separator. (d) Another two edges whose subtree weight 4 and 7 are added into edge separator. (e) $T_b$ is separated into 3 subtrees, none of which has weight greater than $tw(T_b) = 7.5$.

1. Construct a separation graph $S = S(G, T)$ of triangulated graph $G$ with respect to breadth-first spanning tree $T$. Assign weights to the edges of $S$.

2. For each connected component $Q$ in $S$ with weight $w(Q) > tw(S)$, find a breadth-first spanning tree $T_Q$ and insert the non-tree edges into empty set $M$. If the weight of the tree $w(T_Q) > tw(S)$, then apply Algorithm 1 to find a set of edges $M_{t_1}$ whose removal partitions $T_Q$. Add edges in $M_{t_1}$ into $M$. Set $M$ is the edge separator of $S$.

3. find the set of fundamental cycles corresponding to each edge in $M$.

Aleksandrov and Djidjiev showed that one can construct separators for $G$ by constructing edge separators for the separation graph of $G$. They also showed that such a separator can be found in linear time.
Algorithm 1 Tree – Separation($T_b, E_0, \ldots, E_r, \rho, t_1, w(\cdot)$)

1: Input: A binary tree $T_b$, the set of levels $E_0, \ldots, E_r$ with respect to a root $\rho$, a parameter $t_1 \in (0, 1)$, and the weights $w(\cdot)$ on the edges of $T_b$.
2: Output: A set $M_{t_1}$ which is an $t_1$-edge separator of $T_b$.
3: for $i = r, r - 1, \ldots, 0$ do
4:   for each $e \in E_i$ do
5:     if $w(e) > (t_1/2)w(T_b)$ then
6:       insert $e$ in $M_{t_1}$
7:     else
8:       $w(pr(e)) \leftarrow w(pr(e)) + w(e)$
9:   end if
10: end for
11: end for

Algorithm 2 Fundamental Cycle($G$) – Find a set of fundamental cycles of $G$

1: Triangulate graph $G$ so that $G$ is of degree 3. Then find a breadth-first spanning tree $T$ of $G$ from any vertex of $G$.
2: Construct the separation graph $S$ of $G$ with respect to $T$.
3: Assign vertex weight of $G$ to edges of $S$.
4: Find the set of connected components of $S$.
5: for each connected component $Q$ with $w(Q) > tw(S)$ do
6:   Find a breadth-first spanning tree $T_Q$ of $Q$ and divide the set of edges of $T_Q$ into levels with respect to the root of $T_Q$.
7:   Insert the set of non-tree edges of $Q$ in edge separator $M$.
8:   if $w(T_Q) > tw(S)$ then
9:     Apply Algorithm 1 on $T_Q$ with parameter $t_1 = tw(S)/w(T_Q)$ to find an $t_1$-edge separator $M_{t_1}$ of $T_Q$. Add $M_{t_1}$ to the set $M$.
10: end if
11: end for
12: Find the set of fundamental cycles corresponding to each edge in $M$. 
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Later, Djidjev [9] showed the cost of such fundamental cycle when both costs and weights on vertices exist. He defined steep spanning tree of a planar graph and redefined level of it. Let $T$ be a spanning tree of $G$ with root $\rho$ and for any vertex $v$ of $G$ let $\text{level}(v)$ denote the sum of the vertex costs on the simple tree path from $v$ to the root $\rho$. In fact, $\text{level}(v)$ represents the shortest distance from $v$ to the root. $T$ is called steep spanning tree if for any vertex $w \neq \rho$ the parent of $w$ is a vertex adjacent to $w$ with a minimum level. Such a steep spanning tree $T$ can be constructed in linear time by 2 steps: first, replace any edge $(v, w)$ of $G$ by a pair of directed edges, one is from $v$ to $w$ of length $c(w)$ and the other is from $w$ to $v$ of length $c(v)$ (See Figure 2.10). Denote the resulting graph by $G'$. Second, choose an arbitrary vertex $\rho$ as the root of $T$. Run the linear time single source shortest path algorithm from [30] on $G'$ with source $\rho$. Such a $T$ is the steep spanning tree, which is the shortest path tree of $G'$.

Figure 2.10: (a) an edge $(v, w)$ of graph $G$, (b) replace $(v, w)$ by a pair of directed edges, one from $v$ to $w$ of length $c(w)$ and the other from $w$ to $v$ of length $c(v)$.

Djidjev [9] proved that in any triangulated planar graph $G$ with non-negative real vertex costs and a steep spanning tree $T$ of maximum level $l_{\max}$, there is a $2/3$-vertex separator of $G$ that is a fundamental cycle with cost not exceeding $2l_{\max} + c(\rho)$ where $\rho$ is the root of $T$ and $c(\rho)$ is the cost of the root. This result is used in our algorithm.

2.3.2 Breadth-first Search and Single Source Shortest Path

Breadth-first search (BFS) is one of the simplest algorithm for searching a graph. Given a graph $G$ and a distinguished source vertex $s$, BFS systematically explores the edges of $G$ to “discover” every vertex reachable from $s$. It computes the distance
from $s$ to all such reachable vertices. For any vertex $v$ reachable from $s$, the path in the breadth-first tree from $s$ to $v$ corresponds to a "shortest path" from $s$ to $v$ in $G$, i.e. a path containing the fewest number of edges. The algorithm works on both directed and undirected graphs.

BFS colors each vertex white, gray, or black to keep track of progress. All vertices start out white and may later become gray and then black. A vertex is discovered the first time it is encountered during the search, at which time it becomes nonwhite. Black vertices are those that have been discovered. A vertex adjacent to a black vertex is either gray or black. Gray vertices may have some adjacent white vertices which are not discovered yet.

BFS constructs a BFS tree, initially containing only its root, which is the source vertex $s$. Whenever a white vertex $v$ is discovered in the course of scanning the adjacency list of an already discovered vertex $u$, the vertex $v$ and the edges $(u, v)$ are added to the tree. The algorithm is shown in Algorithm 3. It uses a first-in, first-our queue $Q$ to manage the set of gray vertices. Denote the predecessor or parent of a vertex $u$ by $p[u]$, denote the distance of $u$ from $s$ by $d[u]$, denote the color of $u$ by $c[u]$. Denote the vertex set of $G$ by $V[G]$. Enqueue($Q$, $v$) puts $v$ into $Q$ as the tail element, and Dequeue($Q$) moves the head element out of $Q$. The time complexity of BFS algorithm is $O(|V| + |E|)$ since $O(|E|)$ time is spent in total scanning adjacency lists and the initialization takes $O(|V|)$ time.

Single Source Shortest Path (SSSP) Problem is described as follows: given a directed graph $G = (V, E)$, with non-negative costs on each edge, and a selected source vertex $s$ in $V$, find the minimum cost path from $s$ to every other vertex in $V$. Costs can be distances, times, etc. associated with edges. Dijkstra's algorithm is known to be a good algorithm to find a shortest path. It functions by constructing a shortest-path tree from the source vertex to every other vertex in the graph. It is a greedy algorithm\footnote{A "greedy" algorithm always makes the locally optimal choice under the assumption that this will lead to an optimal solution overall.} for the SSSP problem.

SSSP algorithm begins by selecting any vertex of the graph to be the source vertex
Algorithm 3 $BFS(G, s)$ – Breadth-first Search of $G$ with Source $s$

1: for each vertex $u \in V[G] - s$ do
2: \hspace{1em} $c[u] \leftarrow \text{WHITE}$
3: \hspace{1em} $d[u] \leftarrow +\infty$
4: \hspace{1em} $p[u] \leftarrow \text{NIL}$
5: end for
6: $c[s] \leftarrow \text{GRAY}$
7: $d[s] \leftarrow 0$
8: $p[s] \leftarrow \text{NIL}$
9: $Q \leftarrow \{s\}$
10: while $Q \neq \emptyset$ do
11: \hspace{1em} $u \leftarrow$ the head element of $Q$
12: \hspace{1em} for each $v \in u$’s adjacency list do
13: \hspace{2em} if $c[v]$ is \text{WHITE} then
14: \hspace{3em} $c[v] \leftarrow \text{GRAY}$
15: \hspace{3em} $d[v] \leftarrow d[u] + 1$
16: \hspace{3em} $p[v] \leftarrow u$
17: \hspace{3em} Enqueue($Q$, $v$)
18: \hspace{2em} end if
19: end for
20: Dequeue($Q$)
21: $c[u] \leftarrow \text{BLACK}$
22: end while
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s, and assigning a distance to s by 0, and a distance to all other vertices by the value of maximum infinity. Then, the algorithm puts s into an empty queue Q. When Q is not empty, extract the vertex with minimum distance (cost) to s and assign it to variable u. For any vertex v adjacent to u, if the distance of v is greater than the distance of u plus the cost from u to v, then the distance of v is updated by the new value. This operation is called “relaxation”, and it actually decreases key of v. If the distance of v is updated through u, then u is the predecessor of v. Put v in Q. This process is repeated until Q is empty which means we find a shortest (w.r.t. distance or cost) path from the source to all other vertices of the graph. Note that BFS finds shortest paths in case of all edges having unit cost.

The data structures used by Dijkstra’s algorithm include: a cost matrix C whose entry C[u, v] is the cost on the edge connecting vertex u and v if such an edge exists or infinity otherwise, a set of vertices S contains all the vertices whose shortest path from the source is known, a priority queue Q, a distance vector D where an entry D[v] contains the cost of the shortest path (so far) from the source to vertex v, a predecessor vector P whose entry P[v] contains the predecessor vertex of v. Dijkstra’s SSSP algorithm is shown in Algorithm 4.

Theoretically, if the priority queue is implemented with binary heap, both Extract_MIN and relaxation operations(or Decrease_Key) takes time O(log |V|). There are O(|V|) such Extract_Min operations, so the total Extract_Min operations take O(|V| log |V|). Since the total number of edges in all the adjacency lists is O(|E|), there are a total of O(|E|) relaxation operations. So, the total relaxation operations take O(|E| log |V|). Therefore, the total running time is O((|V| + |E|) log |V|), which is O(|E| log |V|) if all vertices are reachable from the source. On the other hand, if the priority queue is implemented with a Fibonacci heap, we can in fact achieve a running time of O(|V| log |V| + |E|) because the amortized cost of each of the |V| Extract_Min operations is O(log |V|), and each of the |E| relaxation takes only O(1) amortized time.
Algorithm 4 \texttt{Dijkstra\_SSSP}(G, s, C, D, P) – Dijkstra’s SSSP of \( G \) with Source \( s \)

1: \textbf{for} each vertex \( u \in V[G] \) \textbf{do}
2: \quad \( D[u] \leftarrow +\infty \)
3: \quad \( P[u] \leftarrow \text{NIL} \)
4: \textbf{end for}
5: \( D[s] \leftarrow 0 \)
6: \( S \leftarrow \emptyset \)
7: \( Q \leftarrow V \)
8: \textbf{while} \( Q \neq \emptyset \) \textbf{do}
9: \quad \( u \leftarrow \text{Extract\_Min}(Q) \)
10: \quad \( S \leftarrow S \cup \{u\} \)
11: \quad \textbf{for} each \( v \in u \)'s adjacency list and \( v \in V \setminus S \) \textbf{do}
12: \quad \quad \textbf{if} \( D[v] > D[u] + C[u, v] \) \textbf{then}
13: \quad \quad \quad \( D[v] \leftarrow D[u] + C[u, v] \)
14: \quad \quad \quad \( P[v] \leftarrow u \)
15: \quad \quad \textbf{end if}
16: \quad \textbf{end for}
17: \textbf{end while}

2.3.3 Heaps

A priority queue is used in Dijkstra’s SSSP algorithm. Priority queue is a data structure for maintaining a set \( S \) of elements, each with an associated value called key. It supports the following operations:

1. \texttt{Insert}(\( S, x \)): inserts the element \( x \) into the set \( S \).
2. \texttt{Maximum}(\( S \)) or \texttt{Minimum}(\( S \)): returns the element of \( S \) with the largest or smallest key.
3. \texttt{Extract\_Max}(\( S \)) or \texttt{Extract\_Min}(\( S \)): removes and returns the element of \( S \) with the largest or smallest key.

Heaps are used to implement a priority queue. In the rest of this section, we introduce binary heap, binomial tree and binomial heap, and Fibonacci heap. We also compare their running time for some basic operations.
2.3.3.1 Binary Heap and Heap Property

There are several kinds of heaps, among them binary heap and Fibonacci heap are of our interest\(^8\). Binary heap data structure can be viewed as a complete binary tree: the tree is completely filled on all levels except possibly the leaves, which is filled from left to right. This binary tree satisfies heap property: the value of a node is at most the value of its parent. Thus the largest element in a heap is stored at the root. Such a heap is “max” binary heap. An example is shown in Figure 2.11(a). On the other hand, if a heap keeps the smallest element at the root and the value of a node is at least the value of its parent, such a heap is “min” heap. A simple and flat implementation of binary heap is an array representation which stores the keys in an array. The key of the root node is the first element of the array. The key of the root’s left and right children are the second and third elements of the array, and so on. See Figure 2.11(b).

There are four basic procedures of binary heap:

1. **Heapify**: is the key function to maintaining the heap property. For example, consider max binary heap, if a value stored at a node \(i\) is smaller than the value of its children, heapify lets the smaller value float down in the heap so that the subtree rooted node \(i\) becomes a heap. Heapify runs in \(O(\log n)\) time which equals to the height of a binary tree with \(n\) nodes.

2. **Build-heap**: uses Heapify in a bottom-up manner to convert an unordered set of elements into a heap. For example, if \(n\) elements are stored in an array \(A[1 \ldots n]\), then the elements in the subarray \(A[\lfloor n/2 \rfloor + 1 \ldots n]\) are all leaves of

---

\(^8\)The purpose that we introduce heap into details is that the operations of heap such as “Extract\_min” plays role in the running time of our algorithm which employs heap as priority queue to implement Dijkstra’s SSSP algorithm. From theoretical point of view, Fibonacci heaps are preferable compared to binary heaps, but they are complicated in terms of data structure. From practical point of view, normally binary heaps can be implemented as an array, and this simple data structure makes binary heaps more attractive in practise. In Chapter 6, when we presents our design issues, according to the experiments conducted by LEDA [41], we choose binary heap because its implementation in LEDA outperforms the implementation of Fibonacci heap. LEDA is used as the library and platform to implement our algorithms. More details about LEDA is introduced in Chapter 6.
the tree. This procedure goes through the remaining nodes of the tree and runs Heapify on each one. It takes a linear time to build a heap from an unordered set of elements.

3. *Extract-Max* or *Extract-Min*: returns the node with maximum or minimum key which is stored at the root, and calls heapify to maintain heap property. It allows the heap data structure to used as a priority queue. This procedure runs in $O(\log n)$ time since it performs a constant amount of work on top of the $O(\log n)$ time for Heapify.

4. *Insert*: inserts a node with a given key value into the heap. To do so, it first expands the heap by adding a new leaf to the tree. Then it traverses a path from this leaf toward the root to find a proper place for the new element. The running time of this procedure is $O(\log n)$ since the path traced from the new leaf to the root has length $O(\log n)$. 
2.3.3.2 Binomial Tree, Binomial Heap, and Fibonacci Heap

The *binomial tree* $B_k$ is an ordered tree defined recursively. As shown in Figure 2.12(a), the binomial tree $B_0$ consists of a single node. The binomial tree $B_k (k > 0)$ consists of two binomial trees $B_{k-1}$ that are linked together: the root of one is the leftmost child of the root of the other. Figure 2.12(b) shows the binomial trees $B_0$ through $B_3$. The binomial tree $B_k$ can also be viewed as a tree consisting of the root whose subtrees are $B_{k-1}, B_{k-2}, \ldots, B_1$ and $B_0$ from left to right, shown in Figure 2.12(c). Note that the root has degree $k$.

![Figure 2.12](image)

(a) The recursive definition of the binomial tree $B_k$. Triangles represent rooted subtrees. (b) The binomial tree $B_0$ through $B_3$. (c) Another way of viewing the binomial tree $B_k$.

A *binomial heap* $H$ is a set of binomial trees that satisfies the following *binomial-heap* properties:

1. Each binomial tree in $H$ is heap-ordered: the key of a node is greater than or
Table 2.1: Running times for operations on binary heap, binomial heap, and Fibonacci heap. The number of items in the heap(s) at the time of an operation is denoted by $n$.

equal to the key of its parent.

2. There is at most one binomial tree in $H$ whose root has a given degree.

The first property says that the root of a heap-ordered tree contains the smallest key in the tree. The second property implies that an $n$-node binomial heap $H$ consists of at most $\lceil \log n \rceil + 1$ binomial trees.

Like a binomial heap, a Fibonacci heap is a collection of heap-ordered trees. Unlike trees within binomial heaps, which are ordered, trees within Fibonacci heaps are rooted but unordered. The children of a node in a Fibonacci heap are linked together in a circular, doubly linked list, which we call the child list of the node. The roots of all the trees in a Fibonacci heap are also linked together into a circular, doubly linked list, which we call the root list of the Fibonacci heap. Fibonacci heaps differ from binomial heaps in that they have more relaxed structures, allowing for improved asymptotic time bounds.

Binomial heaps and Fibonacci heaps are known as mergeable heaps because they outperform binary heap when two heaps are unioned into a new heap. Table 2.1 shows the comparison of running time of the basic operations of binary, binomial and Fibonacci heaps. Note: Make-heap creates and returns a new heap containing no elements. Union creates and returns a new heap that contains all the nodes of two
input heaps which are "destroyed" later by this operation. Decrease-Key assigns to the input node within the heap the new key value which is assumed to be no greater than its current key value. Delete operation deletes the input node from the heap.

In an amortized analysis, the time required to perform a sequence of data structure operations is averaged over all the operations performed. The idea of amortized analysis is that the average cost of an operation may have a better worst case cost than each operation on its own. Amortized analysis differs from average-case analysis in that probability is not involved: an amortized analysis guarantees the average performance of each iteration in the worst case.

From a theoretical point of view, Fibonacci heaps are especially desirable when the number of Extract-Min and Delete operations is small relative to the number of other operations performed. For example, some algorithms for graph problems may call Decrease-Key once per edge. For graphs with many edges, the $O(1)$ amortized time of each call of Decrease-Key adds up to a big improvement over the $O(\log n)$ worst-case time of binary or binomial heaps. From a practical point of view, however, the constant factors and programming complexity of Fibonacci heaps make them less attractive than ordinary binary heaps.

### 2.3.4 Bin Packing

Bin packing arises in a variety of packaging and manufacturing problems. Suppose we are manufacturing widgets with parts cut from sheet metal. To minimize cost and waste, we seek to lay out the parts so as to use as few fixed-size metal sheets as possible. It is also a recurring task in distribution, for instance, scheduling of identical parallel processors so as to minimize the total completion time.

A basic packing problem is known as the one-dimensional bin packing problem. It is to pack a given set of objects having different sizes (or value) into a minimum number of equal-sized bins. The name of the problem, one-dimensional bin packing, is due to the fact that the objects have one dimension such as cost, time, size or weight, etc. that is used for the object's value. The objective is to minimize the
number of bins. This problem is NP-hard [6, 35].

There are several heuristics to find an approximate solution. The more popular methods are: first-fit, best-fit, first-fit with a sorted list, and best-fit with a sorted list, etc. The first-fit algorithm takes items in the order they come and places them in the first bin in which they can fit. An alternative strategy is that first order the items from largest to smallest, then place them sequentially in the first bin in which they fit.

Summing up, this chapter presents the background on graph separation, including the preliminaries, the key results in planar graph separation, graph separator theorems, and some well-known graph partitioning algorithms with heuristics. Besides, it briefly shows our contributions to planar graph separation. Finally, it reviews the previous results including algorithms and data structures that are employed in our algorithm and implementation.
Chapter 3

Partition Planar Graphs with Costs and Weights

There are many ways to partition planar graphs. For instance, consider a planar graph of $m$-by-$n$ grid of nodes, where each node is connected to its neighbors to the north, south, east and west. Clearly, the graph can be separated by removing $m$ or $n$ nodes along a column or a row in the "middle" of the grid. Another example is Jordan curve theorem [29]. It says a closed curve divides a plane into exactly two connected regions, the "inside" and the "outside" of the curve. Lipton and Tarjan[38] were the first to formally prove the existence of a $\sqrt{n}$-separator theorem for all planar graphs. In case of any triangulated planar graph with nonnegative vertex weights, Aleksandrov and Djidjev[2] showed that a vertex separator can be found using their fundamental cycle approach in linear time.

In this thesis, we consider graph $G = (V, E)$ to be an $n$-vertex connected planar graph with real-valued positive weights $w(v)$ and costs $c(v)$ associated with its vertices. Let $t$ be a real in $(0, 1)$. A set of vertices $S$ is called a $t$-separator if their removal from $G$ leaves no component of weight exceeding $tw(G)$. The quality of a separator can be measured by its cost. The cost of a separator $S$, denoted by $c(S)$, is the total cost of the vertices in $S$. 

35
In the rest of this chapter, the outline of our approach is introduced first. Second, the construction of $t$-separator is provided and the cost of separator is evaluated.

### 3.1 Outline of Our Approach

Our algorithm is based on the approach introduced in [38] and extended in [2, 9]. In this approach, construction of the separator relies on Dijkstra's single source shortest path (SSSP) tree $T$ rooted at a dummy vertex $\rho$ of zero weight and zero cost that is added to $G$ and connected to at least one of its vertices (so that planarity is preserved). The distance in $G$ is related to the cost of vertices. That is, the cost of traveling along a single edge equals the cost of its target vertex and the cost of a path is the sum of the costs of the edges in that path. In the uniform case, where all vertices have equal costs, $T$ is simply the BFS tree rooted at $\rho$.

Our algorithm constructs the separator in three phases. In the first phase (or phase I), a set of levels in $T$ are selected and vertices in these levels are added to the separator. Intuitively, a level in $T$ consists of the vertices that are at the “same” distance\(^1\) from $\rho$ and its removal partitions the graph into two disjoint subgraphs induced by the vertices “below” and “above” that level. After the completion of the first phase the removal of the levels in current separator partitions $G$ into components $G_0, \ldots, G_p$ with relatively “short” SSSP trees.

In the second phase (or phase II), each connected component $G_j$ whose weight exceeds $tw(G)$ is further partitioned as follows. First, a dummy vertex $\rho_j$ of zero weight and zero cost is added, then the component is triangulated and a SSSP tree $T_j$ consistent with $T$ is constructed. By consistent we mean that the distance between any two vertices in $T_j$ is at most their distance in $T$. Then $G_j$ is partitioned by means of fundamental cycles with respect to $T_j$. Recall that a fundamental cycle is a cycle consisting of a single non-tree edge plus the tree path between its endpoints. We find a low cost set of fundamental cycles whose removal partitions $G_j$ into components of

\(^1\)If all vertices have the same cost, a level in $T$ consists of the vertices that are at the same distance from $\rho$. Otherwise, the distances are not the same.
weights at most \( tw(G) \) by applying the \emph{separation tree} technique, which is described in details in [2]. Vertices in this set of fundamental cycles are added to the separator. After the second phase we obtain a set of vertices \( S_t \) in the separator whose removal leaves no component of weight bigger than \( tw(G) \) and whose cost satisfies the following equation.

\[
c(S_t) = \sum_{v \in S_t} c(v) \leq 4\sqrt{2} \sigma(G)/t \tag{3.1}
\]

where \( \sigma(G) = \sum_{v \in V} (c(v))^2 \). In terms of satisfying the theoretical bounds, we can stop after the second phase.

In the third phase (or phase III), called \emph{packing}, we "clean up" the separator by removing vertices that are not adjacent to at least two different components as well as by merging neighboring components of small weight into a new component provided that the weight of the new one is still smaller than \( \alpha tw(G) \), \( \alpha \) is a constant to adjust \( tw(G) \).

\section{3.2 Construction of \( t \)-separator}

We begin this section by a short discussion of the second phase of the algorithm, that is partitioning by means of fundamental cycles.

\subsection{3.2.1 Partitioning by Fundamental Cycles}

Let \( G = (V, E) \) be a triangulated planar graph, where each vertex \( v \in V \) has weight \( w(v) \) and cost \( c(v) \). Let \( T \) be a spanning tree of \( G \) rooted at a vertex \( \rho \). Define the radius of \( T \) to be the cost of the longest path in \( T \) originating at \( \rho \) and denote it by \( r(T) \). In [2] it is shown that there exists a set of fundamental cycles \( C_1, C_2, \ldots, C_q \) with \( q \leq \lfloor 2/t \rfloor \) whose removal leaves no component with weight exceeding \( tw(G) \). Thereafter, denote the set of vertices in these cycles by \( C \), then \( C \) is a \( t \)-separator and its cost can be estimated by
\[ c(C) = \sum_{v \in C} c(v) \leq \sum_{i=1}^{q} c(C_i) \leq 2qr(T) \]
\[ \leq 2\left[\frac{2}{t}\right]r(T) \] (3.2)

Here we used the fact that any fundamental cycle in \( T \) has cost at most \( 2r(T) \) [2].

**Theorem 1** Let \( G \) be a triangulated planar graph with positive weights and costs on vertices. Let \( T \) be a spanning tree of \( G \) with radius \( r(T) \). There exists a set \( C \) of fundamental cycles forming a \( t \)-separator such that its cost does not exceed \( 2\left[\frac{2}{t}\right]r(T) \).

![Figure 3.1: Two triangles represent two faces of a graph \( G \). Each face is mapping to a vertex of separation graph \( S(G, T) \) of \( G \) with respect to spanning tree \( T \) rooted at \( \rho \). A tree path from \( \rho \) to \( B \) and from \( \rho \) to \( C \) are drawn in bold. A non-tree edge \((B, C)\) of \( G \) maps to an edge \((S_{ABC}, S_{CBD})\) of \( S(G, T) \). \((B, C)\) and the tree path to \( B \) and to \( C \) form a fundamental cycle of \( G \).](image)

Aleksandrov and Djidjev [2] introduce a technique to construct fundamental-cycles by means of computing an edge separator of the separation graph \( S(G, T) \) of \( G \) with respect to spanning tree \( T \). For example, Figure 3.1 shows two faces \( \Delta ABC \) and \( \Delta CBD \) of \( G \). Each face maps to a vertex of \( S(G, T) \). Edge \((B, C)\) is a non-tree edge of \( G \), and it maps to the edge \((S_{ABC}, S_{CBD})\) of \( S(G, T) \). \((B, C)\) and the tree path to \( B \) and \( C \) form a fundamental cycle of \( G \). So, an edge in the edge separator of \( S(G, T) \) represents a non-tree edge in \( G \), and a non-tree edge of \( G \) forms a fundamental-cycle which partitions \( G \). Aleksandrov and Djidjev proved that it takes optimal linear time
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3.2.2 Partitioning by Levels

Assume for simplicity that our graph $G$ is connected and let $T$ be a SSSP tree rooted at $\rho$. Assume that vertices of $G$ are enumerated by their distance to $\rho$, i.e.,

$$0 = d(\rho) < d(v_1) \leq \cdots \leq d(v_n) = r(T)$$

where $n$ is the number of vertices in $G$ and $d(v_i)$ denotes the distance from $\rho$ to $v_i$.

**Definition 2** Let $x$ be real in $[0, r(T)]$. Denote the set of tree edges of $G$ by $E(T)$. We define a set of edges $E(x)$ by

$$E(x) = \{e = (u, v) : e \in E(T), \ d(u) < x \leq d(v)\}.$$ 

Define a set of vertices $L(x)$ called level by

$$L(x) = \{v : e = (u, v) \in E(x), \ d(u) < d(v)\}.$$ 

**Lemma 1** Let $x, y$ be reals in $[0, r(T)]$. If the interval $[x, y)$ does not contain any of the distances $d(v_i)$, then $L(x) = L(y)$.

**Proof:** If $x = y$, then the claim is obviously true. Without loss of generality, let $x \leq y$. First, we show that $E(x) = E(y)$. For an edge $e = (u, v) \in E(x)$, by definition we have $d(u) < x \leq d(v)$. Since $(x, y)$ does not contain $d(v_i)$ for $i = 0, \ldots, n - 1$, then, $d(u) < y \leq d(v)$ holds. So $e \in E(y)$. On the other hand, let $e = (u, v) \in E(y)$, similarly, we can prove $e \in E(x)$ as well. Therefore, we proved $E(x) = E(y)$. Immediately, $L(x) \equiv L(y)$ follows from $E(x) = E(y)$. \(\square\)
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Corollary 1 There are at most $n$ different levels in $G$, i.e., for any $x \in [0, r(T)]$ the level $L(x)$ coincides with one of the levels $L(d(v_1)), \ldots, L(d(v_n))$.

Any of the levels $L(x), x \in (0, r(T))$, cuts $G$ into two subgraphs as stated in the following lemma.

Lemma 2 If a real $x \in (0, r(T))$, then the vertices of $G$ can be partitioned into three disjoint subsets $V_-, L(x)$ and $V_+$ defined by $V_- = \{ v : d(v) < x \}$, and $V_+ = \{ v : d(v) > x, v \notin L(x) \}$. No edge in $G$ joins $V_-$ and $V_+$.

Proof: (By contradiction) Assume there exists a tree edge $e = (u, v)$ such that $u \in V_-$ and $v \in V_+$. So, $d(u) < x$ and $d(v) > x$. By definition, $e \in E(x)$. Therefore $v \in L(x)$ which contradicts that $V_+$ and $L(x)$ are disjoint vertex sets. Assume there exists a non-tree edge $e = (u, v)$ such that $u \in V_-$, and $v \in V_+$. Denote by $P_T(\rho, u) : \rho \sim u$ and $P_T(\rho, v) : \rho \sim v$ the tree paths from $\rho$ to $u$ and to $v$, respectively (See Figure 3.2). Consider the path from $\rho$ to $v$ through vertex $u$, denote by $P(\rho, v) : \rho \sim u \xrightarrow{\xi} v$. Let

![Figure 3.2](image_url)
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\( w \) be the predecessor of \( v \) on the path \( P_T(\rho, v) \) and \( w \not\in V_- \). So, \( d(u) < x \leq d(w) \). The tree path from \( \rho \) to \( v \) becomes \( P_T(\rho, v) : \rho \rightsquigarrow w \xrightarrow{e'} v \). For the edge \( e' = (w, v) \), \( c(e') = c(v) = c(e) \). Therefore, we have

\[
\begin{align*}
c(P_T(\rho, v)) &= d(w) + c(e') \\
&> d(u) + c(e) \\
&= c(P(\rho, v))
\end{align*}
\]

which contradicts that \( P_T(\rho, v) \) is the tree path, i.e. the shortest path from \( \rho \) to \( v \). Combining the two cases, we prove the claim. \( \square \)

Therefore, removal of a level \( L(x) \) with \( x \in (0, r(T)) \) partitions \( G \) into two subgraphs \( G_- \) and \( G_+ \) induced by the sets \( V_- \) and \( V_+ \), respectively. The next lemma estimates the integral on \( c(L(x)) \), which appears in the estimation on the cost of our separators.

**Lemma 3** \( \int_0^{r(T)} c(L(x))d(x) = \sigma(G) = \sum_{v \in V} (c(v))^2 \).

**Proof:** Let \( e = (\text{source}(e), \text{target}(e)) \) be a tree edge. Recall that the distance in \( G \) is related to the cost of vertices, and the cost of traveling along a single edge equals the cost of its target vertex. So, \( d(\text{source}(e)) < d(\text{target}(e)) \) holds. \( c(e) = c(\text{target}(e)) = d(\text{target}(e)) - d(\text{source}(e)) \) holds as well. We define function \( \delta_e(x) \) to be 1 if \( e \in E(x) \), and 0 otherwise.

\[
\begin{align*}
\int_0^{r(T)} c(L(x))d(x) &= \int_0^{r(T)} \left( \sum_{e \in E(x)} c(\text{target}(e)) \right) dx = \int_0^{r(T)} \left( \sum_{e \in E(x)} c(e) \right) dx \\
&= \int_0^{r(T)} \left( \sum_{e \in E(x)} c(e) \cdot 1 + \sum_{e \in E \setminus E(x)} c(e) \cdot 0 \right) dx \\
&= \int_0^{r(T)} \left( \sum_{e \in E} c(e) \cdot \delta_e(x) \right) dx
\end{align*}
\]
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\[\sum_{e \in E(T)} \left( c(e) \int_0^{r(T)} \delta_e(x) \, dx \right)\]

\[= \sum_{e \in E(T)} \left( c(e) \int_{d(source(e))}^{d(target(e))} \delta_e(x) \, dx \right)\]

\[= \sum_{e \in E(T)} c(e) (d(target(e)) - d(source(e)))\]

\[= \sum_{e \in E(T)} (c(e))^2\]

\[= \sum_{e \in E(T)} (c(target(e)))^2\]

\[= \sum_{v \in V} (c(v))^2\]

\[= \sigma(G)\]

That completes our proof. \(\square\)

Lemma 2 and Theorem 1 can be used together for obtaining a number of \(t\)-separators in \(G\). Namely, let \(i_1, \ldots, i_p\) be a collection of increasing indices, i.e. \(0 = i_0 < i_1 < \cdots < i_p < i_{p+1} = n + 1\). Removal of the levels \(L(d(v_{i_1})), \ldots, L(d(v_{i_p}))\) partitions \(G\) into subgraphs \(G_0, G_1, \ldots, G_p\). For each of the graphs \(G_j\) whose weight exceeds \(tw(G)\) we construct a \(tw(G)/w(G_j)\)-separator \(S_j\) by fundamental cycles with respect to a spanning tree \(T_j\) consistent with \(T\). Recall that a tree \(T_j\) is called consistent with \(T\) if the distances in \(T_j\) are at most the distances in \(T\). In case that \(w(G_j) \leq tw(G)\) we assume that \(S_j = \emptyset\). Separators \(S_j\) are constructed as follows:

1. Consider the graph \(G_0\). We triangulate it and then find an SSSP tree \(T_0\) rooted at \(\rho\). Obviously, \(T_0\) is consistent with \(T\). Applying Theorem 1 we obtain a \(tw(G)/w(G_0)\)-separator \(S_0\) such that

\[c(S_0) \leq 2[w(G_0)/tw(G)]r(T_0)\]

\[\leq 2[w(G_0)/tw(G)](d(v_{i_1}) - d(\rho))\]

2. Next, consider the graph \(G_1\). We connect \(\rho\) to all the vertices in \(G_1\) adjacent to \(L(d(v_{i_1}))\) in \(G\). The resulting graph is planar. We triangulate that graph
and find an SSSP tree $T_1$ rooted at $p$. The tree $T_1$ is consistent with $T$. Using Theorem 1 we construct a $tw(G)/w(G_1)$-separator $S_1$ such that

\[ c(S_1) \leq 2[2w(G_1)/tw(G)] \tau(T_1) \]
\[ \leq 2[2w(G_1)/tw(G)](d(v_{i_2-1}) - d(v_{i_1})) \]

3. In this way, for $j = 0, 1, \ldots, p$, we obtain a set of vertices $S_j$ that is $tw(G)/w(G_j)$-separator for $G_j$ and such that

\[ c(S_j) \leq 2[2w(G_j)/tw(G)](d(v_{i_{j+1}-1}) - d(v_{i_j})) \quad (3.3) \]

Clearly, the union of the levels $L(d(v_{i_1})), \ldots, L(d(v_{i_p}))$ and separators $S_0, \ldots, S_p$ forms a $t$-separator for $G$. We denote that separator by $S(i_1, \ldots, i_p)$. Its cost is estimated by

\[
c(S(i_1, \ldots, i_p)) = c \left( \bigcup_{j=1}^{p} L(d(v_{i_j})) \right) + c \left( \bigcup_{j=0}^{p} S_j \right) \]
\[ \leq c \left( \bigcup_{j=1}^{p} L(d(v_{i_j})) \right) + \sum_{j=0}^{p} c(S_j) \]
\[ \leq c \left( \bigcup_{j=1}^{p} L(d(v_{i_j})) \right) + 2 \sum_{j=0}^{p} \left[ \frac{2w(G_j)}{tw(G)} \right] (d(v_{i_{j+1}-1}) - d(v_{i_j})) \]

where $i_{p+1}$ is assumed $n + 1$. Let $\Gamma(i_1, \ldots, i_p)$ be the upper bound of $c(S(i_1, \ldots, i_p))$.

\[ c(S(i_1, \ldots, i_p)) \leq c \left( \bigcup_{j=1}^{p} L(d(v_{i_j})) \right) + 2 \sum_{j=0}^{p} \left[ \frac{2w(G_j)}{tw(G)} \right] (d(v_{i_{j+1}-1}) - d(v_{i_j})) \]
\[ = \Gamma(i_1, \ldots, i_p) \quad (3.4) \]

How good is such a separator? Selecting different sets of levels may result in different $\Gamma(i_1, i_2, \ldots, i_p)$ value. It is desirable to minimize the cost of the separator by finding a set of indices of levels which minimized $\Gamma(i_1, i_2, \ldots, i_p)$. In the next theorem we prove that there exists a $t$-separator $S(i_1, \ldots, i_p)$ of small cost by an appropriate choice of the indices $i_1, \ldots, i_p$. 
Theorem 2 Let $G$ be an $n$-vertex planar graph with real-valued positive weights and costs associated to its vertices. For any $t \in (0,1)$ there exists a $t$-separator $S_t$ such that $c(S_t) \leq 4\sqrt{2\sigma(G)/t}$ where $\sigma(G) = \sum_{v \in V} (c(v))^2$. Separator $S_t$ can be found in $O(n)$ time in addition to the time for computing an SSSP tree in $G$.

Proof: Let $h = \sqrt{t\sigma(G)/8}$. For $j = 0, \ldots, p$ define equidistant points $y_j = jh$ in $[0, d(v_n)]$, where $p = [d(v_n)/h]$. Points $y_0, \ldots, y_p$ divide the interval $[0, d(v_n)]$ into $p+1$ subintervals such that first $p$ subintervals have length $h$ and the last one has a length less than $h$. For $j = 1, \ldots, p$, let $x_j$ be a point in $[y_{j-1}, y_j]$ where $c(L(x_j))$ is minimum, i.e., we have $c(L(x_j)) \leq c(L(x))$ for $x \in [y_{j-1}, y_j]$. Further, let $i_j$ be the smallest index such that $x_j \leq d(v_{i_j})$. By Lemma 1, we know that $L(x_j) = L(d(v_{i_j}))$.

Consider now the $t$-separator $S(i_1, \ldots, i_p)$ constructed as described above. By (3.4), for the cost of this separator we have

$$c(S(i_1, \ldots, i_p)) \leq c \left( \bigcup_{j=1}^{p} L(d(v_{i_j})) \right) + 2 \sum_{j=0}^{p} \left[ \frac{2\omega(G_j)}{tw(G)} \right] (d(v_{i_{j+1}}) - d(v_{i_j})).$$

We estimate the two terms on the right side separately. For the first term we use the definition of the points $x_j$ and Lemma 3

$$c \left( \bigcup_{j=1}^{p} L(d(v_{i_j})) \right) \leq \sum_{j=1}^{p} c(L(x_j)) \leq \sum_{j=1}^{p} \frac{1}{h} \int_{y_{j-1}}^{y_j} c(L(x))dx$$

$$\leq \frac{1}{h} \int_{0}^{d(v_n)} c(L(x))dx = \sigma(G)/h. \quad (3.5)$$

To estimate the second term we observe that $d(v_{i_{j+1}}) - d(v_{i_j}) \leq 2h$ for $j = 0, \ldots, p$. Thus

$$2 \sum_{j=0}^{p} \left[ \frac{2\omega(G_j)}{tw(G)} \right] (d(v_{i_{j+1}}) - d(v_{i_j})) \leq 4h \sum_{j=0}^{p} \left[ \frac{2\omega(G_j)}{tw(G)} \right] \leq 8h/t \quad (3.6)$$

To obtain the theorem we sum (3.5) and (3.6) and substitute $h$ with its value $\sqrt{t\sigma(G)/8}$.

The time bounds can be established easily. Calculating $h$ takes $O(n)$ time, computing equidistant points and finding the corresponding levels take $O(n)$ time, the
algorithm of computing fundamental cycles runs in $O(n)$ time. Therefore, separator $S_i$ can be found in $O(n)$ time in addition to the time for computing an SSSP tree in $G$. □

3.2.3 Packing

In the third phase, we "clean up" the separator by removing vertices that are not adjacent to at least two different components as well as by merging neighboring components of small weight into a new component. We relax $tw(G)$ to $\alpha tw(G)^\frac{1}{2}$ so that we can merge as many small components as we need. Basically, Phase III has two steps: first, we identify a vertex $v$ in the separator such that $v$ is adjacent to only one neighboring component. If the weight of the component plus $w(v)$ is less than or equal to $\alpha tw(G)$, then absorb $v$ to this component. We also identify any vertex in the separator so that it is on the boundary shared by two components of $G$. We create a graph called super graph $SG$ of $G$ such that a component of $G$ is represented by a vertex of $SG$. The weight of the component is the weight of the vertex. An edge $e$ of $SG$ is created if the two components represented by its endpoints share the same boundary. The vertices of the boundary are associated to $e$. Figure 3.3 shows an example. Second, we pack the light components by finding light edges of $SG$. A light edge of $SG$ is an edge whose weight plus weights of its endpoints is less than $\alpha tw(G)$. For instance, if an edge $e = (u, v)$ is a light edge of $SG$, we want to merge the two components represented by vertex $u$ and $v$ into one, the vertices separates this two components are removed from the separator and absorbed by the new component. Figure 3.4 illustrates such an example. We do this packing until no light edges are left and the number of vertices of $SG$ is greater than the number of partitions the user asked.

This chapter introduces our algorithm in detail for finding a vertex separator. In addition, it presents our theorem in evaluating the cost of fundamental cycles, and our vertex $t$-separator theorem.

---

$\alpha$ is a constant, chosen from range $[1.0, 2.0]$. In our implementation of phase III, $\alpha = 1.5$. 
Figure 3.3: (a) A graph $G$ is separated into 7 pieces after Phase I and Phase II. (b) A super graph $SG$ of $G$ where a component of $G$ is represented by a vertex of $SG$, and the vertices of the boundary shared by two components of $G$ are associated with an edge of $SG$. For instance, component 1 of $G$ is represented by vertex 1 of $SG$, the vertices on the boundary shared by component 1 and 2 are represented by an edge $(1, 2)$ of $SG$. The total weight of vertices in component 1 is the weight of vertex 1 of $SG$. The weight of the vertices separating component 1 and 2 is associated with the corresponding edge $(1, 2)$ of $SG$.

Figure 3.4: (a) Super graph $SG$ has an light edge $(5, 6)$ such that $w(5)+w(6)+w((5, 6)) \leq \alpha tw(G)$ where $\alpha$ is a constant to adjust $tw(G)$. When merging component 5 and 6, edge $(3, 6)$ is deleted, the vertices of $G$ and the weight associated with $(3, 6)$ is added to that of edge $(3, 5)$; edge $(4, 6)$ is deleted and a new edge $(4, 5)$ is created, the vertices and the weight associated with $(4, 6)$ is now associated with $(4, 5)$; edge $(6, 7)$ is deleted and new edge $(5, 7)$ is created, the information of $(6, 7)$ is associated with $(5, 7)$. (b) Resulting super graph $SG$ after merging vertex 5 and 6 into vertex $5'$ and deleting the light edge $(5, 6)$. (c) The resulting separated graph $G$ after merging two components 5 and 6 into one.
Chapter 4

Reducing the Cost of Vertex $t$-Separator

In this chapter we describe a technique that optimizes the choice of levels to be inserted in the separator during the first phase of the algorithm. Recall that in the first phase we select a collection of indices $i_1, \ldots, i_p$ and then cut the graph by removing levels $L(d(v_{i_1})), \ldots, L(d(v_{i_p}))$. We have shown that the cost of the separator $S(i_1, \ldots, i_p)$ resulting after the choice of levels corresponding to these indices is bounded by $\Gamma(i_1, \ldots, i_p)$ from Inequality 3.4. To prove our main result (Theorem 2) in Section 3.2.2, we have shown how to choose a collection of indices such that the value of $\Gamma$ does not exceed $4\sqrt{2\sigma(G)/t}$. As we have seen, these indices can be found efficiently in linear time and the cost of the resulting separators $\Gamma(i_1, \ldots, i_p)$ is asymptotically optimal. Hence, such a choice is satisfactory from an asymptotic complexity point of view.

In practice however we may apply a simple and natural heuristic. That is, we may find a collection of indices for which the value of $\Gamma$ is minimum and then use the corresponding levels to partition the graph. It is not possible to argue that such a choice is superior in all cases since we are minimizing a function that is an upper bound on the cost of the separator but not the cost itself. Nevertheless, our experiments
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(see Table 6.8 and Figure 6.11) show that this heuristic significantly improves the cost of the separators and is computational efficient. In the remaining of this section we describe an algorithm for finding a collection of indices \( i_1, \ldots, i_p \) such that the value \( \Gamma(i_1, \ldots, i_p) \) is minimum.

4.1 Reformulating the Problem as a Shortest Path Problem

Notice that the number of different levels is not always \( n \). If two vertices have the same distance to the root \( \rho \) then their levels coincide. Assume that there are \( n' \leq n \) vertices with distinct distances from \( \rho \). Assume that vertices with the same distance are grouped and let for simplicity denote these groups with \( v_1, \ldots, v_{n'} \) so that \( 0 = d(\rho) < d(v_1) < \cdots < d(v_{n'}) = r(T) \). Thus we have \( n' \) distinct levels \( L(d(v_i)), i = 1, \ldots, n' \) to choose from.

Consider graph \( H = (V(H), E(H)) \) is defined by

\[
V(H) = \{0, 1, \ldots, n' + 1\} \\
E(H) = \{(i, j) : 0 \leq i < j \leq n' + 1\}
\]

(4.1) (4.2)

See Figure 4.1. A vertex of \( H \), except vertex 0 and \( n' + 1 \), represents a group of vertices with the same distance from \( \rho \) in \( G \). It also represents a level in \( G \). Vertex 0 and \( n' + 1 \) are dummy ones, representing no vertex of \( G \). The cost (or weight) of a vertex of \( H \) is the cost (or weight) of the level it represents. We call \( H \) as a level graph and assign costs to its edges so that the cost of path from 0 to \( n' + 1 \) and passing through \( i_1, \ldots, i_p \) is exactly \( \Gamma(i_1, \ldots, i_p) \). This is achieved by defining the cost of an edge \( (i, j) \) as

\[
cost(i, j) = c(L(v_j) \setminus L(v_i)) + 2[2w(G_{i,j})/tw(G)](d(v_{j-1}) - d(v_i))
\]

(4.3)

where \( L(v_0) = L(v_{n'+1}) = \emptyset \) and \( w(G_{i,j}) \) is the total weight of the vertices with distances between \( d(v_i) \) and \( d(v_j) \) and not in \( L(d(v_i)) \). Now the problem of finding a
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![Diagram of a graph with vertices labeled 0, 1, 2, ..., n', n'+1, and edges connecting them.]

Figure 4.1: Illustration of levels graph $H$.

collection of indices minimizing $\Gamma$ can be solved by finding the shortest path between vertices 0 and $n' + 1$ in level graph $H$.

4.2 Efficient Computation of Shortest Paths in $H$

Dijkstra’s shortest path algorithm can be used to find the shortest path between 0 and $n' + 1$, and hence a collection of indices for which $T$ is minimized. The problem with directly applying Dijkstra’s algorithm on $H$ is that it take $\Theta((n')^2)$ time, which can be $\Omega((n')^2)$. Below we discuss how the special structure of graph $H$ can be exploited so that Dijkstra’s algorithm will not need to explore all the edges of $H$.

The classical Dijkstra’s algorithm maintains a priority queue $Q$ storing the vertices of the graph, where the key of a vertex $i$ in $Q$ is the shortest distance from 0 to $i$ found so far. In each iteration the algorithm extracts the vertex with minimum key from $Q$, which we refer to as current vertex and then the edges incident to the current vertex are relaxed\(^1\).

Notice that we can not precompute the cost of the edges of $H$ since this will take $\Omega((n')^2)$. Next, we describe briefly the main point in our implementation of Dijkstra’s algorithm on $H$, we precompute the cost and weights of the sets of vertices $L(d(v_{i+1})) \setminus L(d(v_i))$ for $i = 1, \ldots, n'$ in $O(n)$ time. Using these precomputed values, we compute the cost of an edge $(i, j)$ in $O(1)$ time provided that we know the cost of

\(^1\)Relaxed means the distances to the vertices adjacent to the current vertex are updated and operation decrease key in $Q$ is performed when shorter distance is found.
(i, j - 1) or (i, j + 1). This leads to the following set of rules for our implementation.

**Rule 1** Edges incident to the current vertex are relaxed following their consecutive order (increasing or decreasing).

For a vertex \( i \in V(H) \) denote by \( \text{dist}(i) \) the cost of the shortest path from 0 to \( i \). From Equation 4.3 we notice that the cost of an edge \((i, j)\) in \( H \) is a sum of two terms. We call them **cost part** and **weight part** and denote them by \( \text{cost}_c(i, j) \) and \( \text{cost}_w(i, j) \). We observe that the weight part of an edge is an increasing function with respect to the target vertex. Hence, we have the next rule.

**Proposition 1** If \( i < j \) and \( \text{dist}(i) \geq \text{dist}(j) \) then there is a shortest path from 0 to \( n' + 1 \) that does not include \( i \).

**Proof:** Let \( k \) be any vertex after \( j \). We want to show that \( i \) can not be on the shortest path from 0 to \( n' + 1 \) because the path through \( j \) to \( k \) is shorter than the path through \( i \) to \( k \). Figure 4.2 illustrate such situation.

\[
\text{dist}(j) + \text{cost}(j, k) - (\text{dist}(i) + \text{cost}(i, k)) \\
= \text{dist}(j) + \text{cost}_c(j, k) + \text{cost}_w(j, k) - (\text{dist}(i) + \text{cost}_c(i, k) + \text{cost}_w(i, k)) \\
= \text{dist}(j) + \text{cost}_w(j, k) - (\text{dist}(i) + \text{cost}_w(i, k)) \\
\leq 0
\]

So, \( i \) can not be on the shortest path from 0 to \( n' + 1 \). We use the fact that \( \text{cost}_c(j, k) = \text{cost}_c(i, k) \) because it is the cost of the level that \( k \) represents.\( \square \)

**Rule 2** The indices of the consecutive current vertices must increase.

That means if \( \text{Extract}\_\text{min}(Q) \) produces a vertex with smaller index than the previous current vertex, no relaxation is done. Furthermore, from Theorem 2 it follows that \( \text{dist}(n' + 1) \leq 4\sqrt{2\sigma(G)/t} \). Therefore we do not need to consider paths longer than \( 4\sqrt{2\sigma(G)/t} \) during the implementation of Dijkstra's algorithm.
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Figure 4.2: Illustration of Proposition 1. k is any vertex after j and i is before j. dist(j) represents the shortest distance from 0 to j known so far. Since the path through j to k is shorter than the path through i to k, i can not be on the shortest path from 0 to n' + 1.

Rule 3 If i is the current vertex and dist(i) + cost_w(i, j) > 4√2σ(G)/t then edges (i, j') with j' ≥ j are not relaxed.

Applying this rule during the relaxation we can discard all edges “after” some edge. We define a vertex jump(i) to be the smallest index such that w(G_{i_jump(i)}) > tw(G).

At some point, say vertex k where 0 ≤ k ≤ n'+1, w(G_{k_jump(k)}) will not exceed tw(G) simply because there are not enough vertices after k. For such a vertex k, jump(k) is vertex n' + 1. See Figure 4.3.

Figure 4.3: For each vertex i of graph H where 0 ≤ i ≤ n'+1, there is a vertex jump(i) computed. An edge here connects vertex i and jump(i).

Next proposition shows that we can discard all edges “before” some edge under certain conditions.

Proposition 2 If i' < i < j and dist(i') + cost(i', j) ≤ dist(i) + cost(i, j) then dist(i') + cost(i', j') ≤ dist(i) + cost(i, j') for any i < j' < j < jump(i).

Proof: Figure 4.4 shows the situation of Proposition 2. We know the following holds

\[ dist(i) - dist(i') \geq cost(i', j) - cost(i, j) \geq cost_w(i', j) - cost_w(i, j) \]
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We prove the claim by showing
\[
dist(i) - dist(i') \geq cost(i', j') - cost(i, j') \geq cost_w(i', j') - cost_w(i, j')
\]
and
\[
\text{cost}_w(i', j) - \text{cost}_w(i, j) \geq \text{cost}_w(i', j') - \text{cost}_w(i, j').
\]

By definition of \(\text{jump}(i)\), \(\text{cost}_w(i, j) = \text{cost}_w(i, j') = 0\) holds. Also, \(\text{cost}_w(i', j) \geq \text{cost}_w(i', j')\) holds because this weight part is an increasing function with respect to the target vertex. Hence, we prove this proposition. \(\square\)

**Rule 4** If \(i\) is the current vertex and the relaxation of an edge \((i, j)\) does not result in smaller distance to \(j\) then edges \((i, j')\) with \(j' < j\) are not relaxed.

The above four rules suggest the following implementation of Dijkstra's algorithm on \(H\). For each vertex \(i\) we compute a vertex \(\text{jump}(i)\). Assume that \(i\) is a current vertex whose edges are to be relaxed. We relax the edge \((i, \text{jump}(j))\) first. Then edges before \(\text{jump}(i)\) are relaxed in decreasing order until the first unsuccessful relaxation is encountered (Rule 4). Next, edges after \((i, \text{jump}(i))\) are relaxed in their increasing order until Rule 3 applies. Figure 4.5 shows the set of edges relaxed by any current vertex \(i\).

Our experiments show that this results in a very efficient procedure and timings suggest that the running time is at most \(O(n')\) in case of positive integer costs on vertices. So far, we do not have a rigorous proof of this bound, whereas some of the special cases are characterized in the following lemma.
Lemma 4 In addition to the time for computing SSSP tree of $G$ in the preprocessing stage, if the costs of vertices are positive integers then a collection of indices minimizing $\Gamma$ can be found in $O(\min(n^2, \sigma(G)/t))$ time. In the uniform case, when all vertices have the same cost, the time bound is $O(\min(n^2, n/t))$.

Proof: We consider the case of integer costs. The work done by the algorithm can be separated into three parts. First preprocessing, where $\text{jump}(i)$ vertices and costs $\text{cost}(i, \text{jump}(i))$ are computed in $O(n)$. Second, work to relax edges. And finally work for Extract_min and Relaxation(Decrease_key) operations in $Q$.

Consider now the work done by the algorithm to relax edges. Since relaxation in our case takes $O(1)$ work (Decrease_key time not counted here) we will estimate the number of edges considered for relaxation.

First we argue that the total number of the edges before jump-vertices is $O(n)$. This follows from the observation that for any vertex $j$ in $H$ at most one such edge ending at $j$ can be successfully relaxed (Proposition 2).

So far, we did not use that our costs are integer. This comes into play in the next two estimates. To estimate the number of after jump-vertex edges let us estimate how many such edges can be relaxed from a fixed current vertex $i$. The weight part of any such edge $(i, j)$ must be at most the upper bound $B$ where $B = 4\sqrt{2\sigma(G)/t}$ (Rule 3), i.e. $\text{cost}_w(i, j) = 2[w(G_{i,j})/tw(G)](d(v_{j-1}) - d(v_i)) \leq B$. Now notice that in case of integer cost $j - i + 1 \leq d(v_{j-1}) - d(v_i)$ and that for after jump-vertex edges $[2w(G_{i,j})/tw(G)] \geq 2$. These inequalities imply $j - i < B/2$, which means that at most $B/2$ after jump-vertex edges are relaxed from a fixed current vertex.

Next we observe that according to Rule 1 we can have at most $B$ current vertices
from which we relax edges since their distances increases by at least 1 in each iteration and the algorithm will find the shortest path to \( n' + 1 \) in at most \( B \) iterations. Therefore the total number of the after-jump edges relaxed by the algorithms is at most \( B^2/2 \).

Finally consider the cost of Extract\_min and Decrease\_key operations performed in the priority queue. If we use Fibonacci heaps we will require \( O(\log n) \) time per Extract\_min and \( O(1) \) amortized time per Decrease\_key operation. This leads to \( O(n \log n + B^2) \) time upper bound on the running time on this part of the algorithm. But now we can use the fact that the keys are integers and bounded, we implement the priority queue using an array, which will lead to \( O(B^2) \) total time spent for priority queue operations.

We implement a priority queue by employing an array \( Q \) of size \( B \) with its elements initialized to \( nil \) and \( Q[0] = 0 \). Assume now that the algorithm finds a new distance \( d \) to a vertex \( j \) of \( H \). Then the algorithm checks the contents \( Q[d] \) and if this value is less than \( j \) then updates \( Q[d] = j \). This is the Decrease\_key operation obeying Rule 1. To implement the Extract\_min operation we traverse array \( Q \) from the left to the right and return the contents of non-nil elements of \( Q \). This implementation of the priority queue takes \( B \) time to traverse the array (Extract\_min operations) and \( O(1) \) time per Decrease\_key operation, which totals to \( O(B^2) = O(\sigma(G)/t) \).

Summing up, our algorithm of finding a collection of indices minimizing \( \Gamma \) runs in \( O(\min(n^2, \sigma(G)/t)) \) time for positive integer costs on vertices.\(^2\) When all vertices have the same cost, the time bound is

\[
O(\min(n^2, \sigma(G)/t)) = O(\min(n^2, (\sum_{v \in V} (c(v))^2)/t))
\]

\[
= O(\min(n^2, n(c(v))^2/t)) = O(\min(n^2, n/t)).\]

In conclusion, this chapter describes our cost-reducing technique that optimizes the choice of levels during the first phase of the algorithm. It illustrates how to

---

\(^2\)The purpose of this tuning technique is to consider the edges that will be relaxed in computing SSSP of \( H \). In case of \( \sigma(G)/t > n^2 \), there are at most \( n^2 \) number of edges of \( H \) to be relaxed. Therefore, the time complexity is \( O(\min(n^2, \sigma(G)/t)) \).
reformulate the problem of finding optimal levels as a shortest path problem in graph $H$. More importantly, this chapter presents our heuristic rules to simplify constructing graph $H$. The time complexity of the cost-reducing technique is analyzed in case of positive integer costs on vertices and unit costs on vertices.
Chapter 5

Applications

Separators for graphs with vertex weights and costs have applications in efficiently solving combinatorial problems such as graph pebbling, and construction of a minimum routing tree, etc. See [9] for further discussion of these and other problems. In this chapter, first, we show how to obtain some existing vertex separator results from Theorem 2. Second, we show how Theorem 2 can be applied to construct an edge $t$-separator in a weighted planar graph, our edge $t$-separator theorem, and the other existing edge separator results that our theorem implies.

5.1 Variations of Vertex Separator Theorem

Our vertex separator theorem (Theorem 2) in essence captures many of the existing results on separators in planar graphs. In this section, we show how to obtain a variety of existing vertex separator results, for instance the results of Lipton and Tarjan [38], and Djidjev [9] from Theorem 2, by appropriately setting the costs and weights of vertices in the given planar graph.

Recall that the main theorem of Lipton and Tarjan [38] says: Let $G$ be any $n$-vertex planar graph having nonnegative vertex weights summing to no more than one. Then the vertices of $G$ can be partitioned into three sets $A$, $B$, $C$ such that no edge
joins a vertex in A with a vertex in B, neither A nor B has total weight exceeding 2/3, and C contains no more than $2\sqrt{2n}$ vertices.

Lipton and Tarjan [38]'s main theorem considers nonnegative vertex weight. Theorem 2 considers real-valued positive vertex costs and weights. In case of uniform cost on vertices, substituting 2/3 for $t$, we derive the cost of separator of Theorem 2: $4\sqrt{2\sigma(G)}/t = 4\sqrt{2n}/t = 4\sqrt{3}\sqrt{n}$. The cost of separator Theorem 2 predicts differs from the result in [38] by a small constant $\sqrt{6}$.

Recall that the main theorem of Djidjev [9] says as follows: Let $G$ be a planar graph with non-negative vertex weights that sum up to one and non-negative vertex costs whose squares sum up to $N(G)$. There exists a 2/3 vertex separator of $G$ with total vertex cost no more than $\sqrt{8N(G)}$. Such a separator can be found in $O(|G|)$ time.

Notation $N(G)$ used by Djidjev is the $\sigma(G)$ in our case. Again, we substitute 2/3 for $t$ to derive the cost of separator of Theorem 2: $4\sqrt{2\sigma(G)}/t = 4\sqrt{3N(G)}$. What Theorem 2 predicts about the cost of separator differs from the result in [9] by a small constant $\sqrt{6}$.

### 5.2 Application: Construction of Edge $t$-separator

In this section, we will introduce an application of Theorem 2 in the construction of edge $t$-separator. First, we show how we form an edge separator from the vertex separator. Recall that a set of edges is called a edge $t$-separator of $G$, if their removal leaves no component of weight greater than $tw(G)$. Second, we show our main theorem for edge $t$-separator. At last, we show how to obtain variety of existing edge separator results from this edge $t$-separator theorem.

Construction of an edge $t$-separator is one more step from an existing vertex $t$-separator. The simplest way to do it is for each vertex in the vertex separator, put all its adjacent edges into the edge separator. Each vertex in the vertex separator forms its own region. Figure 5.1(b) shows an example. In the algorithm introduced
next, we apply best-fit then first-fit strategy of the bin-packing problem to pack the vertices of the vertex separator to their neighboring components as much as possible to eliminate the chance that they form their own regions. This minimizes the number of edges added to the edge separator.

**Algorithm:** Initially, edge separator set $ES$ is empty. For any vertex $v$ in vertex separator of $G$, first, find the component $c_i$ adjacent to $v$ with the maximum number of edges. Second, if the weight of this component plus the weight of $v$ is less than $\alpha \text{tw}(G)$, then $v$ is absorbed into the component $c_i$. Add the other edges incident to $v$ to the set $ES$. Otherwise, try any other component $c_j$ adjacent to $v$, if the weight of $c_j$ and the weight of $v$ is less than $\alpha \text{tw}(G)$, then $v$ is absorbed to $c_j$. If none of the adjacent components can absorb $v$ under the weight condition $\alpha \text{tw}(G)$, then $v$ by itself forms a new region. All edges incident to $v$ will be added to $ES$. That is certainly the worst case. In our implementation of this stage, we relaxed $\text{tw}(G)$ to $2\text{tw}(G)$. Even though this relaxation does not guarantee that the worst case never happens, the experimental results show that this strategy works quite well for most of the cases we encounter. The final set $ES$ is the edge $t$-separator constructed.

Figure 5.1(a) shows an example: a vertex drawn in big is in the vertex separator, and labeled 0. The left hand side component is drawn partially and labeled 1, and the right hand side component is drawn partially too, and labeled 2. Figure 5.1(b) shows the naive algorithm to construct an edge separator. Edges in the edge separator are drawn in bold. The vertices originally in the vertex separator now form their own regions and their labels are $3, 4, \ldots, 9$. Figure 5.1(c) shows using our algorithm, the vertices in the vertex separator are absorbed into the neighbor components, and their labels represent which component they belong to. This simple example illustrate that our algorithm optimizes the size of edge separator to some point.

Our main theorem of edge $t$-separator for $G$ presented next guarantees the upper bound of the size of edge separator produced.

**Theorem 3** Let $G$ be an $n$-vertex planar graph with positive weights on vertices. Let $t$
Figure 5.1: Construct an edge separator from a vertex separator. (a) partially shown a graph is partitioned into 2 pieces. The vertices drawn in big are in the vertex separator, and labeled 0. The other vertices drawn in small are labeled 1 or 2, representing the components they belong to. (b) a naive algorithm to construct an edge separator from the vertex separator. Edges in the edge separator are drawn in bold. The vertices originally in the vertex separator now form their own regions and their labels are 3, 4, …, 9. (c) using our algorithm, the vertices in the vertex separator are absorbed into neighbor components.

be a real in \((0, 1)\) and no vertex of \(G\) has weight exceeding \(tw(G)\). There exists an edge \(t\)-separator consisting of at most \(4\sqrt{2\Delta(G)/t}\) edges, where \(\Delta(G) = \sum_{v \in V}(\text{deg}(v))^2\) and \(\text{deg}(v)\) is the degree of \(v\). Such separator can be found in \(O(n)\) time in addition to computing SSSP tree in \(G\).

Proof: First we set the cost of each vertex as its degree. Then we apply Theorem 2 and obtain a vertex \(t\)-separator \(V S_t\) whose cost is at most \(4\sqrt{2\sum_{v \in V} \text{deg}^2(v)/t}\). Since the cost of a vertex is its degree, there are at most \(4\sqrt{2\sum_{v \in V} \text{deg}^2(v)/t}\) edges incident to vertices in \(V S_t\). Next, for each vertex \(v \in V S_t\) we consider components of \(G \setminus V S_t\) adjacent to \(v\) and if there is a component whose weight plus the weight of \(v\) is less than \(tw(G)\) (or \(\alpha tw(G)\) in our algorithm) we pack \(v\) to that component. If there is no such component we make \(v\) to constitute its own component. Finally, we form an edge \(t\)-separator \(E S_t\) by inserting in it all edges incident to vertices in \(V S_t\) that join different components. Clearly, \(E S_t\) satisfies the requirements of the theorem.
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The algorithm for finding a vertex separator introduced in Chapter 3 runs in $O(n)$ time in addition to the time for computing SSSP tree of $G$ in the preprocessing stage. The algorithm for constructing edge separator from vertex separator runs in $O(dn_t)$ time where $n_t$ is the size of the vertex separator produced, and $d$ is the maximum number of neighboring components adjacent to a vertex in vertex separator. $n_t$ is far less than $n$, $d$ can be treated as a constant comparing to $n$. So, the time complexity of finding an edge separator of $G$ is $O(n)$ in addition to computing SSSP tree. □

5.3 Variations of Edge Separator Theorem

Our edge separator theorem implies many of the existing edge-separator results. For instance, in [7] it has been shown that any $n$-vertex planar graph of maximum vertex degree $d$ has a $(2/3)$-edge separator of cardinality $O(\sqrt{dn})$. Notice that in planar graphs $\sum_{v \in V} (\text{deg}(v))^2 \leq 6dn$, where $d$ is the maximum degree in $G$. Substitute $2/3$ for $t$ of Theorem 3, we have

$$4 \sqrt{2 \sum_{v \in V} (\text{deg}(v))^2 / t} \leq 4 \sqrt{12dn / t} = O(\sqrt{dn})$$

So, Theorem 3 implies the edge separator theorem in [7]

Other versions of $(2/3)$-edge separator, where edges have cost, have been highlighted in Djidjev [9]. It says: Let $G$ be a planar graph of maximum vertex degree $d$, with non-negative vertex weights that do not exceed $2/3$ and sum up to one, and non-negative edge costs whose squares sum up to $N(G)$. There exists a $2/3$ edge separator of $G$ of total cost not exceeding $4 \sqrt{dN(G)}$, which can be found in $O(|G|)$ time. Let $a$ be the maximum edge cost. The result of Djidjev’s edge separator becomes

$$4 \sqrt{dN(G)} < 4a \sqrt{dn} = O(\sqrt{dn})$$

Therefore, Theorem 3 implies Djidjev’s edge separator theorem too.

Briefly, this chapter introduces our edge $t$-separator theorem, our algorithm for constructing such an edge separator from a vertex separator. It shows how our vertex and edge $t$-separator theorems imply many existing results in planar graph separation.
Chapter 6

Implementation and Experimental Results

The focus of this chapter is to provide relevant details on the implementation of vertex and edge $t$-separators and to present our experimental results. Section 6.1 introduces the major design decisions we made for the implementation. Section 6.2 describes the motivation of our experiments, the experimental environment, and the experiments we have conducted. This chapter ends with some experimental results as well as our observation and analysis.

6.1 Design Issue

In spite of the design of our algorithms for vertex and edge $t$-separators introduced in Chapter 3, 4, and 5, there are other design issues worth mentioning. In this section, we show the design decisions we have made for the implementation of our algorithms. First, we introduce LEDA (Library of Efficient Data Types and Algorithms)[41] and why we choose LEDA as a library of data types and algorithms. Second, we present two versions of priority queue implementation for Dijkstra's SSSP: one version is for computing SSSP tree at the preprocessing stage, the other is for optimizing the choice
of levels so that the cost of separator is reduced. This problem is reformulated as a shortest path problem. At last, we show how to apply the strategy of the bin packing problem to obtain an edge separator from a vertex separator.

6.1.1 Why Choose LEDA

The LEDA project was started in 1989 and leaded by Mehlhorn and Näher [41]. It is not only a library of data types and algorithms of combinatorial and geometric computing but also a platform on which applications can be built. After more than a decade of improvements, LEDA provides a sizable collection of data types and algorithms in a form that allows them to be used by non-experts. This collection includes most of the data types and algorithms described in textbooks: stacks, queues, lists, sets, dictionaries, ordered sequences, partitions, and priority queues; directed, undirected, and planar graphs, lines, points, and planes; and many algorithms in graph and network theory and computational geometry. LEDA gives a precise and readable specification for each of the data types and algorithms just mentioned. Many data types in LEDA are parameterized, so a user has the flexibility of choosing a data type such as integer, float, double, string, and user defined types, etc. of his/her interest.

In addition, LEDA contains a comfortable data type graph. It offers the standard iterations, addition and deletion of nodes and edges, and arrays and matrices indexed by nodes and edges. This is very convenient when costs and weights are associated with nodes (vertices) or edges of graphs. LEDA contains the most efficient realization known for its types. It is realized in C++ and all its data types and algorithms are stored in the library as precompiled object-modules. This leads to short compile time. Also, LEDA offers an interface to the X11 window system to allow graphical output and mouse input. This feature allows us to visualize our graphs and separators on the screen or to a file easily. For the elegance and ease of use in LEDA, we choose LEDA as a library and a platform to build our implementation of graph separators.
6.1.2 Priority Queue Implementation for Dijkstra’s SSSP

The main problem we are facing in this research is to construct a vertex t-separator by finding a set of indices of levels whose removal separates $G$ into components with weight less than $tw(G)$. In case there is a component whose weight exceeds $tw(G)$, Aleksandrov and Djidjev’s fundamental-cycle approach [2] is employed to further partition it. In order to reduce the cost of vertex t-separator, this problem is reformulated as a variation of the shortest path problem (see Chapter 4). Efficient computation of such shortest paths is the focus of our design.

Dijkstra’s SSSP algorithm maintains a priority queue $Q$ storing the vertices of the graph, where the key of a vertex $i$ in $Q$ is the shortest distance from 0 to $i$ found so far. If costs on vertices are positive real, then the key of a vertex is a real too. Normally, a priority queue implemented by binary or Fibonacci heap will do the job. If costs on vertices are positive integers, then the key is integer too. For the latter case, we design a special implementation of priority queue so that the running time of computing such shortest path is $O(\sigma(G)/t)$. In the uniform case, when all vertices have the same cost, the time bound is $O(n/t)$ (see the proof of Lemma 4 in Section 4.2).

As mentioned briefly in the proof of Lemma 4 in Section 4.2, we implement such a priority queue by employing an array $Q$ of size $B + 1$ where $B = 4\sqrt{2\sigma(G)/t}$, with its elements initialized to nil and $Q[0] = 0$. $Q$ serves as scoreboard. Index of $Q$ is from 0 to $B$, representing all possible distance up to $B$ to vertex 0. For an index $i$, content $Q[i]$ stores the vertex whose distance is $i$. Let $\text{dist}[j]$ denote the distance from vertex $j$ to vertex 0. We explain how the two operations $\text{Extract\_min}$ and $\text{Decrease\_key}$ are realized for such a priority queue.

1. Decrease\_key: if our algorithm finds a less distance $d$ for a vertex $j$, then it updates $\text{dist}[j] \leftarrow d$, and checks the contents $Q[d]$: if $Q[d]$ is less than $j$ (meaning if the vertex stored at $Q[d]$ is before $j$) then updates $Q[d] \leftarrow j$.

2. Extract\_min: it is implemented by traversing $Q$ from 0 to $B$. It returns the
content of first non-nil element of $Q$, which is the vertex with the current shortest distance.

So, this implementation of the priority queue takes $B$ time to traverse the array (Extract\_min operations) and $O(1)$ time per Decrease\_key operation, which sums to $O(B^2) = O(\sigma(G)/t)$ as the upper bound on the running time for phase I of the algorithm. If we used Fibonacci heaps to implement the priority queue, it would require $O(\log n)$ time per Extract\_min and $O(1)$ amortized time per Decrease\_key operation. That leads to $O(n \log n + B^2)$ time upper bound on the running time for phase I of the algorithm.

In the preprocessing stage of our algorithm, Dijkstra’s SSSP tree is built to compute the distance for each vertex of $G$. This time, Dijkstra’s SSSP is implemented as described in subsection 2.3.2 in Chapter 2. LEDA provides many implementations of priority queues, for instance, Fibonacci heaps, binary heaps, paring heaps, $k$-ary heaps, etc. LEDA did tests on the running time of Dijkstra’s algorithm with different priority queue implementations, the experimental results say that the implementation with binary heaps outperforms Fibonacci heaps in most of the cases except when testing graphs have 200000 vertices and 500000 edges and the edge weights from 0 to 100000. For this reason, the priority queue implemented in binary heap is chosen instead of Fibonacci heap.

6.1.3 Edge $t$-separator and Bin Packing

As an application of our vertex separator theorem, an edge separator is obtained from existing vertex separator using the algorithm introduced in Section 5.2. Packing the vertices in vertex separator back to their neighbor components is just like the bin packing problem (see Subsection 2.3.4). In our algorithm, we first use the “best fit” strategy to absorb such a vertex $v$ to its “best fit” neighbor region: the region adjacent to $v$ with the maximum number of edges. This reduces the size of the edge separator. If the “best fit” region can not absorb $v$ because the sum of their weights exceeds $\alpha tw(G)$ (known as the weight condition), then we follow “first fit” strategy, letting
the “first fit” component absorb the vertex. The worst case may happen when none of the adjacent components can absorb \( v \) under the weight condition, and \( v \) by itself forms a new region. We relaxed the weight condition to at most \( 2tw(G)(\alpha = 2.0) \) in this algorithm. This relaxation does not guarantee that the worst case never happens, but it reduces the possibility of its occurrence. This modification seems to work well for most of the tests we performed. This algorithm not only takes care of reducing the size of edge separator but also is simple and easy to implement.

6.2 Experiments

This section starts with the goal of our experiments and our system environment, followed by what we implemented and the input parameters of our programs. Then, we present what we tested, experimental results, our observations and analysis. At last, we compare our results with the results shown in [16]

6.2.1 Goal of Experiments and System Environment

The first goal of our experiments is to test our implementations on a large amount of planar graphs of different types against what we predict in our vertex separator theorem and edge separator theorem. Denote the resulting vertex separator by \( S_t \), and edge separator by \( ES_t \). In particular, we collect the following experimental results:

1. the cost of separator \( c(S_t) \) and \( |ES_t| \)

2. the ratio of the cost of separator \( c(S_t) \) and \( \sqrt{\sigma(G)} / t \) for vertex separator, and the ratio of \( |ES_t| \) and \( \sqrt{\Delta(G)} / t \) for edge separator\(^1\)(in theory, the ratio is \( 4\sqrt{2} \))

3. the number of components generated

4. the largest and smallest components in terms of weights when cost is one

\(^1\)As defined before, \( \sigma(G) = \sum_{v \in V}(c(v))^2 \), \( \Delta(G) = \sum_{v \in V}(deg(v))^2 \) and \( deg(v) \) is the degree of \( v \).
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5. the CPU time of Phase I and II, and Phase III of our algorithms

6. balance, the ratio of maximum and minimum weight of resulting components

The second goal is to test the efficiency of the cost reducing technique described in Chapter 4.

The system environment of our experiments is Sun Ultra 10 Microsystems with 440 MHz clock and 512 Mb memory running Solaris 8 operating system. Our algorithms are implemented in C++ using LEDA version 4.1. The C++ compiler is GNU g++ version 2.95.2.

6.2.2 What We Implemented and Input Parameters

We have implemented the algorithm for constructing vertex $t$-separator introduced in Chapter 3, and Chapter 4. We have two different implementations of Phase I of the vertex separator algorithm. In the first version we implemented the separator by choosing the levels as described in the proof of Theorem 2. We call this equi-distant levels partition. In the second version, we implemented the algorithm using the cost reducing technique presented in Chapter 4. As an application, we have implemented the algorithm for constructing edge separator as described in Chapter 5.

The input of our programs consists of three parameters: input graph name, number of parts into which the input graph is to be partitioned, and an integer representing what costs and weights are associated to vertices of input graphs. For input graphs, we use well known planar graphs available on the web\textsuperscript{2}, including finite element meshes (FEM) in 2-dimension (2D), irregular planar graphs, and triangular irregular networks (TIN). Our programs accept input graphs in the LEDA graph format. So we implemented two converters: one is to convert TIN graphs to the LEDA format, the other is to convert the FEM graphs to the LEDA format. Table 6.1 lists a sample of planar graphs used in our experiments.

\footnote{\textsuperscript{2}e.g., see http://www.uni-paderborn.de/fachbereich/AG/monien/RESEARCH/graphs.html}
<table>
<thead>
<tr>
<th>Graph</th>
<th>$n$</th>
<th>$m$</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>trapezoid</td>
<td>819</td>
<td>2286</td>
<td>irregular planar</td>
</tr>
<tr>
<td>tapir</td>
<td>1024</td>
<td>2846</td>
<td>irregular planar</td>
</tr>
<tr>
<td>airfoil</td>
<td>4253</td>
<td>12289</td>
<td>irregular planar</td>
</tr>
<tr>
<td>cycle30k</td>
<td>30001</td>
<td>30001</td>
<td>irregular planar</td>
</tr>
<tr>
<td>africa</td>
<td>5000</td>
<td>14798</td>
<td>TIN</td>
</tr>
<tr>
<td>australia</td>
<td>5000</td>
<td>14943</td>
<td>TIN</td>
</tr>
<tr>
<td>brazil</td>
<td>5000</td>
<td>14777</td>
<td>TIN</td>
</tr>
<tr>
<td>deberg</td>
<td>29</td>
<td>68</td>
<td>TIN</td>
</tr>
<tr>
<td>europe</td>
<td>5000</td>
<td>14816</td>
<td>TIN</td>
</tr>
<tr>
<td>greatlakes</td>
<td>5000</td>
<td>14873</td>
<td>TIN</td>
</tr>
<tr>
<td>greenland</td>
<td>5000</td>
<td>14689</td>
<td>TIN</td>
</tr>
<tr>
<td>japan</td>
<td>1500</td>
<td>4353</td>
<td>TIN</td>
</tr>
<tr>
<td>madagascar</td>
<td>5000</td>
<td>14838</td>
<td>TIN</td>
</tr>
<tr>
<td>sanbern</td>
<td>5000</td>
<td>14770</td>
<td>TIN</td>
</tr>
<tr>
<td>america</td>
<td>5000</td>
<td>14787</td>
<td>TIN</td>
</tr>
<tr>
<td>tin50000</td>
<td>25440</td>
<td>75683</td>
<td>TIN</td>
</tr>
<tr>
<td>tin100000</td>
<td>50624</td>
<td>150973</td>
<td>TIN</td>
</tr>
<tr>
<td>3elt</td>
<td>4720</td>
<td>13722</td>
<td>FEM (2D)</td>
</tr>
<tr>
<td>3elt_dual</td>
<td>9000</td>
<td>13278</td>
<td>FEM (2D)</td>
</tr>
<tr>
<td>whitaker</td>
<td>9800</td>
<td>28989</td>
<td>FEM (2D)</td>
</tr>
<tr>
<td>whitaker_dual</td>
<td>19190</td>
<td>28581</td>
<td>FEM (2D)</td>
</tr>
<tr>
<td>big</td>
<td>15606</td>
<td>45878</td>
<td>FEM (2D)</td>
</tr>
<tr>
<td>big_dual</td>
<td>30269</td>
<td>44929</td>
<td>FEM (2D)</td>
</tr>
<tr>
<td>crack</td>
<td>10240</td>
<td>30380</td>
<td>FEM (2D)</td>
</tr>
<tr>
<td>crack_dual</td>
<td>20141</td>
<td>30043</td>
<td>FEM (2D)</td>
</tr>
<tr>
<td>grid1</td>
<td>252</td>
<td>476</td>
<td>FEM (2D)</td>
</tr>
<tr>
<td>grid1_dual</td>
<td>224</td>
<td>420</td>
<td>FEM (2D)</td>
</tr>
<tr>
<td>netz4504</td>
<td>1961</td>
<td>2578</td>
<td>FEM (2D)</td>
</tr>
<tr>
<td>netz4504_dual</td>
<td>615</td>
<td>1171</td>
<td>FEM (2D)</td>
</tr>
<tr>
<td>ukerbe1</td>
<td>5981</td>
<td>7852</td>
<td>FEM (2D)</td>
</tr>
<tr>
<td>ukerbe1_dual</td>
<td>1866</td>
<td>3538</td>
<td>FEM (2D)</td>
</tr>
</tbody>
</table>

Table 6.1: Sample input graphs with $n$ vertices and $m$ edges.
### 6.2.3 Experimental Results and Observations

We conduct system and functional tests for our implementations of vertex and edge separator algorithms. *System test* is to test our implementation as a whole system, *functional test* is to test each function individually. In addition, we test our implementations on a large number of planar graphs of different types against what we predict in the vertex and edge separator theorems. At last we test the efficiency of our cost-reducing technique and compare it with equi-distant levels partition. We perform our tests for the combinations of weight and cost, and list our resulting tables and figures in Table 6.2.

There are several common observations that can be made for testing vertex separator of graphs with unit costs and weights (Table 6.3, Figure 6.1 and 6.2).

1. *Separator*: Costs of the obtained separators are significantly smaller than the upper bound derived in Theorem 2. This is illustrated by the ratio between the cost of the separator $c(S_t)$ and $\sqrt{\sigma(G)/t}$ (in case of unit costs, $c(S_t) = |S_t|$).

   By Theorem 2 this ratio is at most $4\sqrt{2} \approx 5.657$, whereas we never get a ratio bigger than 2.0 in our experiments.
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2. *Balance:* Maximum weight of a component does not exceed $2tw(G)$ of test graph $G$ with different value of $t$. Balance is calculated as the ratio of maximum and minimum weight of resulting components. In most cases, balance is below 2.0. The worst case happens when the graph is small and $1/t$ is very big, or when there is a small piece that can not be packed to any neighbor component. Generally speaking, our algorithm produces balanced partitions.

3. *CPU time:* Overall running times are small and do not change significantly by altering the value of $t$. This suggest that these algorithms are practical. Also, the heuristic of Phase III, which combines the small components into larger ones respecting the weight criteria, takes only a small fraction of time compared to the time spent in Phase I plus Phase II. Two extreme cases of the time of Phase I+II exist when $1/t = 2$. For input graph *airfoil, america, tin500000* and *tin100000*, the time of Phase I+II is longer than that when $1/t = 4,32,128$ because no level is found and the graph is partitioned by fundamental cycles. For input graph *trapezoid, whitaker, and crack_dual*, the time of Phase I+II is shorter because one level is found and no further partition is needed.

Similar observations can be made for experiments on graphs with unit costs and random weights in range (1.0, 100.0). The results are shown in Table 6.4, Figure 6.3 and 6.4. Also, the results of experiments on graphs with random costs in range (1, 100) and random weights in range (1.0, 100.0) are shown in Table 6.5, Figure 6.5 and 6.6, which shows that the ratio $c(S_t)$ and $\sqrt{\sigma(G)/t}$ is much smaller since the cost of a vertex is in range of (1, 100) and $\sqrt{\sigma(G)/t}$ is much bigger than $\sqrt{n/t}$. It also shows that the size of separator $|S_t|$ increases in some cases maybe because more vertices with small costs are in the separator.

Next, we make similar observations for testing edge separator of graphs with cost as vertex degree and unit weights (Table 6.6, Figure 6.7 and 6.8) as what we did for vertex separator. Denote $\sum_{v \in V} (\text{deg}(v))^2$ by $\Delta(G)$

1. *Separator:* The ratio between the size of the obtained separators $|ES_t|$ and $\sqrt{\Delta(G)/t}$ is significantly less than the constant predicted by Theorem 3. This
| Graph   | $\frac{1}{t}$ | $\frac{|S_t|}{\sqrt{n/t}}$ | $|S_t|$ | # of pieces | min weight | max weight | time of Ph. I+II | time of Phase III | balance |
|---------|---------------|---------------------------|--------|-------------|------------|-------------|----------------|------------------|---------|
| trapezoid | 2 | 0.815 | 33 | 2 | 387 | 399 | 0.00 | 0.00 | 1.03 |
| n=819 | 4 | 0.716 | 41 | 4 | 189 | 201 | 0.07 | 0.00 | 1.06 |
| m=2286 | 32 | 1.310 | 212 | 26 | 19 | 32 | 0.07 | 0.00 | 1.68 |
| | 128 | 1.192 | 386 | 82 | 2 | 8 | 0.06 | 0.01 | 4.00 |
| tapir | 2 | 0.376 | 17 | 2 | 367 | 640 | 0.10 | 0.00 | 1.74 |
| n=1024 | 4 | 0.313 | 20 | 4 | 162 | 301 | 0.11 | 0.01 | 1.86 |
| m=2846 | 32 | 1.144 | 207 | 28 | 14 | 40 | 0.09 | 0.01 | 2.86 |
| | 128 | 1.058 | 383 | 87 | 3 | 11 | 0.09 | 0.01 | 3.67 |
| airfoil | 2 | 0.434 | 40 | 2 | 1791 | 2422 | 0.53 | 0.03 | 1.35 |
| n=4253 | 4 | 0.889 | 116 | 4 | 897 | 1314 | 0.58 | 0.03 | 1.46 |
| m=12289 | 32 | 1.431 | 528 | 30 | 107 | 163 | 0.48 | 0.03 | 1.52 |
| | 128 | 1.511 | 1115 | 108 | 18 | 42 | 0.41 | 0.03 | 2.33 |
| america | 2 | 0.88 | 88 | 2 | 2122 | 2790 | 0.62 | 0.02 | 1.31 |
| n=5000 | 4 | 1.245 | 176 | 4 | 1180 | 1236 | 0.48 | 0.04 | 1.05 |
| m=14787 | 32 | 1.590 | 636 | 30 | 113 | 214 | 0.52 | 0.05 | 1.89 |
| | 128 | 1.674 | 1259 | 113 | 21 | 48 | 0.47 | 0.05 | 2.29 |
| whitaker | 2 | 0.550 | 77 | 2 | 4822 | 4901 | 0.06 | 0.08 | 1.02 |
| n=9800 | 4 | 1.096 | 217 | 4 | 2139 | 2632 | 0.67 | 0.07 | 1.23 |
| m=28089 | 32 | 1.627 | 911 | 31 | 239 | 336 | 1.14 | 0.08 | 1.41 |
| | 128 | 1.682 | 1884 | 114 | 54 | 104 | 1.09 | 0.09 | 1.93 |
| big | 2 | 0.951 | 168 | 2 | 6001 | 9437 | 2.49 | 0.14 | 1.57 |
| n=1606 | 4 | 0.768 | 192 | 4 | 3820 | 3901 | 2.61 | 0.11 | 1.02 |
| m=45878 | 32 | 1.493 | 1055 | 31 | 401 | 679 | 2.17 | 0.15 | 1.69 |
| | 128 | 1.664 | 2352 | 120 | 71 | 150 | 1.91 | 0.16 | 2.11 |
| crack | 2 | 0.568 | 114 | 2 | 9996 | 10031 | 0.10 | 0.14 | 1.00 |
| dual | n=2041 | 4 | 0.874 | 248 | 4 | 4912 | 5036 | 1.13 | 0.13 | 1.03 |
| m=30043 | 32 | 1.185 | 951 | 31 | 525 | 938 | 1.72 | 0.15 | 1.79 |
| | 128 | 1.231 | 1977 | 121 | 122 | 189 | 1.77 | 0.17 | 1.55 |
| tin50000 | 2 | 0.705 | 159 | 2 | 12639 | 12642 | 4.29 | 0.23 | 1.00 |
| n=25440 | 4 | 0.997 | 318 | 4 | 6241 | 6339 | 3.17 | 0.21 | 1.02 |
| m=75683 | 32 | 1.628 | 1469 | 31 | 715 | 1103 | 3.88 | 0.23 | 1.54 |
| | 128 | 1.735 | 3130 | 122 | 144 | 208 | 3.44 | 0.24 | 1.44 |
| tin100000 | 2 | 0.710 | 226 | 2 | 24867 | 25531 | 9.47 | 0.46 | 1.03 |
| n=50624 | 4 | 0.998 | 449 | 4 | 12432 | 12656 | 6.68 | 0.46 | 1.02 |
| m=150973 | 32 | 1.637 | 2083 | 32 | 1025 | 1589 | 8.67 | 0.46 | 1.54 |
| | 128 | 1.766 | 4496 | 124 | 256 | 437 | 8.47 | 0.48 | 1.71 |

Table 6.3: Experimental results on construction of vertex t-separator using cost-reducing technique. Testing graphs have $n$ vertices and $m$ edges and unit costs and weights on vertices. Time for Phase I+II and Phase III is shown separately in seconds. Number of pieces into which the graph is partitioned, minimum and maximum weight of a piece, and balance as the ratio between maximum and minimum weight of components are shown.
Figure 6.1: Graphs with unit weights and costs are partitioned by vertex $t$-separator. (a) trapezoid, $t = 0.5$, (b) trapezoid, $t = 0.25$, (c) tapir, $t = 0.5$, (d) tapir, $t = 0.25$
Figure 6.2: Graphs with unit weights and costs are partitioned by vertex $t$-separator. (a) airfoil, $t = 0.5$, (b) airfoil, $t = 0.25$, (c) america, $t = 0.5$, (d) america, $t = 0.25$
| Graph | \( \frac{1}{t} \) | \( \frac{|S_1|}{\sqrt{n/t}} \) | \(|S_1|\) | \# of pieces | time of Ph. I+II | time of Phase III | balance |
|-------|----------------|----------------|--------|-----------|----------------|----------------|---------|
| trapezoid \( n=819 \) | 2 | 0.815 | 33 | 2 | 0.00 | 0.01 | 1.03 |
| \( m=2286 \) | 4 | 1.048 | 60 | 4 | 0.07 | 0.01 | 1.86 |
| \( m=2846 \) | 32 | 1.297 | 210 | 26 | 0.07 | 0.01 | 2.25 |
| 128 | 1.127 | 365 | 74 | 0.06 | 0.00 | 3.50 |
| tapir \( n=1024 \) | 2 | 0.376 | 17 | 2 | 0.09 | 0.01 | 1.01 |
| \( m=2289 \) | 4 | 0.513 | 20 | 4 | 0.10 | 0.01 | 1.85 |
| \( m=2846 \) | 32 | 1.011 | 183 | 29 | 0.07 | 0.01 | 2.36 |
| 128 | 1.058 | 383 | 90 | 0.08 | 0.01 | 4.50 |
| airfoil \( n=4253 \) | 2 | 0.434 | 40 | 2 | 0.55 | 0.03 | 1.36 |
| \( m=12289 \) | 4 | 0.889 | 116 | 6 | 0.60 | 0.03 | 1.47 |
| \( m=14787 \) | 32 | 1.565 | 537 | 30 | 0.47 | 0.04 | 1.42 |
| 128 | 1.518 | 1120 | 109 | 0.37 | 0.04 | 2.30 |
| america \( n=5000 \) | 2 | 0.88 | 88 | 2 | 0.70 | 0.04 | 1.31 |
| \( m=14787 \) | 4 | 1.237 | 175 | 4 | 0.49 | 0.04 | 1.05 |
| \( m=28989 \) | 32 | 1.608 | 643 | 31 | 0.51 | 0.03 | 1.86 |
| 128 | 1.595 | 1276 | 113 | 0.49 | 0.03 | 2.70 |
| whitaker \( n=9800 \) | 2 | 0.550 | 77 | 2 | 0.04 | 0.08 | 1.01 |
| \( m=28989 \) | 4 | 1.121 | 222 | 4 | 0.69 | 0.08 | 1.25 |
| \( m=28989 \) | 32 | 1.623 | 909 | 31 | 1.15 | 0.08 | 1.33 |
| 128 | 1.680 | 1882 | 115 | 1.10 | 0.09 | 1.96 |
| big \( n=15606 \) | 2 | 0.951 | 168 | 2 | 2.58 | 0.13 | 1.56 |
| \( m=45878 \) | 4 | 0.768 | 192 | 4 | 2.57 | 0.13 | 1.02 |
| \( m=45878 \) | 32 | 1.487 | 1051 | 31 | 2.24 | 0.15 | 1.67 |
| 128 | 1.669 | 2359 | 121 | 1.96 | 0.15 | 1.94 |
| crack.dual \( n=20141 \) | 2 | 0.568 | 114 | 2 | 0.11 | 0.15 | 1.01 |
| \( m=30043 \) | 4 | 0.874 | 248 | 4 | 1.08 | 0.14 | 1.04 |
| \( m=30043 \) | 32 | 1.191 | 956 | 32 | 1.76 | 0.15 | 1.70 |
| 128 | 1.231 | 1977 | 121 | 1.76 | 0.16 | 1.67 |
| tin50000 \( n=25440 \) | 2 | 0.705 | 159 | 2 | 4.33 | 0.20 | 1.00 |
| \( m=75683 \) | 4 | 0.997 | 318 | 4 | 3.27 | 0.22 | 1.02 |
| \( m=75683 \) | 32 | 1.645 | 1484 | 31 | 3.79 | 0.24 | 1.40 |
| 128 | 1.730 | 3129 | 121 | 3.45 | 0.25 | 1.80 |
| tin100000 \( n=50624 \) | 2 | 0.704 | 224 | 2 | 9.05 | 0.43 | 1.00 |
| \( m=150973 \) | 4 | 0.998 | 449 | 4 | 6.62 | 0.45 | 1.01 |
| \( m=150973 \) | 32 | 1.671 | 2127 | 31 | 8.57 | 0.47 | 1.58 |
| 128 | 1.765 | 4493 | 123 | 8.32 | 0.49 | 1.33 |

Table 6.4: Experimental results on constructing vertex \( t \)-separator of graphs with unit costs and random weights in range \((1.0,100.0)\) on vertices. Cost-reducing technique is used. Time for Phase I + II and Phase III is shown separately in seconds. Number of pieces into which the graph is partitioned, and balance are shown.
Figure 6.3: Graphs with random weights in range (1.0, 100.0) and unit costs are partitioned by vertex $t$-separator. (a) trapezoid, $t = 0.5$, (b) trapezoid, $t = 0.25$, (c) tapir, $t = 0.5$, (d) tapir, $t = 0.25$
Figure 6.4: Graphs with random weights in range (1.0, 100.0) and unit costs are partitioned by vertex $\ell$-separator. (a) airfoil, $\ell = 0.5$, (b) airfoil, $\ell = 0.25$, (c) america, $\ell = 0.5$, (d) america, $\ell = 0.25$
## Table 6.5: Experimental results on constructing vertex $t$-separator of graphs with random integer costs in range $(1, 100)$, and random weights in range $(1.0, 100.0)$ on vertices. cost-reducing technique is used. $c(S_t)$ is the cost of separator $S_t$. Time for Phase I + II and Phase III is shown separately in seconds. Number of pieces into which the graph is partitioned, and balance are shown.

| Graph  | $\frac{c(S_t)}{\sqrt{e(G)}/t}$ | $|S_t|$ | # of pieces | time of Ph. I+II | time of Phase III | balance |
|--------|-------------------------------|--------|-------------|-----------------|------------------|---------|
| trapezoid | $n=819$ | $m=2286$ | | | | |
| 2   | 0.192 | 15 | 2 | 0.09 | 0.00 | 1.04 |
| 4 | 0.491 | 63 | 4 | 0.07 | 0.00 | 1.69 |
| 128 | 0.972 | 367 | 75 | 0.13 | 0.02 | 3.02 |
| tapir | $n=1024$ | $m=2846$ | | | | |
| 2 | 0.282 | 18 | 2 | 0.14 | 0.00 | 1.75 |
| 4 | 0.269 | 35 | 4 | 0.12 | 0.01 | 1.08 |
| 128 | 0.839 | 197 | 27 | 0.12 | 0.00 | 2.77 |
| 128 | 0.904 | 363 | 100 | 0.12 | 0.01 | 9.33 |
| airfoil | $n=4253$ | $m=12289$ | | | | |
| 2 | 0.487 | 97 | 2 | 0.60 | 0.04 | 1.01 |
| 4 | 0.427 | 115 | 4 | 0.65 | 0.04 | 1.24 |
| 128 | 1.325 | 1246 | 105 | 0.71 | 0.04 | 2.17 |
| america | $n=5000$ | $m=14787$ | | | | |
| 2 | 0.495 | 113 | 2 | 0.90 | 0.04 | 1.29 |
| 4 | 0.400 | 120 | 4 | 0.75 | 0.03 | 1.68 |
| 128 | 1.101 | 726 | 30 | 0.85 | 0.05 | 2.15 |
| 128 | 1.211 | 1317 | 103 | 0.85 | 0.06 | 2.14 |
| whitaker | $n=9800$ | $m=28989$ | | | | |
| 2 | 0.242 | 78 | 2 | 1.72 | 0.09 | 1.01 |
| 4 | 0.629 | 290 | 4 | 1.94 | 0.09 | 1.37 |
| 128 | 1.398 | 1166 | 33 | 1.78 | 0.09 | 1.85 |
| 128 | 1.445 | 2286 | 114 | 1.83 | 0.10 | 2.31 |
| big | $n=15606$ | $m=45878$ | | | | |
| 2 | 0.504 | 201 | 2 | 4.07 | 0.14 | 1.49 |
| 4 | 0.504 | 288 | 4 | 4.16 | 0.14 | 1.12 |
| 128 | 0.906 | 1148 | 34 | 4.10 | 0.14 | 1.75 |
| 128 | 1.445 | 2775 | 125 | 4.08 | 0.15 | 2.87 |
| crack.dual | $n=20141$ | $m=30043$ | | | | |
| 2 | 0.200 | 95 | 2 | 2.85 | 0.14 | 1.07 |
| 4 | 0.561 | 237 | 4 | 2.67 | 0.15 | 1.19 |
| 128 | 0.976 | 997 | 33 | 3.46 | 0.16 | 1.96 |
| 128 | 1.016 | 2037 | 130 | 3.83 | 0.18 | 2.55 |
| tin50000 | $n=25440$ | $m=75683$ | | | | |
| 2 | 0.310 | 170 | 2 | 4.76 | 0.23 | 1.69 |
| 4 | 0.752 | 602 | 4 | 5.02 | 0.23 | 1.37 |
| 128 | 1.292 | 2074 | 33 | 6.02 | 0.23 | 1.96 |
| 128 | 1.469 | 4219 | 130 | 6.05 | 0.25 | 2.22 |
| tin100000 | $n=50624$ | $m=150973$ | | | | |
| 2 | 0.302 | 246 | 2 | 9.77 | 0.48 | 1.11 |
| 4 | 0.563 | 638 | 4 | 9.91 | 0.49 | 1.31 |
| 128 | 1.324 | 3258 | 35 | 13.94 | 0.47 | 1.79 |
| 128 | 1.479 | 6345 | 130 | 14.05 | 0.49 | 2.38 |
Figure 6.5: Graphs with random weights in range (1.0, 100.0) and random integer costs in range (1, 100) are partitioned by vertex $t$-separator. (a) trapezoid, $t = 0.5$, (b) trapezoid, $t = 0.25$, (c) tapir, $t = 0.5$, (d) tapir, $t = 0.25$
Figure 6.6: Graphs with random weights in range (1.0, 100.0) and random integer costs in range (1, 100) are partitioned by vertex $t$-separator. (a) airfoil, $t = 0.5$, (b) airfoil, $t = 0.25$, (c) america, $t = 0.5$, (d) america, $t = 0.25$
ratio is at most \(4\sqrt{2} \approx 5.657\) in Theorem 3, whereas we never get this ratio bigger than 1.0 in our experiments.

2. **Balance**: Maximum weight of a component does not exceed \(2tw(G)\) of test graph \(G\) with different value of \(t\). Balance is calculated as the ratio of maximum and minimum weight of resulting components. In most cases, balance is below 2.0. The worst case happens when the graph is small and \(1/t\) is very big, or when a vertex in vertex separator can not be packed to its neighbor components and it forms a new component by itself. Generally speaking, our algorithm produces balanced partitions.

3. **CPU time**: Time for computing edge separators is small, and does not vary substantially by varying the value of \(t\). Time for Phase III is significantly smaller than the time for Phase I+II for most values of \(t\). For different values of \(t\), time for both Phase I+II and Phase III is stable for the same graph.

The results of edge-separator experiments on graphs with cost as vertex degree and random weight in range (1.0, 100.0) are shown in Table 6.7, Figure 6.9 and 6.10. These results are very similar to the results when testing graphs with unit weight.

At last, we conduct experiments on the efficiency of the cost-reducing technique from Chapter 4. We have two implementations of Phase I in our algorithm. The first version of Phase I applies equi-distance levels partition. The second version employs the cost-reducing technique. We test the two versions of Phase I for unit costs only. For our convenience, we compare the CPU time of Phase I+II and the cost of the separator generated by Phase I+II in the experiments and present results in Table 6.8. Figure 6.11 shows the improvement in cost of separators by ratio between cost of separators generated by cost-reducing technique and cost of separators generated by equi-distance levels partition. If the ratio is more close to 1.0 or greater than 1.0, there is little or no improvement. If the ratio is far less than 1.0, there is more improvement. We observe the following:

1. **CPU time**: The computation of \(t\)-separators using cost-reducing technique takes
slightly more time compared to the equi-distant levels partition. These results are consistent with varying the parameter $t$. There is one special case for $1/t = 4$, optimized-time is smaller than equi-time of Phase I+II for graphs whitaker, america, and tin50000. This is because the equi-distance level approach finds more levels than the cost-reducing technique, and it takes a little more time to compute them. For instance, for whitaker, the equi-distance level approach finds 6 levels and the cost-reducing technique finds 2 levels; for america, the equi-distance computes 3 levels and the cost-reducing technique selects 2; for tin50000, the equi-distance computes 3 levels and the cost-reducing technique computes 1 level only.

2. Improvement in cost of separator. Generally speaking, when $1/t = 64, 128, 256$, the improvement in cost of separators using cost-reducing technique are stable and vary from 20% to 35% except in graph big it is about 15%. Graph trapezoid and tapir have gradually less improvements simply because they’re relatively small graphs. Most of the test graphs have their significant improvement in the range [35%, 55%] when $1/t = 4$ except airfoil and big have very small improvement about 5%, respectively. Graph america has negative improvement when $1/t = 4$ because the cost of separator generated by equi-distant level approach is less than that generated by the cost reducing technique. The reason is that the equi-distant level approach finds 3 levels to partition the graph into 4 components but the cost-reducing technique finds 2 levels and a fundamental-cycle is computed to partition the graph further, which results in more vertices in the vertex separator compared to the separator generated by the equi-distance level approach.

6.2.4 Comparison

We briefly compare our edge separator results with Gilbert et al [16], introduced in Section 2.2.3.1 in Chapter 2. Table 6.9 presents this comparison for graph tapir because we do not have the other graphs listed in [16]. In [16], Matlab is used to
| Graph  | $\frac{b}{t}$ | $\frac{|ES_t|}{\sqrt{\Delta(G)/t}}$ | $|ES_t|$ | # of pieces | min weight | max weight | time of Ph. I+II | time of Phase III | balance |
|--------|--------|-----------------|--------|------------|------------|------------|----------------|----------------|--------|
| trapezoid | 2      | 0.122           | 28     | 2          | 404        | 415        | 0.10           | 0.00           | 1.03   |
| $n=819$  | 4      | 0.338           | 110    | 4          | 137        | 257        | 0.10           | 0.00           | 1.88   |
| $m=2286$ | 32     | 0.485           | 447    | 27         | 17         | 51         | 0.09           | 0.01           | 3.00   |
|         | 128    | 0.498           | 918    | 98         | 1          | 12         | 0.09           | 0.01           | 12.00  |
| tapir   | 2      | 0.073           | 20     | 2          | 487        | 537        | 0.13           | 0.00           | 1.10   |
| $n=1024$ | 4      | 0.231           | 89     | 4          | 244        | 263        | 0.12           | 0.01           | 1.08   |
| $m=2846$ | 32     | 0.433           | 472    | 29         | 25         | 48         | 0.10           | 0.01           | 1.92   |
|         | 128    | 0.489           | 1066   | 118        | 1          | 16         | 0.10           | 0.01           | 16.00  |
| airfoil | 2      | 0.149           | 80     | 2          | 1778       | 2475       | 0.67           | 0.03           | 1.39   |
| $n=4253$ | 4      | 0.295           | 224    | 4          | 899        | 1388       | 0.60           | 0.04           | 1.54   |
| $m=12289$ | 32     | 0.495           | 1064   | 31         | 111        | 196        | 0.61           | 0.03           | 1.77   |
|         | 128    | 0.547           | 2350   | 112        | 17         | 63         | 0.55           | 0.03           | 3.71   |
| america | 2      | 0.342           | 205    | 2          | 2089       | 2911       | 0.74           | 0.04           | 1.39   |
| $n=5000$ | 4      | 0.374           | 317    | 4          | 1020       | 1392       | 0.55           | 0.04           | 1.36   |
| $m=14787$ | 32     | 0.587           | 1410   | 31         | 96         | 286        | 0.67           | 0.05           | 2.98   |
|         | 128    | 0.573           | 2751   | 113        | 27         | 64         | 0.62           | 0.05           | 2.37   |
| whitaker | 2      | 0.231           | 192    | 2          | 4854       | 4946       | 0.23           | 0.09           | 1.02   |
| $n=9800$ | 4      | 0.364           | 428    | 4          | 2398       | 2534       | 1.52           | 0.08           | 1.06   |
| $m=28989$ | 32     | 0.566           | 1883   | 31         | 221        | 409        | 1.43           | 0.08           | 1.85   |
|         | 128    | 0.600           | 3992   | 122        | 44         | 129        | 1.31           | 0.09           | 2.93   |
| big     | 2      | 0.302           | 315    | 2          | 6134       | 9472       | 3.54           | 0.15           | 1.54   |
| $n=15606$ | 4      | 0.270           | 398    | 4          | 3881       | 3934       | 2.73           | 0.14           | 1.01   |
| $m=45878$ | 32     | 0.514           | 2144   | 34         | 308        | 514        | 3.19           | 0.14           | 1.67   |
|         | 128    | 0.581           | 4851   | 125        | 65         | 201        | 2.92           | 0.16           | 3.09   |
| crack.dual | 2    | 0.179           | 107    | 2          | 10046      | 10095      | 0.46           | 0.15           | 1.00   |
| $n=20141$ | 4     | 0.281           | 238    | 4          | 4798       | 5224       | 1.60           | 0.15           | 1.09   |
| $m=30043$ | 32    | 0.414           | 992    | 32         | 484        | 915        | 2.40           | 0.15           | 1.89   |
|         | 128    | 0.455           | 2180   | 125        | 89         | 223        | 2.36           | 0.18           | 2.51   |
| tin50000 | 2      | 0.235           | 316    | 2          | 12561      | 12879      | 4.81           | 0.23           | 1.03   |
| $n=25440$ | 4     | 0.378           | 718    | 4          | 6312       | 6389       | 4.30           | 0.23           | 1.01   |
| $m=75683$ | 32    | 0.597           | 3207   | 31         | 660        | 1062       | 4.94           | 0.23           | 1.61   |
|         | 128    | 0.617           | 6639   | 110        | 110        | 307        | 4.64           | 0.25           | 2.79   |
| tin100000 | 2     | 0.235           | 447    | 2          | 24504      | 26120      | 9.65           | 0.48           | 1.07   |
| $n=50624$ | 4     | 0.379           | 1017   | 4          | 12559      | 12763      | 9.42           | 0.49           | 1.02   |
| $m=150973$ | 32   | 0.598           | 4545   | 32         | 1245       | 1794       | 11.60          | 0.49           | 1.44   |
|         | 128    | 0.624           | 9482   | 125        | 264        | 669        | 11.45          | 0.51           | 2.53   |

Table 6.6: Experimental results on construction of edge t-separators with cost-reducing technique. Edge t-separator $ES_t$ is computed from vertex t-separator where unit weight and cost as degree of a vertex are associated with vertices, respectively. Times for Phase I + II and Phase III are shown separately in seconds. Number of pieces into which the graph is partitioned, minimum and maximum weight of a piece, and balance are shown.
Figure 6.7: Graphs with unit weights and costs as degree of vertices are partitioned by edge $t$-separator. (a) trapezoid, $t = 0.5$, (b) trapezoid, $t = 0.25$, (c) tapir, $t = 0.5$, (d) tapir, $t = 0.25$
Figure 6.8: Graphs with unit weights and costs as degree of vertices are partitioned by edge $t$-separator. (a) airfoil, $t = 0.5$, (b) airfoil, $t = 0.25$, (c) america, $t = 0.5$, (d) america, $t = 0.25$
| Graph    | $\frac{1}{t}$ | $\frac{|ES_t|}{\sqrt{\Delta(G)/t}}$ | $|ES_t|$ | # of pieces | time of Ph. I+II | time of Phase III | balance |
|----------|---------------|----------------------------------|--------|-------------|----------------|----------------|---------|
| trapezoid | 2             | 0.122                            | 28     | 2           | 0.10           | 0.00            | 1.03    |
| n=819     | 4             | 0.282                            | 92     | 4           | 0.09           | 0.00            | 1.04    |
| m=2286    | 32            | 0.507                            | 467    | 29          | 0.08           | 0.01            | 2.26    |
|           | 128           | 0.493                            | 909    | 96          | 0.12           | 0.01            | 18.80   |
| tapir     | 2             | 0.073                            | 20     | 2           | 0.13           | 0.01            | 1.09    |
| n=1024    | 4             | 0.296                            | 114    | 4           | 0.11           | 0.01            | 1.39    |
| m=2846    | 32            | 0.434                            | 473    | 30          | 0.10           | 0.01            | 2.43    |
|           | 128           | 0.488                            | 1065   | 113         | 0.10           | 0.01            | 13.12   |
| airfoil   | 2             | 0.149                            | 80     | 2           | 0.57           | 0.04            | 1.40    |
| n=4253    | 4             | 0.306                            | 232    | 4           | 0.51           | 0.03            | 1.55    |
| m=12289   | 32            | 0.489                            | 1050   | 30          | 0.57           | 0.04            | 1.67    |
|           | 128           | 0.548                            | 2356   | 110         | 0.58           | 0.03            | 4.69    |
| america   | 2             | 0.342                            | 205    | 2           | 0.78           | 0.04            | 1.39    |
| n=5000    | 4             | 0.374                            | 317    | 4           | 0.55           | 0.04            | 1.39    |
| m=14787   | 32            | 0.560                            | 1343   | 30          | 0.66           | 0.04            | 2.39    |
|           | 128           | 0.574                            | 2755   | 116         | 0.64           | 0.05            | 3.80    |
| whitaker  | 2             | 0.226                            | 188    | 2           | 0.25           | 0.06            | 1.02    |
| n=9800    | 4             | 0.365                            | 429    | 4           | 1.59           | 0.08            | 1.04    |
| m=28989   | 32            | 0.575                            | 1911   | 32          | 1.44           | 0.09            | 1.91    |
|           | 128           | 0.601                            | 4000   | 123         | 1.33           | 0.10            | 3.53    |
| big       | 2             | 0.302                            | 315    | 2           | 3.54           | 0.14            | 1.54    |
| n=15606   | 4             | 0.270                            | 398    | 4           | 2.77           | 0.14            | 1.01    |
| m=45878   | 32            | 0.505                            | 2110   | 32          | 3.18           | 0.16            | 1.86    |
|           | 128           | 0.576                            | 4810   | 125         | 2.90           | 0.16            | 2.66    |
| crack.dual| 2             | 0.175                            | 105    | 2           | 0.46           | 0.16            | 1.00    |
| n=20141   | 4             | 0.281                            | 238    | 4           | 1.56           | 0.16            | 1.09    |
| m=30043   | 32            | 0.412                            | 987    | 32          | 2.37           | 0.16            | 1.91    |
|           | 128           | 0.451                            | 2162   | 124         | 2.38           | 0.17            | 2.60    |
| tin50000  | 2             | 0.236                            | 317    | 2           | 5.10           | 0.23            | 1.02    |
| n=25440   | 4             | 0.449                            | 854    | 4           | 4.33           | 0.22            | 1.03    |
| m=75683   | 32            | 0.592                            | 3185   | 32          | 5.01           | 0.23            | 1.68    |
|           | 128           | 0.618                            | 6649   | 124         | 4.57           | 0.25            | 2.32    |
| tin100000 | 2             | 0.235                            | 447    | 2           | 9.65           | 0.49            | 1.04    |
| n=50624   | 4             | 0.378                            | 1016   | 4           | 9.44           | 0.49            | 1.02    |
| m=150973  | 32            | 0.597                            | 4540   | 32          | 11.63          | 0.49            | 1.58    |
|           | 128           | 0.621                            | 9438   | 125         | 11.47          | 0.52            | 2.50    |

Table 6.7: Experimental results on construction of edge t-separators with cost-reducing technique. Edge t-separator ES_t is computed from vertex t-separator where weight as random real in range (1.0, 100.0) and cost as degree of a vertex are associated with vertices, respectively. Times for Phase I + II and Phase III are shown separately in seconds. Number of pieces into which the graph is partitioned, and balance are shown.
Figure 6.9: Graphs with random weights in range $(1.0, 100.0)$ and costs as degree of vertices are partitioned by edge $t$-separator. (a) trapezoid, $t = 0.5$, (b) trapezoid, $t = 0.25$, (c) tapir, $t = 0.5$, (d) tapir, $t = 0.25$
Figure 6.10: Graphs with random weights in range (1.0, 100.0) and costs as degree of vertices are partitioned by edge $t$-separator. (a) airfoil, $t = 0.5$, (b) airfoil, $t = 0.25$, (c) america, $t = 0.5$, (d) america, $t = 0.25$
<table>
<thead>
<tr>
<th>Graph</th>
<th>1/t</th>
<th>4</th>
<th>16</th>
<th>32</th>
<th>64</th>
<th>128</th>
<th>256</th>
</tr>
</thead>
<tbody>
<tr>
<td>trapezoid</td>
<td>equi-cost</td>
<td>80</td>
<td>217</td>
<td>336</td>
<td>453</td>
<td>560</td>
<td>599</td>
</tr>
<tr>
<td>n=819</td>
<td>optimized-cost</td>
<td>43</td>
<td>156</td>
<td>235</td>
<td>322</td>
<td>447</td>
<td>533</td>
</tr>
<tr>
<td>m=2286</td>
<td>equi-time</td>
<td>0.04</td>
<td>0.06</td>
<td>0.05</td>
<td>0.04</td>
<td>0.02</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>optimized-time</td>
<td>0.07</td>
<td>0.07</td>
<td>0.07</td>
<td>0.06</td>
<td>0.06</td>
<td>0.05</td>
</tr>
<tr>
<td>tapir</td>
<td>equi-cost</td>
<td>82</td>
<td>202</td>
<td>328</td>
<td>470</td>
<td>595</td>
<td>665</td>
</tr>
<tr>
<td>n=1024</td>
<td>optimized-cost</td>
<td>49</td>
<td>158</td>
<td>260</td>
<td>354</td>
<td>489</td>
<td>583</td>
</tr>
<tr>
<td>m=2846</td>
<td>equi-time</td>
<td>0.07</td>
<td>0.07</td>
<td>0.07</td>
<td>0.05</td>
<td>0.04</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>optimized-time</td>
<td>0.11</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
<td>0.08</td>
</tr>
<tr>
<td>airfoil</td>
<td>equi-cost</td>
<td>125</td>
<td>486</td>
<td>744</td>
<td>1084</td>
<td>1563</td>
<td>2196</td>
</tr>
<tr>
<td>n=4253</td>
<td>optimized-cost</td>
<td>120</td>
<td>398</td>
<td>585</td>
<td>842</td>
<td>1191</td>
<td>1624</td>
</tr>
<tr>
<td>m=12289</td>
<td>equi-time</td>
<td>0.55</td>
<td>0.44</td>
<td>0.39</td>
<td>0.36</td>
<td>0.32</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td>optimized-time</td>
<td>0.58</td>
<td>0.48</td>
<td>0.48</td>
<td>0.46</td>
<td>0.41</td>
<td>0.40</td>
</tr>
<tr>
<td>america</td>
<td>equi-cost</td>
<td>153</td>
<td>536</td>
<td>834</td>
<td>1222</td>
<td>1721</td>
<td>2409</td>
</tr>
<tr>
<td>n=5000</td>
<td>optimized-cost</td>
<td>189</td>
<td>459</td>
<td>720</td>
<td>993</td>
<td>1376</td>
<td>1875</td>
</tr>
<tr>
<td>m=14787</td>
<td>equi-time</td>
<td>0.60</td>
<td>0.50</td>
<td>0.45</td>
<td>0.45</td>
<td>0.38</td>
<td>0.34</td>
</tr>
<tr>
<td></td>
<td>optimized-time</td>
<td>0.48</td>
<td>0.53</td>
<td>0.52</td>
<td>0.48</td>
<td>0.47</td>
<td>0.46</td>
</tr>
<tr>
<td>whitaker</td>
<td>equi-cost</td>
<td>360</td>
<td>829</td>
<td>1254</td>
<td>1791</td>
<td>2504</td>
<td>3532</td>
</tr>
<tr>
<td>n=9800</td>
<td>optimized-cost</td>
<td>238</td>
<td>632</td>
<td>925</td>
<td>1390</td>
<td>1932</td>
<td>2669</td>
</tr>
<tr>
<td>m=28989</td>
<td>equi-time</td>
<td>0.87</td>
<td>1.00</td>
<td>0.98</td>
<td>0.99</td>
<td>0.94</td>
<td>0.88</td>
</tr>
<tr>
<td></td>
<td>optimized-time</td>
<td>0.67</td>
<td>1.14</td>
<td>1.14</td>
<td>1.12</td>
<td>1.09</td>
<td>1.09</td>
</tr>
<tr>
<td>big</td>
<td>equi-cost</td>
<td>208</td>
<td>845</td>
<td>1406</td>
<td>1998</td>
<td>2938</td>
<td>4190</td>
</tr>
<tr>
<td>n=1506</td>
<td>optimized-cost</td>
<td>198</td>
<td>682</td>
<td>1108</td>
<td>1709</td>
<td>2471</td>
<td>3501</td>
</tr>
<tr>
<td>m=45878</td>
<td>equi-time</td>
<td>2.51</td>
<td>2.09</td>
<td>2.09</td>
<td>1.86</td>
<td>1.66</td>
<td>1.46</td>
</tr>
<tr>
<td></td>
<td>optimized-time</td>
<td>2.61</td>
<td>2.58</td>
<td>2.17</td>
<td>2.09</td>
<td>1.91</td>
<td>1.91</td>
</tr>
<tr>
<td>crack_duel</td>
<td>equi-cost</td>
<td>418</td>
<td>1070</td>
<td>1651</td>
<td>2346</td>
<td>3422</td>
<td>4830</td>
</tr>
<tr>
<td>n=20141</td>
<td>optimized-cost</td>
<td>259</td>
<td>737</td>
<td>1088</td>
<td>1611</td>
<td>2301</td>
<td>3272</td>
</tr>
<tr>
<td>m=30043</td>
<td>equi-time</td>
<td>0.87</td>
<td>1.31</td>
<td>1.64</td>
<td>1.74</td>
<td>1.71</td>
<td>1.36</td>
</tr>
<tr>
<td></td>
<td>optimized-time</td>
<td>1.13</td>
<td>1.72</td>
<td>1.72</td>
<td>1.73</td>
<td>1.77</td>
<td>1.75</td>
</tr>
<tr>
<td>tin50000</td>
<td>equi-cost</td>
<td>711</td>
<td>1363</td>
<td>1991</td>
<td>2853</td>
<td>4074</td>
<td>5711</td>
</tr>
<tr>
<td>n=25440</td>
<td>optimized-cost</td>
<td>319</td>
<td>962</td>
<td>1508</td>
<td>2216</td>
<td>3175</td>
<td>4446</td>
</tr>
<tr>
<td>m=75683</td>
<td>equi-time</td>
<td>4.04</td>
<td>3.51</td>
<td>3.28</td>
<td>3.18</td>
<td>2.86</td>
<td>2.60</td>
</tr>
<tr>
<td></td>
<td>optimized-time</td>
<td>3.17</td>
<td>3.75</td>
<td>3.88</td>
<td>3.58</td>
<td>3.44</td>
<td>3.25</td>
</tr>
<tr>
<td>tin100000</td>
<td>equi-cost</td>
<td>788</td>
<td>1910</td>
<td>2806</td>
<td>4091</td>
<td>5804</td>
<td>8245</td>
</tr>
<tr>
<td>n=50624</td>
<td>optimized-cost</td>
<td>450</td>
<td>1344</td>
<td>2118</td>
<td>3119</td>
<td>4582</td>
<td>6447</td>
</tr>
<tr>
<td>m=150973</td>
<td>equi-time</td>
<td>6.46</td>
<td>7.81</td>
<td>7.95</td>
<td>7.54</td>
<td>6.98</td>
<td>6.37</td>
</tr>
</tbody>
</table>

Table 6.8: Equi-distant levels vs. optimized choice of levels. We denote by equi-cost and optimized-cost the cost of separators using equi-distant levels, and optimized choice of levels chosen by cost-reducing technique, respectively. We denote equi-time and optimized-time the computation time of Phase I+II, respectively. All times are in seconds.
Figure 6.11: Both (a) and (b) demonstrate the improvement in costs of vertex $t$-separator constructed by cost-reducing technique vs. equi-distant levels partition, based on the experimental results shown in Table 6.8. $x$-axis represents $1/t$ and $1/t = 4, 16, 32, 64, 128, 256$. $y$-axis is the ratio between optimized-cost and equi-cost. If the ratio is close to 1.0 or greater than 1.0, there is no improvement. If the ratio is far less than 1.0, there is improvement.
implement coordinate bisection. Hendrickson and Leland’s Chaco package [31] are also used to find the spectral bisection. A parameter to the geometric algorithm is the number of random trials of great circles to be made. The “default geometric” column reports results for 30 trials and “best geometric” reports the results for 7000 trials. Our experimental results show that our planar graph partitioning algorithms are competitive with other modern graph partitioning methods.

METIS, introduced in Section 2.2.3.4 in Chapter 2, is a software implementation due to Karypis and Kumar [25, 23, 26]. This software package is mainly for partitioning large irregular graphs and large meshes, and computing fill-reducing orderings of sparse matrices. The algorithms in METIS are based on multilevel graph partitioning described in [25, 23, 26]. The various programs in METIS require as input either a file storing a graph or a file storing a mesh. METIS defined a couple of formats for input graph or mesh based on whether weight is associated with vertices, or edges, or both, or no weight with vertices and edges. We do not compare our results with METIS mainly because our approach is totally different from METIS and the results may not be comparable.

In conclusion, this chapter presents the design issues in terms of implementation, followed by experiment details, experimental results and our observation. Finally, it presents the comparison of our results with Geometric Mesh Partitioning by Gilbert et al. The experimental results show that our planar graph partitioning algorithms are efficient and effective. They are competitive with other modern graph partitioning methods.
Chapter 7

Conclusion and Future Work

7.1 Conclusion

In this chapter, we summarize new graph separator results and methods that can be used to improve the speed of graph partitioning and/or to improve the size of the constructed separator. The main results of this thesis have appeared in the workshop on Algorithm Engineering and Experiments (Alenex) 2002[1].

The main results of this thesis are:

1. We show that there exists a vertex \( t \)-separator of \( G \) whose cost is at most \( 4\sqrt{2}\sigma(G)/t \), where \( \sigma(G) = \sum_{v \in V} (c(v))^2 \), and provide an algorithm for constructing such a separator. The cost of the separator is asymptotically optimal for the class of planar graphs. The running time of the algorithm is \( O(n + T_{SSSP}(G)) \), where \( T_{SSSP}(G) \) is the time for computing single source shortest path tree from a fixed vertex in \( G \).

2. We present a technique for tuning the above algorithm that results in considerable reduction of the cost of the produced separators. The computational cost of this technique is analyzed theoretically in the case of integer costs and experimentally tested.
3. We show that there exists an edge $t$-separator of at most $4\sqrt{2\Delta(G)/t}$, where $\Delta(G) = \sum_{v \in V} \deg(v)^2$ and $\deg(v)$ is the degree of a vertex $v$. The size of the edge separator is asymptotically optimal for the class of planar graphs. Our algorithm constructs such a separator in $O(n + T_{SSSP}(G))$ time.

4. We implement our algorithms and support the theoretical results by extensive experiments. Unlike other implementations of graph partitioning algorithms based on heuristics, ours always produce balanced partitions and separators whose worst-case cost (size) is guaranteed. Moreover, the experiments suggest that the constants in the estimates on the cost of separators can be improved. In addition, experiments indicate that our tuning technique is effective and computationally efficient.

Result 1 is a generalization of many existing results on separators. By appropriately choosing weight, cost and the parameter $t$ we show how to obtain a variety of known results in Chapter 5. In most of the existing work, the parameter $t$ is chosen to be $2/3$ and a fast (usually linear time) algorithm is presented to obtain such a partition. Partition with smaller values of $t$ is achieved by recursively applying the algorithm, and hence has an extra factor of $O(\log(1/t))$ in the complexity. Result 1 works for to any value of $t$ and the time for finding a $t$-separator does not depend on $t$. This is supported by our experiments. Moreover, our experiments show that the execution time is consistently small for different values of $t$ and hence our results are not only theoretically but also practically attractive.

At last, we briefly compare our edge separator results with Gilbert et al [16] in Chapter 6. The experiments show that our algorithms are competitive with other modern graph partitioning methods.

### 7.2 Limitations and Future Work

One of the limitations in our algorithms is that our programs sometimes can not produce the exact number of pieces from input graphs, as user asks. This limitation
is from the nature of the algorithms. In Phase I, we first try to select a set of levels to partition input graph, then in Phase II, we use fundamental cycles to partition “heavy” components further. These two phases lead to the situation that an input graph may be partitioned into many small piece under the weight condition $tw(G)$ (or $actw(G)$ where $\alpha$ is a constant chosen in range $[1.0, 2.0]$). In Phase III when we try to pack a smaller piece to its neighboring component, there are two possibilities: it can either be absorbed to its neighboring component successfully, or forms its own region. In this phase, we did not consider the possibility of merging more than two neighboring components into one at the same time. So, Phase III needs to be improved in the future.

Another limitation is in the way we construct edge separator from vertex separator. The size of edge separator is not optimized even though we used “best fit” then “first fit” strategy and relaxed the weight condition to $2tw(G)$. There might be other way to optimize the size of edge separator.

For the limited time of this research, we do not compare our results with METIS[25, 23, 26] which has implementation and experimental results published. There are two reasons: one is we use a different graph format from what METIS uses. The other reason is that we have different approach from METIS and the results may not be comparable. Our approach is to construct a vertex separator first, then to obtain edge separator. METIS is based on graph growing heuristics and spectral bisection, and it computes edge separator directly.

Another possible work is to implement Kernighan and Lin algorithm [36] in the Phase III of our algorithm. It may optimize our separators further.
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