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Abstract

In recent years, the idea of a diffusion approximation has been extended to space-time models in population biology. This type of stochastic models can be best described as solutions of stochastic evolution equations.

Here, we propose Brownian measure processes - a class of measure valued stochastic processes - as solutions to a class of homogeneous stochastic evolution equations.

In Chapter I, we discuss the Radon measures and the vague topology, random measures and Prohorov's theorem on the uniqueness of characteristic functional, completely random measures and Kingman's representation and prove a few results of technical nature to be used in Chapter III.

In the first half of Chapter 2, we give a self-contained exposition of the theory of singular diffusions developed by Feller. In the remaining part of this chapter we establish an entrance law for singular diffusions.

In Chapter 3, we show the existence of Brownian measure processes. Our main tool here is the entrance law developed in the last chapter. In fact, Chapman-Kolmogorov relation is obtained from the entrance law.

In the fourth chapter, a few properties of Brownian measure process is discussed. Exploiting Doob's h-path process interpretation for the entrance law, the stochastic continuity of Brownian measure process is established. We also indicate how to extend our model to allow for immigrations.
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Introduction

In a pioneering study [8], Feller considered diffusion processes as approximations to stochastic population models such as branching processes and birth and death processes. The main motivation behind such an approach is best described in Feller’s own words appearing in the introduction of the aforementioned paper.

"We are concerned with mathematical models of population growth. Relatively small populations require a discrete model, but for large population it is possible to apply continuous approximations, and this leads to processes of diffusion type. ....It is known that an essential part of Wright's theory is mathematically equivalent to assuming a certain diffusion equation for the gene frequency. This equation is ... obtained ... by a limiting process which is actually implied in Wright's theory."

In recent years, the idea of a diffusion approximation has been extended to space-time models in population biology. A few examples are: (i) the theory of branching diffusion in $\mathbb{R}^n$, due to Sawyer [16], (ii) birth, death and migration models for spatially distributed populations of Bailey [2], (iii) measure diffusion models for geographically structured population, introduced by Dawson [6].

Here, we consider a particular problem arising in the example (iii). In this model, the "population density" at time $t$ and location $x$ is assumed to satisfy a partial stochastic
differential equation. If one ignores the spatial effects, this assumption is valid as shown by Feller. Apart from implications in biology, the space-time stochastic model is also a mathematically desirable extension of the Itô-theory of stochastic differential equation.

A partial stochastic differential equation obtained as a limit of discrete-state-continuous-time stochastic population model is called a stochastic evolution equation. A generic description of stochastic evolution equations in terms of qualitative behaviors, reflecting all possible attributes of the underlying population process, could be found in Dawson [6; pp.3]. To circumvent various difficulties encountered in the example (iii), the notion of a measure-valued Markov process [6; pp.32] is proposed and a class of solvable stochastic evolution equation is presented.

Here, we propose Brownian measure processes as solutions to a larger class of homogeneous stochastic evolution equations. In some special cases, we can accommodate the non-homogeneous term by interpreting it as an immigration. Before giving an informal description of Brownian measure processes, we need to consider the nature of diffusion processes obtained by Feller in his study of population biology.

For models insensitive to spatial effects, Feller obtained a diffusion representing the time evolution of biological
mass. That is, this diffusion has as state space the positive half
of the real axis and it is the so-called continuous (state)
branching process as it was obtained from a discrete (state)
branching process by a limiting procedure. Let us now note
Feller's observations of the nature of the continuous branching
process.

"Now this equation is of a particular type and it should
be realized that the limiting process in question is but
one in a family of possible processes. ... This diffusion
equation (as well as others occurring in population theory)
are of a singular type and lead to new types of boundary
conditions and mathematical problem which have not yet
been investigated. .... In physical diffusion theory the
solution depends not only on the initial distribution, but
also on boundary conditions. By contrast, our equations
are of a singular type with the [diffusion] coefficient
b(x) vanishing on the boundaries. This leads to a new
phenomenon, namely natural boundaries where no conditions
need, or can, be imposed."

In a series of papers Feller developed the theory of singular
diffusions which now carries his name.

A Brownian measure process at location \( x \) behaves like a
singular diffusion, that is, the local mass evolution is governed
by a singular diffusion. At time \( t \), a Brownian measure process
is a completely random measure on \( \mathbb{R}^d \) (non-negative generalized
random process with independent values at every location, in the
terminology of Gelfand). It is known that a completely random
measure on \( \mathbb{R}_+^1 \) is a Lévy process. In fact, Kingman's representation
of the characteristic functional of a completely random measure on
\( \mathbb{R}_+^1 \) is the Ito-representation of the characteristic functional of
a Levy process. Apart from being valid on an arbitrary locally compact, separable, Hausdorff space, Kingman's representation allows for a separation of space and time dependencies. In this dissertation we exploit this separation of variables to construct a class of Markov processes, namely, Brownian measure processes.

In chapter I, we discuss the Radon measures and the vague topology, random measures and Prohorov's theorem on the uniqueness of characteristic functional, completely random measures and Kingman's representation and prove a few results of technical nature to be used in chapter III.

In the first half of chapter 2, we give a self-contained exposition of the theory of singular diffusions developed by Feller. In the remaining part of this chapter we establish an entrance law for singular diffusions. This proof depends on a few technical details, to be found in a paper by McKean [11], about the fundamental solutions of singular diffusions.

In chapter 3 we show the existence of Brownian measure processes. Technical constraint dictates that we consider separately two cases of initial conditions; atomic and non-atomic initial measures. Our main tool here is the entrance law developed in the last chapter. In fact, Chapman-Kolmogorov relation is obtained from the entrance law.
In the fourth chapter, a few properties of Brownian measure processes is discussed. Exploiting Doob's h-path process [7] interpretation for the entrance law, the stochastic continuity of Brownian measure processes is established. A characterizing property of continuous branching process, multiplicativity, is introduced and the connection to Brownian measure processes is established. We also indicate how to extend our model to allow for immigrations.

We conclude by pointing out two problems of interest.

Because of the nature of this dissertation, we identify any result found in a reference, either stated or proved, as a proposition.
Chapter I  Measure-valued Markov Processes

§1.0. Introduction

In this chapter, we introduce the notion of a measure-valued Markov process and show how to construct such processes from transition functions.

The space of positive Radon measures is the state space of a measure-valued Markov process. In the first section, we explain the vague topology on the space of Radon measures. In the construction of the transition function, we will need to use the fact that the sets of atomic and non-atomic positive Radon measures are Borel. The proofs of these results will be provided.

A measurable map from an abstract probability space into the space of positive Radon measures is called a random measure. In the second section, various properties of random measures, including the weak convergence of random measures via the method of characteristic functionals, will be discussed. A Lévy-Cramer type theorem can be deduced easily from the characteristic functional techniques.

An interesting subclass - named completely random measure by Kingman - will be discussed next, in the third section. This family, which corresponds to the family of independent increment processes on the positive half-line, has been completely identified by Kingman using characteristic functionals techniques.

A family of random measures (indexed by the time parameter)
with Markovian time-evolution is said to be a measure-valued Markov process. The existence of such processes will be inferred from the existence of transition functions defined on the space of positive Radon measures.

A Brownian measure process is defined as a measure-valued Markov process consisting of completely random measures. In a later chapter, we construct the transition function corresponding to a Brownian measure process.
§1.1 Radon Measures

Following Choquet [5] we introduce the positive Radon measures as the positive linear forms on the space of continuous functions with compact supports. We define the vague topology on the space of measures and show that the set of purely atomic and non-atomic measures are Borel. But we need to state a few topological facts.

Notation 1.1.1

By \( S \) we denote a locally compact, Hausdorff space with a countable base for the topology. It will also be assumed that \( S \) has no isolated points.

Remark 1.1.2

It is well-known that the topology of \( S \) is metrizable, \( \sigma \)-compact and there exists a sequence \( \{ U_n \} \) of relatively compact subsets of \( S \) such that

\[
\begin{align*}
\text{i) } & U_n \subseteq U_{n+1} \quad \text{for each } n \\
\text{ii) } & \bigcup_{n=1}^{\infty} U_n = S .
\end{align*}
\]

Notation 1.1.3

\( B(S) \) = Borel field of \( S \).

\( \text{supp}(f) \) = support of \( f = \{x : f(x) \neq 0\} \)

\( C_c(S) \) = vector space of real-valued continuous functions with compact supports.
$C_k(S) =$ vector subspace of $C_c(S)$ with support in the given compact set $K \subset S$.  

$C_c^+(S) = \{ f \in C_c(S) \mid f > 0 \}$.

Remark 1.1.4

Because of remark 1.1.2, we may introduce the inductive limit topology on $C_c(S)$, i.e., the finest topology making all the inclusion maps

$$C_c^+(S) \rightarrow C_c(S)$$

continuous. From now on, the space $C_c(S)$ will denote the vector space $C_c^+(S)$ with the inductive limit topology.

Definition 1.1.5

The topological dual of $C_c(S)$ is called the space of Radon measures on $S$, denoted as $\mathcal{M}(S)$. Let us denote the continuous linear form on $C_c(S)$ induced by $\mu \in \mathcal{M}(S)$ as

$$\langle \mu, \cdot \rangle : C_c(S) \rightarrow \mathbb{R}$$

$$f \mapsto \langle \mu, f \rangle.$$  

A Radon measure $\mu$ is said to be positive if

$$\langle \mu, f \rangle > 0 \text{ for } f \in C_c^+(S).$$

The cone of positive Radon measures will be denoted as $\mathcal{M}_+(S)$.

At the beginning of this section, we introduced the positive Radon measures as the continuous linear forms on $C_c(S)$. Moreover, it is a consequence of the topological property of $C_c(S)$ that every
positive linear form on \( C_c(S) \) is automatically continuous.

**Proposition 1.1.6**

Any positive linear form on \( C_c(S) \) is a positive Radon measure.

**Proof:** Choquet [5; vol. I. p. 186].

The relationship between the positive linear forms on \( C_c(S) \) and the positive set functions on \( \mathcal{B}(S) \) is provided by the Riesz representation theorem.

**Proposition 1.1.7**

There is a 1-1 correspondence between \( M_+(S) \) and the family of positive, regular, tight, \( \sigma \)-finite, complete measures on \( \mathcal{B}(S) \).

**Definition 1.1.8**

The vague topology on \( M(S) \) is the weakest topology making all the maps on \( M(S) \)

\[ \mu \mapsto \langle \mu, f \rangle, \, f \in C_c(S) \]

continuous. We will denote these maps by \( \langle \cdot, f \rangle \). Let us define the Borel field of \( \mathcal{M}(S) \), \( \mathcal{B}[\mathcal{M}(S)] \), as the \( \sigma \)-field generated by the vague topology.

**Proposition 1.1.9**

\[ \mathcal{B}[\mathcal{M}(S)] = \sigma(\langle \cdot, 1_A \rangle \mid A \in \mathcal{B}(S)) \]

where \( 1_A \) denotes the indicator function of the Borel set \( A \) in \( S \).
Proof: Jagers [10; p.187].

Remark 1.1.10

A real-valued measurable map on $\mathcal{M}(\mathcal{S})$

$$F : \mathcal{M}(\mathcal{S}) \rightarrow \mathbb{R}$$

can be expressed as $F_n = \sum_{j=1}^{n} c_j A_j$ with $A_j$, $j=1,\ldots,n$ disjoint and $c_j \in \mathbb{R}$.

It is an interesting fact that, even though the vague topology of $\mathcal{M}(\mathcal{S})$ is not metrizable, the vague topology of $\mathcal{M}_+(\mathcal{S})$ is.

Proposition 1.1.11

$\mathcal{M}_+(\mathcal{S})$ with the vague topology is metrizable and separable.

It is also a vaguely closed subset of $\mathcal{M}(\mathcal{S})$.

Proof: Choquet [5; pp. 219].

We will encounter several examples of complete metric spaces with a countable dense set. So we have

Definition 1.1.12

A metrizable topological space which is complete and separable is called a Polish space.

Remark 1.1.13

The importance of Polish spaces is due to the fact that the set of probability measures on such spaces also form (in the topology of weak convergence) a Polish space. Moreover, Prohorov's tightness
criterion for relative compactness holds in Polish spaces. We will have more to say on these topics in the next section. But before that, we introduce

Notation 1.1.14

\[ B[M_+(S)] = M_+(S) \cap \mathcal{B}(M(S)) \]

An element \( \mu \in M_+(S) \) is called

- non-atomic if \( <\mu, 1_{\{x\}} > = 0 \quad \text{for} \quad x \in S \)
- atomic if \( \{x_n : n \in \mathbb{Z}^+\} \subseteq S \) such that
  \[ <\mu, 1_{\{x_n\}} > > 0 \quad \text{for} \quad n \in \mathbb{Z}^+ \quad \text{and} \quad \mu \equiv 0 \quad \text{outside} \quad \{x_n : n \in \mathbb{Z}^+\} . \]

We denote the family of positive atomic Radon measure by \( A \), and the family of non-atomic positive Radon measure by \( N.A. \).

In the next two theorems we will establish that the sets of non-atomic and atomic measures are measurable in \( B[M_+(S)] \).

Theorem 1.1.15

The set of non-atomic measures in \( M_+(S) \) is Borel.

Proof: We establish that \( A \) the complement of non-atomic measures, i.e., the set of measures with at least one atom, is Borel.

For every \( r \in \mathbb{Q}^+ \), the positive rationals in \( \mathbb{R}^1 \), denote by \( A(r) \) the class of all measures with at least one atom of size \( > r \).
Remembering that $S$ is a $c$-compact space

$$A(r) = \bigcup_{n=1}^{\infty} A(r, K_n)$$

where $A(r, K_n)$ denotes the class of all measures with at least one atom, in the compact set $K_n$, of size $\geq r$.

We show that for each $r$ and $n$, $A(r, K_n)$ is vaguely closed.

Let $\mu_j \in A(r, K_n)$ and $\mu_j \rightharpoonup \mu$.

Thus there exists a sequence $\{x_j\} \subset K_n$, $\mu_j(\{x_j\}) \geq r$ and $x_j + x_0 \in K_n$.

Now for $V$ open and $x_0 \in V$, there is a relatively compact open $V_1$ such that $x_0 \in V_1 \subset \overline{V_1} \subset V$ (local compactness)

and there exists $M$ such that $m \geq M$ implies $x_m \in V_1$.

Consider $f \in C_c(a)$, $0 \leq f \leq 1$ such that $f \equiv 1$ on $\overline{V_1}$ and $\text{supp}(f) \subset V$.

From the vague convergence $\lim_{j \to \infty} \langle \mu_j, f \rangle = \langle \mu, f \rangle$.

But $\langle \mu_j, f \rangle \geq \langle \mu_j, 1_{V_1} \rangle$ and $\langle \mu_m, 1_{V_1} \rangle \geq r$ for $m \geq M$ since $x_m \in V_1$, $m \geq M$ and $\langle \mu_m, 1_{V_1} \rangle = \langle \mu_m, 1_{\{x_m\}} \rangle \geq r$.

Hence $\langle \mu, f \rangle \geq r$. But $\langle \mu, f \rangle \leq \langle \mu, 1_V \rangle$
consequently $\langle \mu, 1_V \rangle \geq r$.

That is, for every open neighbourhood $V$ of $x_0$ we have $\langle \mu, 1_V \rangle \geq r$.
But μ is regular (prop. 1.1.7), i.e.,
\[ \langle \mu, 1_{\{x_0\}} \rangle = \inf \{ \langle \mu, 1_V \rangle \mid x_0 \in V, \ V \text{ open} \}. \]

Hence \[ \langle \mu, 1_{\{x_0\}} \rangle \geq r, \] so that μ has at least one atom of size \[ \geq r, \] thus proving that \( A(r, \mathbb{K}_{\infty}^n) \) is vaguely closed, hence Borel.

It follows that \( A = \bigcup_{r \in \mathbb{Q}^+} \bigcup_{n=1}^{\infty} A(r, \mathbb{K}_{\infty}^n) \) is Borel.

The next theorem is based on a simple idea due to S. Mizuno.

**Theorem 1.1.16**

The set of atomic measures (see notation 1.1.14) in \( M_+^{\infty}(\mathbb{S}) \)
is Borel.

**Proof:**

**Step (1).** Let \( \mathbb{K} \subset \mathbb{S} \) be compact. Construct a (finite)
partition \( P_1 \) of \( \mathbb{K} \) by sets of diameter \( \leq 1 \). Denote this partition
by \( \{\Delta^1_1, \ldots, \Delta^1_{m(1)}\} \). Let \( P_2 \) denote a refinement of \( P_1 \) by sets
of diameter \( \leq \frac{1}{2} \). Thus \( P_2 = \{\Delta^2_1, \ldots, \Delta^2_{m(2)}\} \). Similarly,
\( P_n = \{\Delta^n_1, \ldots, \Delta^n_{m(n)}\} \) is a refinement of \( P_{n-1} \) by sets of diameter \( \leq \frac{1}{n} \).

**Step (2).** For a positive integer \( M \) define
\[ \phi^M_k(n) : M_+^{\infty}(\mathbb{S}) \to M_+^{\infty}(\mathbb{S}) \]
\[ \phi^M_k(n) : \mu \to \sum_{j=1}^{m(n)} \mu(\Delta^n_j) \delta^n_{x^n_j} \]
where \( x^n_j \in \Delta^n_j \).
\( \phi^M_K(n) \) would be measurable if \( f \in C_c(S) \)

\[
f \circ \phi^M_K(n) : M_+(S) \rightarrow \mathbb{R}^1
\]
is measurable.

But \( (f \circ \phi^M_K(n)) \mu = \sum_{j=1}^{m(n)} \mu(\Delta_j^R) f(x_j^R) \)

\[
\mu(\Delta_j^R) \geq M^{-1}
\]
is measurable.

Step 3. \( \phi^M_K = \lim_{n \rightarrow \infty} \phi^M_K(n) \) is then a measurable map \( M_+(S) ightarrow M_+(S) \).

Thus one obtains via a measurable operation the locations of atoms of \( \mu \) in the set \( K \) of mass \( \geq M^{-1} \).

Step 4. \( \phi_K = \lim_{M \rightarrow \infty} \phi^M_K \)

\[
\phi = \lim \phi_K \quad (S \text{ is } \sigma\text{-compact})
\]

Hence \( \phi \) is a measurable map \( M_+(S) \rightarrow M_+(S) \).

Step 5. The set of atomic measures is the inverse image of 0 under the map \( I - \phi \), where \( I : M_+(S) ightarrow M_+(S) \) is the identity map.
§1.2 Random measures

Definition 1.2.1

Let $(\Omega, F, P^*)$ be a given probability space. A measurable map

$$X : \Omega \rightarrow \mathcal{M}_+(\mathcal{F})$$

will be called a random measure on $(\Omega, F, P^*)$.

Remark 1.2.2

(i) If $X$ is a random measure on $\Omega$, then for each $f \in C_c(\mathcal{F})$

$$< X(\cdot), f > : \omega \rightarrow < X(\omega), f >$$

is a real-valued random variable on $\Omega$. For $H \in \mathcal{B}(\mathbb{R}^1)$, note

$$\{ \omega : < X(\omega), f > \in H \} = X^{-1}(\{ \mu + \mu \in \mathcal{M}_+(\mathcal{F}), < \mu, f > \in H \}) .$$

(ii) A random measure $X$ induces a probability measure on $\mathcal{M}_+(\mathcal{F})$, namely $P^*_X X^{-1}$. We call this probability measure the law of $X$ and denote it by $P_X$. It is also clear that given such a probability measure $P$, one can always find $(\Omega, F, P^*)$ and a random measure $X$ on $\Omega$ such that $P_X = P$. Simply take $\Omega = \mathcal{M}_+(\mathcal{F})$.

Notation 1.2.3

Denote the set of all probability measures on $\mathcal{M}_+(\mathcal{F})$ by $\mathcal{M}^1[\mathcal{M}_+(\mathcal{F})]$. Similarly, $\mathcal{M}^1(\mathbb{R}^1)$ will denote the probability measures on $\mathbb{R}^1$. 
Remark 1.2.4

We have seen that $\mathcal{M}_+(S)$ is Polish (Prop. 1.1.11 and defn. 1.1.12). It is also known that the family of probability measures on a Polish space consists of regular and tight probability measures.

In the usual manner, one defines the weak topology on $\mathcal{M}^1[\mathcal{M}_+(S)]$.

It can also be shown that the weak topology of $\mathcal{M}^1[\mathcal{M}_+(S)]$ is again Polish.

Definition 1.2.5

Let $P, P_n \in \mathcal{M}^1[\mathcal{M}_+(S)]$. The sequence $P_n$ converges weakly to $P$, denoted $P_n \xrightarrow{w} P$, if for each $F \in C_B(\mathcal{M}_+(S), R^1)$

$$\int_{\mathcal{M}_+(S)} F(\mu) P_n(\mathrm{d}\mu) \longrightarrow \int_{\mathcal{M}_+(S)} F(\mu) P(\mathrm{d}\mu)$$

where $C_B(\mathcal{M}_+(S), R^1) \equiv \{ F : \mathcal{M}_+(S) \rightarrow R^1, \text{ continuous and bounded} \}$.

We will denote the weak convergence on $\mathcal{M}^1(R^1)$ as $\xrightarrow{w}$.

A sequence of random measures converges weakly to a random measure if the corresponding sequence of laws converges weakly to the law of the limit random measure.

$\{ P_n \} \subset \mathcal{M}^1[\mathcal{M}_+(S)]$ is tight if for all $\varepsilon > 0$ there is a compact $\Gamma_\varepsilon \subset \mathcal{M}_+(S)$ such that for all $n$

$$P_n(\Gamma_\varepsilon) > 1 - \varepsilon.$$

A sequence of random measures is tight if the corresponding sequence of laws is tight.
Proposition 1.2.6 [Prohorov]

A sequence of random measures \( \{X_n\}_{n=1}^{\infty} \) is tight

\[ \forall \alpha \in \mathbb{C}(S) \]

For each \( f \in \mathbb{C}(S) \), the sequence of random variables \( \{X_n, f\}_{n=1}^{\infty} \) is tight.

Proof: Jagers [10].

We define the characteristic functional of a random measure and following Prohorov state the result connecting the weak convergence of law and the convergence of characteristic functionals.

Definition 1.2.7

Let \( P \in M^1(M_+(S)) \). The characteristic functional of \( P, L(P) \), is the map

\[ f \mapsto \int_{M_+(S)} e^{i <\mu, f>} P(d\mu) \]

defined for \( f \in \mathbb{C}(S) \).

The characteristic functional \( L_X \) of a random measure \( X \) on \((\Omega, F, P^*)\) is the characteristic functional of its law \( P_X \):

\[ L_X(f) = L(P_X, f) = \int_{\Omega} e^{i <X(\omega), f>} P^*(d\omega) = \text{E}[e^{i <X(\omega), f>}]. \]

Proposition 1.2.8 [Prohorov]

(a) \( P \in M^1(M_+(S)) \) is uniquely determined by its characteristic functional \( L(P) \).
(b) Let \( \{X_n\}_1^\infty \) and \( X \) be random measures.

\[ X_n \xrightarrow{w} X \]

Then,

\[ L_{X_n}(f) \xrightarrow{\text{w}} L_X(f) \quad \text{for each} \quad f \in C_c(S) \]

\[ \langle X_n, f \rangle \xrightarrow{\text{w}} \langle X, f \rangle \quad \text{for each} \quad f \in C_c(S) \]

Proof: Jagers [10].

Let us now state and prove a Lévy-Cramer type theorem for random measures.

Theorem 1.2.9

Let \( \{X_n\}_1^\infty \) be a sequence of random measures with \( \{P_n\}_1^\infty \) and \( \{L_n\}_1^\infty \), respectively, the corresponding sequences of laws and characteristic functionals. Suppose

(i) for each \( f \in C_c(S) \)

\[ L_n(\theta f) \] converges and defines a limit function

\[ L_\theta(\theta f) \quad \text{for} \quad \theta \in \mathbb{R}^1 \]

(ii) \( L_\theta(\theta f) \) is continuous at \( \theta = 0 \).

Then there exists

\[ P \in \mathcal{M}^1[\mathcal{M}_+(S)] \] such that

a) \( P_n \xrightarrow{w} P \)

b) \( L_\theta \) is the characteristic functional of \( P \).
Proof: We may consider $L_n(\theta f)$ to be the characteristic function of the real-valued random variable $<X_n, f>$ with $\theta \in \mathbb{R}^1$ as the parameter.

So the assumptions (i), (ii) are exactly those of Lévy-Cramer Theorem. Thus, there exists a weak limit [in $M^1(\mathbb{R})$] of 

$$\{<X_n, f>\}_{n=1}^\infty.$$ 

So $\{<X_n, f>\}_{n=1}^\infty$ is tight [in $\mathbb{R}^1$] for each $f \in C_c(S)$. Hence $\{X_n\}_{n=1}^\infty$ is tight [in $M^1(\mathcal{M}(S))$]. So $\{P_n\}_{n=1}^\infty$ is tight, thus weakly relative compact and consequently has a weakly convergent subsequence, say $P_n \xrightarrow{w} P$. Then $L_n(f) \xrightarrow{} L(P, f)$ for each $f \in C_c(S)$.

Putting $\theta = 1$, we have from hypothesis (i), that $L_n(f) \xrightarrow{} L_{\infty}(f)$ for each $f \in C_c(S)$. Hence $L(P, f) = L_{\infty}(f)$. From the uniqueness of characteristic functional of a random measure we may conclude (a), (b).

Remark 1.2.10

In proposition 1.2.9., if we assume in addition that $\{X_n\}_{n=1}^\infty$ are random measures on $\mathcal{M}(S)$, i.e., $\Omega = \mathcal{M}(S)$, then we can conclude $X_n \xrightarrow{w} X$ where $X$ is determined by $P$. See remark 1.2.2(ii).

We now introduce the notion of conditional expectations for random measures.

Definition 1.2.11

A random measure $X$ on $(\Omega, F, P)$ has finite expectation,
denoted \( X \in L_1(P^*) \), if the real-valued random variable \( \langle X; f \rangle \) has finite expectations for each \( f \in C_c(S) \).

\[
E[\langle X(\omega), f \rangle] = \int_X X(\omega), f > P^*(d\omega).
\]

Note that \( E[\langle X(\omega), \cdot \rangle] \) is a positive linear form on \( C_c(S) \). Thus (proposition 1.1.6)

\[
\nu(\cdot) = E[\langle X(\omega), \cdot \rangle] \in \mathcal{M}_+(S).
\]

Let \( X \) be an \( L_1(P^*) \) random measure on \((\Omega, F)\) and \( G \) be a sub \( \sigma \)-field of \( F \). Then the conditional expectation of \( X \) with respect to \( G \), denoted \( E[X|G] \), is a random measure on \((\Omega, F, P^*)\) such that

(i) \( \langle E[X|G], f \rangle = E[\langle X,f \rangle|G] \)

for each \( f \in C_c(S) \).

(ii) \( E[X|G] \) is \( P^* \)-a.s. unique.

Taking the condition (i) as the defining relation for conditional expectations, it has been shown by S. Mizuno [14] that all the usual properties of conditional expectation remain valid in the present setup.
§1.3 Completely Random measures

An interesting class of random measures, the family of completely random measures, was introduced by Kingman. If the space $S \rightarrow \mathbb{R}_+^1$, then this family corresponds to the independent increment processes on $[0, \infty)$. We present a representation of characteristic functionals for these random measures, due to Kingman, analogous to Lévy-Itô representation of characteristic functions of independent increment.

Definition 1.3.1

A random measure $X$ on $(\Omega, \mathcal{F}, P^*)$ is completely random if the random variables $< X, f >$ and $< X, g >$ are independent (with respect to $P^*$) whenever $\text{supp}(f) \cap \text{supp}(g) = \emptyset$.

A $P \in \mathcal{M}^1[\mathcal{M}_+(S)]$ is said to be a completely random law if the identity map $X : \mathcal{M}_+(S) \rightarrow \mathcal{M}_+(S)$ is a completely random measure on $(\mathcal{M}_+(S), \mathcal{B}[\mathcal{M}_+(S)], P)$.

An important example of completely random measure is the Poisson-random measure. It will be shown that every completely random measure — modulo the pathological ones — can be obtained as a weak limit of a sequence of Poisson random measures.

Definition 1.3.2

Denote by $N(S)$ the integer-valued measures on $S$.

$$N(S) = \{ \mu \mid \mu \in \mathcal{M}_+(S), \mu : S \rightarrow \mathbb{Z}_+ \}$$
where $\mathbb{Z}^+$ is the set of positive integers.

It is known [Jagers p.200] that $N(S)$ is a vaguely closed subset of $\mathcal{M}_+(S)$.

Suppose $\mu \in \mathcal{M}_+(S)$ is non-atomic. For each $B \in \mathcal{B}(S)$ define a measure on $N(S)$ as

$$P_B(n) = \frac{e^{-\mu(B)}}{n!} [\mu(B)]^n \quad n \in \mathbb{Z}^+. \quad (1.3.1)$$

Under some consistency conditions [Jagers 10;p.193,197,201,212], one can construct a $P$ on $\mathcal{M}_+(S)$ with $P[N(S)] = 1$ such that the finite dimensional distributions are given by equation (1.3.1). Moreover the random measure $X$ on $\mathcal{M}_+(S)$ with the law $P$ is completely random and has the property

$$E(X) = \mu.$$ 

The random measure $X$ so obtained is called the Poisson random measure and $P_X$ is known as the Poisson random law.

Remark 1.3.3

The characteristic functional of a Poisson random measure $X$ with expectation $\mu$ is given by,

$$L_X(f) = \exp \left[ \int_S (e^{if(x)} - 1) \mu(dx) \right] \quad (1.3.2)$$

for $f \in C_c(S)$. 
Proposition 1.3.4 [Kingman]

A completely random measure is the sum of a random measure with fixed atoms, a non-random measure and a generalized Poisson random measure which is the weak-$W^1[M^+(S)]$ limit of completely random measures where the location of atoms are first chosen by a Poisson random measure, and then independently given a random mass.

Proof: Jagers [10; p.218-226].

We will only outline the major steps of Kingman's proof.

Let $X$ denote a completely random measure on $(\Omega, F, P^*)$

Step 1. $A \equiv \{x \in S : P^*[\omega : <X(\omega), 1_{\{x\}}> > 0] > 0\}$. Then $A$ is a countable.

Step 2. There exists a family of independent real-valued random variables $\{Z_x : x \in S\}$ such that

$$X = \sum_{x \in A} Z_x \delta_x + X_0$$

where $\delta_x$ denotes the usual $\delta$-measure at $x$ and

$$X_0 \equiv X - \sum_{x \in A} Z_x \delta_x.$$ 

Moreover, the family $\{Z_x : x \in A\}$ is independent of the random measure $X_0$.

Step 3. For each $f \in \mathcal{C}_c(S)$, the random variable $<X_0, f>$ is infinitely divisible.
Step 4. There exists a non-atomic Radon measure $M$ on $S \times \mathbb{R}_+^1$ and a non-atomic $\mu \in \mathcal{M}_+(S)$ such that

$$E[e^{iX_0f}] = \exp \left[ \int_{S \times \mathbb{R}_+^1} (e^{iyf(x)} - 1)M(dx,dy) + \int_{S} f(x)\mu(dx) \right].$$

Step 5. Thus far, we have obtained the fixed atomic component (Step 2) and the non-random component (Step 4) of the completely random measure. It remains now to represent $\exp \left[ \int_{S \times \mathbb{R}_+^1} (e^{iyf(x)} - 1)M(dx,dy) \right]$ as the characteristic functional of a completely random measure obtained as a weak limit of a sequence of completely random measures.

Define a measure $\mu$ on $\mathcal{B}(S)$ by

$$\mu(A) = M(A \times \mathbb{R}_+^1), \quad A \in \mathcal{B}(S).$$

For any fixed $B \in \mathcal{B}(\mathbb{R}_+^1)$, the measure $M(\cdot \times B)$ on $\mathcal{B}(S)$ is absolutely continuous with respect to $\mu$.

Two cases may arise.

Case (i) $\mu$ is $\sigma$-finite.

Then there exists a measurable function $x \mapsto \nu(x, B)$ such that

$$M(A \times B) = \int_A \nu(x, B) \mu(dx).$$

Moreover, for fixed $x$, $\nu(x, \cdot)$ can be shown to be a probability measure on $\mathbb{R}_+^1$. Hence,

$$\exp \left[ \int_{S \times \mathbb{R}_+^1} (e^{iyf(x)} - 1)M(dx,dy) \right] = \exp \left[ \mu(dx) \int_{\mathbb{R}_+^1} (e^{iyf(x)} - 1)\nu(x,dy) \right] (1.3.3)$$
The expression on the right hand side of (1.3.3) is the characteristic functional of a completely random measure obtained as a Poisson [with expectation \( \mu \)] random sum of a family of independent positive random variables \( \{Z_x : x \in S\} \) with law \( \nu(x, \cdot) \). Moreover, \( \{Z_x : x \in S\} \) is also independent of the Poisson random measure.

Thus, the Poisson random measure determines the location of the atoms and \( Z_x \) denotes the mass at \( x \).

Case (ii). If \( \mu \) is not \( \sigma \)-finite, still \( \mu_n(\cdot) \equiv M_n(\cdot \times \mathbb{R}^1_+) \) is, where \( M_n(A \times B) \equiv M_n(A \times (B \cap [\frac{1}{n}, \infty))) \).

Then define \( \nu_n(x, \cdot) \) to be such that

\[
M_n(A \times B) = \int_A \nu_n(x, B) \mu_n(dx)
\]

Proceed then, as in case (i), to construct a Poisson (with expectation \( \mu_n \)) random sum of a family of independent positive random variables with law \( \nu_n(x, \cdot) \). Now letting \( n \to \infty \), we get the desired result and the equation (1.3.3) remains valid.

Definition 1.3.5

The random measure with the characteristic functional (1.3.3) will be called the random atomic component of \( X \).

Remark 1.3.6

During the course of this remark only, we assume that \( \mu \) is \( \sigma \)-finite. Define
\[ A(\omega) = \{ x \in S : < \xi_\mu(\omega), 1_x > = 1 \} \]

where \( \xi_\mu \) is the Poisson random measure with expectation \( \mu \). In terms of \( A(\omega) \), the random atomic component is

\[ \sum_{x \in A(\omega)} Z_x \delta_x \]  \hspace{1cm} (1.3.4)

We call \( A(\omega) \) the random support of the random atomic component.

As in step (i), one can show that \( A(\omega) \) is a.s. countable. It also follows from (1.3.4) and the independence of the family \( \{ Z_x \} \) that the random atomic component is necessarily completely random.

Remark 1.3.7

Remembering \( M \) is a non-atomic Radon measure on \( S \times R^+_1 \) (step 4), we may define (defn. 1.3.2) a Poisson Random measure \( \chi \) with expectation \( M \) on \( S \times R^+_1 \) (which is still Polish). Define \( \xi_0 \) as follows

\[ < \xi_0, 1_A > = \int_{A \times R^+_1} y \chi(dx, dy), \ A \in B(S) \]

extend it to \( f \in C_c(S) \) in the usual way

\[ < \xi_0, f > = \int_{S \times R^+_1} y f(x) \chi(dx, dy) \]  \hspace{1cm} (1.3.5)

By a simple computation, we can establish that the characteristic functional of \( \xi_0 \) is given by (1.3.3). Thus the random atomic component is expressible as an integral with respect to a Poisson random measure. However, this fact should not be surprising in view of (1.3.4). The present approach - integration with respect to a
Poisson random measure - is also found in Itô's derivation of characteristic function of an independent increment process. (Breiman [4, ch. 14]).

The measure \( v(x, \cdot) \) appearing in (1.3.3) will be referred to as the Lévy measure of a completely random measure.
§1.4 Measure-valued Markov processes

Definition 1.4.1

A family of random measure on \((\Omega, \mathcal{F}, P^*)\) indexed by \(t \in T \equiv [0, \infty)\), \(\{X_t : t \in T\}\), is a measure-valued Markov process on \((\Omega, \mathcal{F}, P^*)\) if, for all \(F\)

\[
E[F \circ X_{t_1 + t_2} \mid F_{t_2}] = E[F \circ X_{t_1 + t_2} \mid \sigma(X_{t_2})].
\]  
(1.4.1)

where

\[
F : \mathcal{M}_+(\mathcal{S}) \to \mathbb{R}^+ \text{ is bounded (or positive) measurable}
\]

\[
\sigma(X_{t_2}) \equiv \sigma \{< X_{t_2}, 1_B > : B \in \mathcal{B}(\mathcal{S}) \}
\]

\[
F_{t_2} \equiv \bigvee_{u \leq t_2} \sigma(X_u)
\]

Definition 1.4.2

A map \(T \times \mathcal{M}_+(\mathcal{S}) \times \mathcal{B}[\mathcal{M}_+(\mathcal{S})] \to [0,1]\)

\((t, \mu, \Gamma) \mapsto P_t^\mu(\Gamma)\)

is said to be a transition function on \(\mathcal{M}_+(\mathcal{S})\) if

(i) for \(t \in T\), and \(\mu \in \mathcal{M}_+(\mathcal{S})\)

\[
P_t^\mu(\cdot) : \mathcal{B}[\mathcal{M}_+(\mathcal{S})] \to [0,1]
\]

is a probability measure, i.e., \(P_t^\mu \in \mathcal{M}^1[\mathcal{M}_+(\mathcal{S})]\).
(ii) For $t \in T$ and $\Gamma \in \mathcal{B}[\mathcal{M}_+(\mathcal{S})]$

$$P_t^\Gamma(\Gamma) : \mathcal{M}_+(\mathcal{S}) \to [0,1]$$

is measurable.

(iii) For $\mu \in \mathcal{M}_+(\mathcal{S})$ and $\Gamma \in \mathcal{B}[\mathcal{M}_+(\mathcal{S})]$

$$P_0^\mu(\Gamma) = \delta_\mu(\Gamma).$$

That is, if $\mu \in \Gamma$, then $P_0^\mu(\Gamma) = 1$, zero otherwise.

(iv) Chapman-Kolmogorov condition

$$P_{t_1+t_2}^\mu(\Gamma) = \int_{\mathcal{M}_+(\mathcal{S})} P_{t_1}^\mu(\,d\eta) \int_{\mathcal{M}_+(\mathcal{S})} P_{t_2}^\eta(\,d\xi).$$

for $\Gamma \in \mathcal{B}[\mathcal{M}_+(\mathcal{S})]$.

Proposition 1.4.3

Given a transition function $\{P_t^\mu(\Gamma) : t \in T, \mu \in \mathcal{M}_+(\mathcal{S})\}$, one can construct a measure-valued Markov process

$$(X_t : t \in T)_{\text{on}} \mathcal{M}_+(\mathcal{S})^T, \mathcal{B}[\mathcal{M}_+(\mathcal{S})]^T, P^\star)$$

where $\mathcal{M}_+(\mathcal{S})^T$ is the product space with the product $\sigma$-field $\mathcal{B}[\mathcal{M}_+(\mathcal{S})]^T$, and $P^\star$ is the projective limit of finite-dimensional distributions induced by the transition function.

Moreover, for $\Gamma \in \mathcal{B}[\mathcal{M}_+(\mathcal{S})]$

$$P\{X_{t_1+t_2} \in \Gamma | F_{t_1}\} \equiv P_{t_1}^\Gamma(\Gamma), P^\star \text{ - a.s.} \quad (1.4.2)$$
where $\mathcal{F}_{t_1}$ is the σ-field generated by random measures up to time $t_1$.

The existence of conditional probability in (1.4.2), is part of the conclusion.

Proof: The usual proof for the real-valued processes remains valid here. One may find a proof of this proposition in Bauer [3; pp.319-322 for the existence of conditional probability, p. 360-362 for the existence and uniqueness of the projective limit, p. 378-379 for the construction of the finite dimensional distribution, p. 383-385 for the proof of (1.4.2)].

The conclusions of this proposition remain valid whenever the state space (here it is $\mathcal{M}_+(S)$) is Polish and has the Borel σ-field.

Definition 1.4.4

A measure-valued Markov process $\{X_t : t \in T\}$ is a Brownian measure process if, for $t \in T$, $X_t$ is a completely random measure on $S$ and for $x \in S$, $\langle X_t, 1_{\{x\}} \rangle$ is a diffusion with state space $[0, \infty]$. Thus, "locally", the evolution of mass is determined by a diffusion.
§1.5 Local processes

Recall that, to every random measure $X$ one can associate a real-valued random variable $\langle X, 1_B \rangle$ for $B \in \mathcal{B}(\mathbb{S})$. [Remark 1.2.2(ii)]. In a similar fashion a real-valued Markov process can be obtained from a measure-valued Markov process. However, one has to define the conditioning $\sigma$-fields with care. With this in mind, we introduce

Definition 1.5.1

A family of random measures $\{X_t : t \in T\}$ is said to be a $\mathcal{B}$-local process if for some $B \in \mathcal{B}(\mathbb{S})$ one has, for all $f$

$$
E[f \circ \langle X_{t_1 + t_2}, 1_B \rangle | F_{t_2}(B)] = E[f \circ \langle X_{t_1 + t_2}, 1_B \rangle | \sigma(X_{t_2}, B)]
$$

(1.5.1)

where

$$
f : \mathbb{R}^+ \to \mathbb{R}^+\text{ is bounded (or positive) measurable.}
$$

$$
\sigma(X_{t_2}, B) \equiv \sigma(\langle X_{t_2}, 1_B \rangle : B \in \mathcal{B}(\mathbb{S}))
$$

$$
F_{t_2}(B) \equiv \bigvee_{u \leq t_2} \sigma(X_u, B).
$$

One sees that the $\sigma$-fields appearing in (1.5.1) depends only on the given Borel set $B$, in other words, the future behavior of $X_t$ on $B$ depends only on the local environment. This should clarify the nomenclature.

Definition 1.5.2

A family of random measures is local if it is local for every $B \in \mathcal{B}(\mathbb{S})$. 

We now proceed to show that the definitions 1.4.1 and 1.5.1 are equivalent for a family of random measures \( \{X_t : t \in T\} \) satisfying the assumption of independence:

\[
\gamma \text{ For } B_1, B_2 \in \mathcal{B}(S) \text{ with } B_1 \cap B_2 = \emptyset, \text{ the random variables } \langle X_{t_1}, 1_{B_1} \rangle \text{ and } \langle X_{t_2}, 1_{B_2} \rangle \text{ are independent for all } t_1, t_2 \in T.
\]

Note that the condition (*) implies that the family \( \{X_t : t \in T\} \) consists of completely random measures. However, it should be obvious that a family of completely random measures need not satisfy (*).

Theorem 1.5.3

Let \( \{X_t : t \in T\} \) be a family of random measures with the property (*).

This family is a measure-valued Markov process if it is a local process.

Proof: (\( \Downarrow \))

Let \( f \) be a positive (or bounded) Borel measurable function \( \mathbb{R}^1 \rightarrow \mathbb{R}^1 \). Set \( F = f \circ <., 1_A> \) for \( A \in \mathcal{B}(S) \). Then \( F : \mathcal{M}(S) \rightarrow \mathbb{R}^1 \) is measurable. So the equation (1.4.1) becomes

\[
E[f \circ \langle X_{t_1+t_2}, 1_A \rangle | F_{t_2}] = E[f \circ \langle X_{t_1+t_2}, 1_A \rangle | \sigma(X_{t_2})].
\]

Condition both sides of the above equality by \( F_{t_2}(A) \) to obtain
\[
E[f \circ <X_{t_1+t_2}, 1_A> | F_{t_2}(A)] = E[E[f \circ <X_{t_1+t_2}, 1_A> | \sigma(X_{t_2})] | F_{t_2}(A)] \quad (1.5.2)
\]

\[\sigma(X_{t_2}) = \sigma(X_{t_2}, A) \vee \sigma(X_{t_2}, CA), \quad CA \text{ denoting the complement of } A.\]

From the property (*), \(<X_{t_1+t_2}, 1_A>\) is independent of \((X_{t_2}, CA)\).

So the right hand side of (1.5.2) equals \(E[f \circ <X_{t_1+t_2}, 1_A> | \sigma(X_{t_2}, A)]\), as \(\sigma(X_{t_2}, A) \subseteq F_{t_2}(A)\).

Thus equation (1.5.1) is established.

\[^{(\|)}\quad \text{It suffices to show that (see remark 1.1.10) the equation (1.4.1) holds for}\]

\(a) F = \lim_{m \to \infty} m \circ (s).\)

\(b) F = \prod_{i \in \alpha} \mathbb{L}_{H_i} \circ <\cdot, 1_{A_i}> \quad \text{where } \alpha \text{ is finite, } H_i \in B(R^1), A_i \in B(s) \text{ and for distinct } i, j A_i A_j = \emptyset.

\(c) \text{Let } F_n \text{ satisfy the representation in (b) and be increasing. Put } F = \lim_{n \to \infty} F_n.

\text{Case (a). This is trivial. Put } f = 1 \text{ and } B = \emptyset \text{ in (1.5.1) and obtain (1.4.1) by noting that } F_{t_2}(s) = F_{t_2}(s) \text{ and } \sigma(X_{t_2}, s) = \sigma(X_{t_2}).\]
Case (b). Assume \( \alpha \) consists of two elements.

\[
\begin{align*}
E[( \prod_{i=1}^{2} \mathbb{I}_{H_i} \circ \langle \cdot, \mathbb{1}_{A_i} \rangle) \mathbb{I}_{\tau_1 + \tau_2}] \\
&= E[( \prod_{i=1}^{2} \mathbb{I}_{H_i} \circ \mathbb{1}_{A_i} \rangle | F_{\tau_2} (A_1) \vee F_{\tau_2} (A_2)] \\
&= E[\prod_{i=1}^{2} E[\mathbb{I}_{H_i} \circ \mathbb{1}_{A_i} \rangle | F_{\tau_2} (A_i)] \\
&= E[\prod_{i=1}^{2} \mathbb{I}_{H_i} \circ \mathbb{1}_{A_i} \rangle | \sigma(\mathbb{1}_{A_1})] \\
&= E[\prod_{i=1}^{2} \mathbb{I}_{H_i} \circ \mathbb{1}_{A_i} \rangle | \sigma(\mathbb{1}_{A_1} \cup A_2)] \\
&= E[( \prod_{i=1}^{2} \mathbb{I}_{H_i} \circ \langle \cdot, \mathbb{1}_{A_i} \rangle) \mathbb{I}_{\tau_1 + \tau_2}] \\
&= E[\prod_{i=1}^{2} \mathbb{I}_{H_i} \circ \langle \cdot, \mathbb{1}_{A_i} \rangle] \\
&= E[\prod_{i=1}^{2} \mathbb{I}_{H_i} \circ \mathbb{1}_{A_i} \rangle | \sigma(\mathbb{1}_{A_1})]
\end{align*}
\]

Now one can extend easily the above argument for finite \( \alpha \).

Case (c) follows from the continuity property of conditional expectation.

Remark 1.5.4

Even for a local process, \( X_t (\cdot, A) \) is not a real-valued Markov process with respect to the usual \( \sigma \)-field generated by \( \{X_t (\cdot, A) : t \in \mathbb{T}\} \).
Chapter II  Singular Diffusions

§2.0 Introduction

In the last chapter, we have introduced the notion of a measure-valued Markov process. The existence of such a process was deduced from the existence of a transition function. In this chapter and the next one, we construct a family of transition functions corresponding to Brownian measure processes.

Recall that a Brownian measure process, $X_t$, should have the following properties:

(i) for each $t \in T$, $X_t(\cdot, \cdot)$ is a completely random measure on $S$.

(ii) for each $x \in S$, $X_t(\cdot, (x))$ is a diffusion $Z_x(t)$ on $[0, \infty)$.

(iii) time-evolution of $X_t(\cdot, \cdot)$ is Markovian.

Remember now, a completely random measure is determined by its Lévy measure. Denote by $\nu_t$ the Lévy measure of $X_t(\cdot, \cdot)$. So one would expect that the Markovian nature of $X_t(\cdot, \cdot)$ is related to some property of $\nu_t$. In turn, the Lévy measure should reflect that the evolution of mass at a given location is Markovian. These considerations lead us to identify a class of diffusions.

Denote by $T_t$ the semigroup defined by $Z_t$. It will be shown in chapter three that the time evolution of $X_t(\cdot, \cdot)$ is indeed Markovian if one has
\[ v_{t+s} = T_t v_s \] (2.0.1)

Definition 2.0.1

Any family of (positive) measures \( \{v_t : t \in T\} \) satisfying equation (2.0.1) is called an entrance law (loi d'entree - Meyer [13; p.7]) for the diffusion semigroup \( T_t \).

Let us consider two examples of entrance laws.

Example 2.0.2 [Continuous State Branching]

Consider a diffusion process whose forward Kolmogorov equation is

\[ \frac{\partial}{\partial t} u(t,x) = \beta \frac{\partial^2}{\partial x^2} \{xu(t,x)\} - \alpha \frac{\partial}{\partial x} \{xy(t,x)\}, \quad 0 < x < \infty \] (2.0.2)

where \( \alpha, \beta \) are constants.

If the population size at \( t = 0 \) is \( \xi \), then [Feller 8; p.235]

\[ u(t,x; \xi) = \frac{\xi a^2 e^{at}}{\beta^2 (e^{at}-1)^2} \exp\left[-\alpha (\xi e^{at} + x)\right] \sum_{n=0}^{\infty} \frac{1}{n! (n+1)!} \left(\frac{\alpha (\xi e^{at})}{\beta (e^{at}-1)}\right)^{2n} \]

We now propose to show that \( \lim_{\xi \to 0} \frac{\partial}{\partial \xi} u(t,x; \xi) \) is again a solution of the equation (2.0.2).

So rewrite the expression for \( u(t,x; \xi) \) as follows.
\[ u(t, x; \xi) = \frac{a^2 e^{at}}{\beta^2(e^{at}-1)^2} \exp \left[ -\frac{ax}{\beta(e^{at}-1)} \right] \]

\[ \times \left[ \xi \exp \left[ \frac{-af}{\beta(e^{at}-1)} \right] \sum_{n=0}^{\infty} \frac{1}{n!(n+1)!} \left[ \frac{a}{\beta(e^{at}-1)} \right]^{2n} (xe^{at})^n \xi^n \right]. \]

Then it can easily be checked that

\[ \lim_{\xi \to 0} \frac{\partial}{\partial \xi} u(t, x; \xi) = \frac{a^2 e^{at}}{\beta^2(e^{at}-1)^2} \exp \left[ -\frac{ax}{\beta(e^{at}-1)} \right]. \]

Set \( f(t, x) = \lim_{\xi \to 0} \frac{\partial}{\partial \xi} u(t, x; \xi) \)

\[ \frac{\partial f}{\partial t} = \frac{a^3 e^{at}}{\beta^2(e^{at}-1)^2} \exp \left[ -\frac{ax}{\beta(e^{at}-1)} \right] \frac{ax e^{at}}{\beta(e^{at}-1)^2} - \frac{1 + e^{at}}{e^{at} - 1} \]

\[ = -\alpha \frac{\partial}{\partial x} (xf) + \beta \frac{\partial^2}{\partial x^2} (xf). \]

Thus \( \lim_{\xi \to 0} \frac{\partial}{\partial \xi} u(t, x; \xi) \) is an entrance law for the semigroup defined by the equation (2.0.2). Similar results also hold for \( \alpha = 0 \). For \( \alpha = 0 \) (zero drift) we obtain a martingale.

**Example 2.0.3 [Brownian motion absorbed at the origin]**

The transition density function for the absorbed Brownian motion is

\[ u(t, x; \xi) = \frac{1}{\sqrt{2\pi t}} \left[ e^{-\frac{(x-\xi)^2}{2t}} - e^{-\frac{(x+\xi)^2}{2t}} \right]. \]
where \( \xi \) denotes the initial location \((0 < \xi < \infty)\).

We now show that \(\lim_{\xi \to 0} \frac{\partial}{\partial \xi} u(t, \xi; \xi)\) satisfies

\[
\frac{\partial f}{\partial t} = \frac{1}{2} \frac{\partial^2 f}{\partial x^2}.
\]

\[
\lim_{\xi \to 0} \frac{\partial}{\partial \xi} u(t, x; \xi) = \sqrt{\frac{2}{\pi t}} \frac{x}{t^{3/2}} \exp \left(-\frac{x^2}{2t}\right).
\]

Set \(f(x, t) = \sqrt{\frac{2}{\pi t}} \frac{x}{t^{3/2}} \exp \left(-\frac{x^2}{2t}\right)\).

Then

\[
\frac{\partial f}{\partial t} = \frac{1}{\sqrt{4\pi}} \frac{x}{t^{5/2}} \left[-3 + \frac{x^2}{t}\right] \exp \left(-\frac{x^2}{2t}\right)
\]

\[
= \frac{1}{2} \frac{\partial^2 f}{\partial t^2}.
\]

So, again we have an entrance law.
§2.1 Feller processes

The unifying points of two instances of diffusions considered in the last section are:

(i) the origin of the state space \([0, \infty)\) is, in the terminology of Feller, an accessible boundary

(ii) both are martingales (take \(\alpha = 0\) in example 2.0.2).

In this section we introduce the boundary classifications of one-dimensional diffusions in the context of Feller processes. Our exposition is based on a series of papers by Feller. For the final version of the theory see [9] and the references therein. In the next section, we exhibit non-degenerate entrance laws for diffusions with an accessible left boundary. Our method yields, however, only the trivial entrance law for diffusions with an inaccessible left boundary.

Notation 2.1.1

Let us start by assuming that the reader is familiar with the basic theory of diffusion e.g. Breiman [4; Chapter 16].

So let \(Z_n\) denote a diffusion in natural scale with the speed measure \(m\), i.e., the infinitesimal generator looks like \(\frac{d}{dm} \frac{d}{dx}\) on the state space \((\beta_1, \beta_2) \subset \mathbb{R}^1\). The speed measure \(m\) is defined on \(\mathcal{B}((\beta_1, \beta_2))\) with \(m(B) = \infty\) for \(B\) bounded and \(\overline{B} \subset (\beta_1, \beta_2)\).

In terms of speed measure \(m\), the Kolmogorov backward equation for a diffusion process in scale is:
\[
\frac{\partial u}{\partial t} = \frac{1}{2} \frac{d}{dm} \frac{d}{dx} u.
\]

Analytically, \( m \) is a strictly increasing right continuous function on \((\beta_1, \beta_2)\), not necessarily bounded at the end points:

\[
m + , m(x) = \lim_{h \to 0} m(x + h).
\]

The difference \( m(y) - m(x) \) (\( x < y \)) should be thought of as a measure of \((x, y]\).

Let us introduce the left and right derivatives of a real-valued function \( f \):

left derivative \( f^-(x) = \lim_{y \to x^-} \frac{f(y) - f(x)}{y - x} = \frac{d^-}{dx} f(x) \)

right derivative \( f^+(x) = \lim_{y \to x^+} \frac{f(y) - f(x)}{y - x} = \frac{d^+}{dx} f(x) \).

\( f \) is differentiable at \( x \) if \( f^-(x) = f^+(x) = f'(x) \).

If \( m \) is continuous at a point, differentiation with respect to \( m \), denoted \( \frac{d}{dm} \), is defined in the usual manner. For a discontinuity point a little care is needed.

Let \( I \subset (\beta_1, \beta_2) \) be an interval. If \( g \) is a function defined on \( I \) such that the right and left limits \( g(x^+) \) and \( g(x^-) \) exist for each \( x \in I \), we define the right derivative of \( g \) with respect to \( m \) by

\[
\frac{d^+}{dm} g(x) = \lim_{y \to x^+} \frac{g(y^+) - g(x^-)}{m(y^+) - m(x^-)}.
\]
provided the limit exists. The left derivative \( \frac{d^-}{dm} g(x) \) is defined symmetrically.

At a point of discontinuity of \( m \),

\[
\frac{d^+}{dm} g(x) = \frac{g(x^+) - g(x^-)}{m(x^+) - m(x^-)} = \frac{d^-}{dm} g(x) \circ
\]

and a differentiable \( g \) is continuous at each point of continuity of \( m \).

Definition 2.1.2

(a) We say that a function \( f \) is in the domain \( D(U, I) \) of the operator \( U = \frac{d}{dm} \frac{d}{dx} \) in the interval \( I \subset (\beta_1, \beta_2) \) if:

(i) the right and left derivatives \( f^+, f^- \) exist and

\[
f^+(x) = \lim_{y \to x^+} f^+(y) = \lim_{y \to x^+} f^-(y)
\]

\[
f^-(x) = \lim_{y \to x^+} f^+(y) = \lim_{y \to x^+} f^-(y)
\]

for each \( x \in I \).

(ii) \( \frac{d}{dm} f^+ \) exists and is continuous in \( I \).

The definition (2.1.1) implies \( \frac{d}{dm} \frac{d}{dx} = \frac{d}{dm} \frac{d}{dx} \).

(b) \( f \in D(U, (\beta_1, \beta_2)) \) if \( f \in D(U, I) \) for \( I \subset (\beta_1, \beta_2) \).

We also note for future reference

\[
\int_{x^+}^{y^-} Uf \ dm = f^-(y) - f^+(x)
\]
Definition 2.1.3

Boundary classifications for processes in scale on state space 
\((\beta_1, \beta_2)\), \(\beta \in (\beta_1, \beta_2)\).

The right end point \(\beta_2\) is said to be

- regular if \(\beta_2 < \infty\), \(m(\beta_2^-) < \infty\)
- exit if \(\beta_2 < \infty\), \(m(\beta_2^-) = \infty\) and \(\int_{\beta}^{\beta_2} (\beta_2 - x) dm(x) < \infty\)
- entrance if \(\beta_2 < \infty\) and \(\int_{\beta}^{\beta_2} x dm(x) < \infty\)
- natural \(\left\{\begin{array}{l}
  \text{if } \beta_2 < \infty, \text{ and } \int_{\beta}^{\beta_2} (\beta_2 - x) dm(x) = \infty \\
  \text{if } \beta_2 = \infty, \text{ and } \int_{\beta}^{\beta_2} x dm(x) = \infty
\end{array}\right.\)

One introduces similar classifications for the left end point \(\beta_1\).

Regular and exit boundaries are called accessible, whereas the class of inaccessible boundaries consists of entrance and natural ones.

Note that in the case of a regular boundary at \(\beta_2\), we may still have \(m(\beta_2^-) = \infty\). This type of regular boundary will be called a regular absorbing boundary. However, we still have

\[
\int_{\beta}^{\beta_2} (\beta_2 - x) dm(x) \equiv \lim_{y \uparrow \beta_2} \int_{\beta}^{y} (\beta_2 - x) dm(x) < \infty. \quad (2.1.2)
\]

The difference between the exit and regular absorbing boundary is:

In the exit case, the behavior of the speed measure in the interior of \((\beta_1, \beta_2)\) determines uniquely the value of \(m\) at \(\beta_2\).
However, for the case of a regular absorbing boundary at $\beta_2$, the speed measure has an atom at $\beta_2$, whose size $m(\beta_2)$ is not determined by the knowledge of properties of the speed measure in the interior of $(\beta_1, \beta_2)$.

Proposition 2.1.4

The eigen equation $Lu = \lambda u$, $x \in (\beta_1, \beta_2)$, $\lambda > 0$ has two continuous solutions $u_1(x, \lambda)$, $u_2(x, \lambda)$ such that

(i) $u_i(x, \lambda) > 0$ $(i = 1, 2) \ x \in (\beta_1, \beta_2)$.

(ii) $u_1(x, \lambda)$ is strictly increasing and $u_2(x, \lambda)$ is strictly decreasing.

(iii) at accessible boundaries $b$, $u_i(x, \lambda)$ $(i = 1, 2)$ have finite limits as $x \to b$.

at inaccessible right boundary $\beta_2$, $u_1(x, \lambda) \to -\infty$ as $x \to \beta_2$

left boundary $\beta_1$, $u_2(x, \lambda) \to -\infty$ as $x \to \beta_1$.

(iv) any other continuous solution of the eigen equation is a linear combination of $u_1(x, \lambda)$, $u_2(x, \lambda)$ $x \in (\beta_1, \beta_2)$.

Proof: Breiman [4, p. 380]

We now proceed to show that $u_i(x, \lambda)$ $(i = 1, 2)$ are actually strictly convex for $x \in (\beta_1, \beta_2)$.

Proposition 2.1.5

If $h(x)$ is a continuous function in some neighbourhood of $x_0 \in (\beta_1, \beta_2)$ and $h \in D(\mathcal{U}, \{x_0\})$ and if $h(x)$ has a local minimum,
at \( x_0 \), then

\[(Uh)x_0 \geq 0.\]

Proof: Breiman [4; p.380].

Corollary 2.1.6

Every continuous positive function \( f \) on \((\beta_1, \beta_2)\) with \( f \in \mathcal{D}(0, (\beta_1, \beta_2)) \) and \( Uf > 0 \) on \((\beta_1, \beta_2)\), must be convex on \((\beta_1, \beta_2)\).

Proof: Let \( c_1, c_2 \) be given constants and define

\[h(x) = f(x) - c_1x - c_2.\]

Then \((Uh)x > 0, \; x \in (\beta_1, \beta_2)\).

From the last proposition we know that, at a point of local maximum \( h \) must be \( \leq 0 \). Thus \( h \) cannot have a local maximum in \((\beta_1, \beta_2)\). So, if \( x_1, x_2 \) are two zeroes of \( h \), then \( h \) must be strictly negative in the interval \((x_1, x_2)\).

Hence \( f \) is strictly convex on \((\beta_1, \beta_2)\).

Corollary 2.1.7

The functions \( u_1(x, \lambda) \), \( u_2(x, \lambda) \) described in the proposition 2.1.4 are strictly convex on \((\beta_1, \beta_2)\).

Remark 2.1.8

The properties of positivity and monotonicity of \( u_1(x, \lambda) \)
Implies

\[
\lim_{x \to \beta_1} u_1(x, \lambda) < 0 \ , \ \lim_{x \to \beta_2} u_1(x, \lambda) < 0
\]

\[
\lim_{x \to \beta_1} u_2(x, \lambda) < 0 \ , \ \lim_{x \to \beta_2} u_2(x, \lambda) < 0
\]

We want inequalities, similar to above ones, involving the derivatives of \( u_i(x, \lambda) \) \((i = 1, 2)\).

Coming to the relation between a convex function and its derivatives, we state a known result.

Proposition 2.1.9

Let \( f : (\beta_1, \beta_2) \to \mathbb{R}^1 \) be a convex (strictly convex) function.

Then

(a) \( f \) satisfies a Lipschitz condition on any closed interval contained in the interior of \((\beta_1, \beta_2)\).

(b) the right and left derivatives \( f^+, f^- \) exist on \((\beta_1, \beta_2)\)

(c) \( f^-(x) \leq f^+(x) \leq f^-(y) \leq f^+(y) \) for \( x, y \in (\beta_1, \beta_2) \) with \( x < y \) (Strict inequality).

(d) \( \lim_{x \to y} f^+(x) = f^+(y) \) and \( \lim_{x \to y} f^-(x) = f^-(y) \), \( y \in (\beta_1, \beta_2) \)

(e) the limits in (d) are also valid at \( \beta_1 \) and \( \beta_2 \), respectively, provided \( f \) is defined and continuous there.

(f) the derivative of \( f, f' \), may fail to exist only at countably many points.
Remark 2.1.10

From the convexity and monotonicity we have

\[ 0 \leq \lim_{x \to x_+} \frac{u_1(x, \lambda)}{\beta_1} < \infty, \quad -\infty < \lim_{x \to x_+} \frac{u_2(x, \lambda)}{\beta_2} \leq 0 \]

\[ 0 < \lim_{x \to x_+} \frac{u_1(x, \lambda)}{\beta_1} < \infty, \quad 0 < \lim_{x \to x_+} \frac{u_2(x, \lambda)}{\beta_2} \leq \infty. \]

We now show how the boundary classifications (definition 2.1.3) allow one to replace the above inequalities by strict inequality or equality.

Lemma 2.1.11

\[ \int_{\beta}^{\beta_2} (\beta_2 - y) dm(y) < \infty \Leftrightarrow \int_{\beta}^{\beta_2} [m(y) - m(\beta)] dy < \infty. \]

Proof:

\[ \int_{\beta}^{x} (\beta_2 - y) dm(y) = \beta_2 [m(x) - m(\beta)] - \int_{\beta}^{x} m(y) dy + \int_{\beta}^{x} m(y) dy \]

\[ = \beta_2 [m(x) - m(\beta)] - x m(x) + \beta m(\beta) + \int_{\beta}^{x} m(y) dy \]

\[ = \beta_2 [m(x) - m(\beta)] - x [m(x) - m(\beta)] + [\beta m(\beta) - x m(\beta)] + \int_{\beta}^{x} m(y) dy \]

\[ = (\beta_2 - x) [m(x) - m(\beta)] + \int_{\beta}^{x} [m(y) - m(\beta)] dy. \]

Note that \[ \int_{\beta}^{x} (\beta_2 - x) dm(y) \leq \int_{\beta}^{x} (\beta_2 - y) dm(y). \]

Consequently from the hypothesis, we conclude
\[ \beta_2 \int_{\beta} [m(y) - m(\beta)] \, dy < \infty. \]

Proposition 2.1.12

Let \( u(\cdot, \lambda) \) be an increasing solution of \( Lu = \lambda u \) such that \( u(\beta) = 1, \ u^+(\beta) = 0 \) with \( \beta \in (\beta_1, \beta_2) \). Then

\[ \beta_2 \int_{\beta} [m(y) - m(\beta)] \, dy < \infty \iff \lim_{x \to \beta_2^+} u(x, \lambda) < \infty. \]

(1) \[ \int_{\beta} [m(y) - m(\beta)] \, dy < \infty, \ m(\beta_2^-) = \lim_{x \to \beta_2^-} m(x) < \infty \]

(2) \[ \lim_{x \to \beta_2^+} u(x, \lambda) < \infty, \ \lim_{x \to \beta_2^-} u^+(x, \lambda) < \infty. \]

Proof:

(i) \((\Rightarrow)\) Integrating the given eigen equation with respect to \( m \), we obtain

\[ u^+(x, \lambda) = u^+(\beta, \lambda) + \lambda \int_{\beta}^{x} u(y, \lambda) \, dm(y) \]

\[ = \lambda \int_{\beta}^{x} u(y, \lambda) \, dm(y). \quad (2.1.3) \]

Remembering that \( u(\cdot, \lambda) \) is increasing and is bounded below by 1 on \( [\beta, \beta_2) \), so

\[ u^+(x, \lambda) \leq \lambda \, u(x, \lambda) [m(x) - m(\beta)] \text{ for } x \in [\beta, \beta_2). \quad (2.1.4) \]

Hence

\[ \int_{\beta}^{x} \frac{u^+(y, \lambda)}{u(y, \lambda)} \, dy \leq \lambda \int_{\beta}^{x} [m(y) - m(\beta)] \, dy. \]
so the conclusion follows by noting that \( \ln u(x, \lambda) \) and hence 
\( u(x, \lambda) \) remains bounded as \( x \to \beta_2 \).

(i) \((<=)\) From equation (2.1.3) we also get (using monotonicity of \( u \))

\[
u^+(x, \lambda) \geq \lambda u(\beta, \lambda)[m(x) - m(\beta)]
\]
\[
= \lambda[m(x) - m(\beta)]
\]  
(2.1.5)

Integrating the above inequality we get,

\[
u(x, \lambda) - u(\beta, \lambda) \geq \lambda \int_{\beta}^{x} [m(y) - m(\beta)] dy
\]

so the conclusion follows.

(ii) \((=>)\) We need only to establish \( \lim_{x \to \beta_2} u^+(x, \lambda) < \infty \).

But it follows from the inequality (2.1.4).

(iii) \((\uparrow)\) Follows from the inequality (2.1.5).

Coming to the decreasing solution we have a simple

**Proposition 2.1.13**

For each positive decreasing solution \( u \) of \( \mathcal{L}u = \lambda u \) and
each \( \beta \in (\beta_1, \beta_2) \)

\[
\int_{\beta}^{\beta_2} u(y, \lambda) \, dm(y) < \infty.
\]
Proof:

Integrating the eigen equation

$$u^+(x, \lambda) = u^+(\beta, \lambda) + \lambda \int_{\beta}^{x} u(y, \lambda) \cdot dm(y) .$$

For a positive decreasing $u$, left side is $< 0$, while the integrand is positive.

Thus,

$$\int_{\beta}^{x} u(y, \lambda) dm(y) < \frac{u^+(\beta, \lambda)}{\lambda}$$

and the conclusion follows by letting $x + \beta_2$.

Proposition 2.1.14

Let $\beta_2$ be either regular absorbing or exit. Then

(i) \[ \lim_{x \uparrow \beta_2} u_2(x, \lambda) = 0 , \]

(ii) \[ -\infty < \lim_{x \uparrow \beta_2} u_2^+(x, \lambda) < 0 . \]

Proof: (i) Remember that $u_2(x, \lambda)$ is positive, decreasing. So suppose

$$\lim_{x \uparrow \beta_2} u_2(x, \lambda) = \varepsilon > 0 .$$

Then

$$\int_{\beta}^{\beta_2} u_2(x, \lambda) \cdot dm(x) \geq \varepsilon [m(\beta_2) - m(x)] .$$
For the kind of $\beta_2$ that satisfies the hypothesis one has $m(\beta_2) = \infty$. Thus we have a contradiction to proposition 2.1.11.

\[
\lim_{x \to \beta_2} u_2(x, \lambda) = 0.
\]

(ii) Remember, in the present situation $\beta_2 < \infty$.

Because of convexity of $u_2(\cdot, \lambda)$, we have, for $x > \beta$

\[
u_2(x, \lambda)(\beta_2 - x)^{-1} < -u_2^+(x, \lambda) < -u_2(\beta, \lambda)
\]

or,

\[
u_2(x, \lambda) < -u_2^+(\beta, \lambda)(\beta_2 - x).
\]

But,

\[
u_2^+(x, \lambda) = u_2^+(\beta, \lambda) + \lambda \int_{\beta}^{x} u_2(y, \lambda)dm(y)
\]

\[
< u_2^+(\beta, \lambda) - u_2^+(\beta, \lambda) \int_{\beta}^{x} (\beta_2 - y)dm(y).
\]

Thus,

\[
u_2(x, \lambda) < -u_2^+(\beta, \lambda)[1 - \lambda \int_{\beta}^{x} (\beta_2 - y)dm(y)].
\]

Recall (e.g. definition 2.1.2)

\[
\beta_2
\int_{\beta}^{\beta_2} (\beta_2 - y)dm(y) < \infty.
\]

So that we may choose $\beta$ close to $\beta_2$ such that

\[
\int_{\beta}^{\beta_2} (\beta_2 - y)dm(y) < \frac{1}{2\lambda}.
\]
Thus,

\[ -u_2^+(x, \lambda) > -\frac{1}{2} u_2^+(\beta, \lambda) \quad \text{for} \quad x > \beta \]

\[ \lim_{x \to \beta_2} u_2^+(x, \lambda) > -\frac{1}{2} u_2^+(\beta, \lambda) > 0. \]

We have already noted in remark 2.1.9, \(-\infty < \lim_{x \to \beta_2} u_2^+(x, \lambda)\).

Remark 2.1.15

It can also be shown [Feller 9] that if \( \beta_2 \) is an entrance boundary then,

\[ 0 < \lim_{x \to \beta_2} u_2(x, \lambda) < \infty, \quad \lim_{x \to \beta_2} u_2^+(x, \lambda) = 0 \]

if \( \beta_2 \) is a natural boundary then

\[ \lim_{x \to \beta_2} u_2(x, \lambda) = 0 = \lim_{x \to \beta_2} u_2^+(x, \lambda). \]

Remember [prop. 2.1.4(iv)] that every continuous solution of the eigen equation is a linear combination of \( u(x, \lambda) \) [of prop. 2.1.12] and \( u_2(x, \lambda) \), so the behavior of \( u_1(x, \lambda) \) and its derivative \( u_1^+(x, \lambda) \) near \( \beta_2 \) can be obtained from the corresponding properties of \( u(x, \lambda) \) and \( u_2(x, \lambda) \). Moreover, from the symmetry one can also deduce the behavior of \( u_1(x, \lambda) \) and \( u_1^+(x, \lambda) \) near \( \beta_1 \). Summarizing we have
Table 2.1.16

<table>
<thead>
<tr>
<th>Regular Absorbing</th>
<th>Exit</th>
<th>Entrance</th>
<th>Natural</th>
</tr>
</thead>
<tbody>
<tr>
<td>( u_1(\beta_2) )</td>
<td>(&lt; \infty)</td>
<td>(&lt; \infty)</td>
<td>(&lt; \infty)</td>
</tr>
<tr>
<td>( u_1^+(\beta_2) )</td>
<td>(&lt; \infty)</td>
<td>(+ \infty)</td>
<td>(&lt; \infty)</td>
</tr>
<tr>
<td>( u_2(\beta_2) )</td>
<td>(= 0)</td>
<td>(= 0)</td>
<td>(&gt; 0)</td>
</tr>
<tr>
<td>( u_2^+(\beta_2) )</td>
<td>(&lt; 0)</td>
<td>(&lt; 0)</td>
<td>(= 0)</td>
</tr>
</tbody>
</table>

| \( u_1(\beta_1) \) | \(= 0\) | \(= 0\) | \(> 0\) | \(= 0\) |
| \( u_1^+(\beta_1) \) | \(> 0\) | \(> 0\) | \(= 0\) | \(= 0\) |
| \( u_2(\beta_1) \) | \(< \infty\) | \(< \infty\) | \(+ \infty\) | \(+ \infty\) |
| \( u_2^+(\beta_1) \) | \(\sim \infty\) | \(\sim \infty\) | \(> \sim \infty\) | \(= \sim \infty\) |

Remark 2.1.17

If the left boundary \( \beta_1 \) is regular absorbing or exit then
\[
\lim_{x \to \beta_1} u_1(x, \lambda) = 0.\]
Remembering that \( u_1 \) is convex we get from prop. 2.1.8(e)
\[
\lim_{x \to \beta_1} u_1^+(x, \lambda) = \lim_{x \to \beta_1} \frac{u_1(x, \lambda)}{x - \beta_1}.
\]
Definition 2.1.18

Define the Wronskian, \( W \), of \( u_1, u_2 \) as

\[
W(x) = u_2(x) u_1'(x) - u_1(x) u_2'(x)
\]

where \( u_1'(x) = \frac{d}{dx} u_1(x) \).

From prop. 2.1.8(f) we know that \( W(x) \) may fail to exist only at a countably many points.

Proposition 2.1.19

\( W \) is constant except possibly where \( u_1'(x), (i = 1, 2) \) do not exist.

Proof: 

From the eigen equation we have

\[
\frac{d}{dm} u_2 - \frac{d}{dm} u_1 = 0.
\]

Hence,

\[
0 = \int_{\alpha}^{\beta} \left( \frac{d}{dm} u_2 - \frac{d}{dm} u_1 \right) dm
\]

\[
= u_2 u_1' - u_1 u_2' \bigg|_{\alpha}^{\beta} + \int_{\alpha}^{\beta} \left( \frac{du_1}{dx} - \frac{du_2}{dx} \right) dx.
\]

Thus \( W(\alpha) = W(\beta) \) as required.

Definition 2.1.20

The Green function, \( G(x, y, \lambda) \) of \( u_1 \)'s, is defined as follows
\[ G(x, y, \lambda) = \begin{cases} u_1(x, \lambda) u_2(y, \lambda), & x < y \\ u_1(y, \lambda) u_2(x, \lambda), & x > y \end{cases} \]

usually the expression for the Green function should contain the Wronskian \( W(x) \). But because of prop. 2.1.19 we may assume that \( W(x) \equiv 1 \), whenever it exists.

However, the definition of Green function is not complete without the side conditions. From the table 2.1.15, the appropriate side conditions are:

\[
\begin{align*}
  f(\beta_1) &= 0 & \beta_1 \text{ regular absorbing} \\
  f(\beta_1') &= 0 & \text{exit} \\
  f^+ (\beta_1) &= 0 & \text{entrance} \\
  f(\beta_1) &= 0 = f^+ (\beta_1') & \text{natural}
\end{align*}
\]

Remark 2.1.21

Define the Green operator as follows

\[
G_\lambda f(x) = \int_{\beta_1}^{\beta_2} G(x, y, \lambda) f(y) dm(y). 
\]

The domain of \( G_\lambda \) consists of those \( f \) for which the integral exists in the sense of absolute convergence. It can be shown [Feller 9; p. 482] that the Green operator identity holds, i.e.,

\[
G_\mu - G_\lambda + (\mu - \lambda) G_\mu G_\lambda = 0
\]

This equation in turn implies that \( G(x, y, \cdot) \) is completely monotonic,
\[- (1)^n \frac{\partial^n}{\partial \lambda^n} G(x, y, \lambda) > 0 , \quad n > 0 \] (2.1.6)

Proof of this result could be found in McKeen [11].
§2.2 Theory of McKean

In a paper [11] McKean has shown the existence of $p(x, t, y)$ such that

$$G(x, y, \lambda) = \int_0^\infty e^{-\lambda t} p(x, t, y) \, dt.$$  

It has also been established that

1. $p(\cdot, t, \cdot)$ is positive, symmetric on $(\beta_1, \beta_2) \times (\beta_1, \beta_2)$ for each $t > 0$, and $p$ is continuous on $(\beta_1, \beta_2) \times (0, \beta) \times (\beta_1, \beta_2)$.  
2. $p(x, 0, y) = 0$ for $x, y \in (\beta_1, \beta_2)$, $x \neq y$.  
3. The derivatives $\frac{\partial^n}{\partial t^n} p(\cdot, t, y)$ belong to the side conditions (defn. 2.1.20) and

$$\frac{\partial^n}{\partial t^n} p(\cdot, t, y) = \left( \frac{\partial}{\partial t} \right)^n p(\cdot, t, y), \quad t > 0, \quad y \in (\beta_1, \beta_2), \quad n > 0.$$  
4. $\int_{\beta_1}^{\beta_2} p(x, t, y) \, dm(y) \leq 1; \quad t > 0, \quad x \in (\beta_1, \beta_2)$.  
5. $p(x, t_1 + t_2, y) = \int_{\beta_1}^{\beta_2} p(x, t_1, z) \, p(z, t_2, y) \, dm(z)$.  
6. The map $(t, x) \mapsto \int_{\beta_1}^{\beta_2} p(x, t, y) \, dm(y)$ is continuous on $(0, \infty) \times (\beta_1, \beta_2)$.  

He also established the following.

Table 2.2.1 \( i = 1,2 \)

<table>
<thead>
<tr>
<th>Regular</th>
<th>exit</th>
<th>entrance</th>
<th>natural</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absorbing</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \lim_{x \to \beta_1} p(x, t, y) )</td>
<td>0</td>
<td>0</td>
<td>&gt; 0</td>
</tr>
<tr>
<td>( (-1)^i \lim_{x \to \beta_1} \frac{\partial^+}{\partial x} p(x, t, y) )</td>
<td>&lt; 0</td>
<td>&lt; 0</td>
<td>= 0</td>
</tr>
</tbody>
</table>

Remark 2.2.2

We see that for an entrance or natural boundary at \( \beta_1 \), our method will yield only the degenerate entrance law. In the next section we will show for a regular absorbing or exit boundary, \( \lim_{x \to \beta_1} \frac{\partial^+}{\partial x} p(x, t, y) \) satisfies the equation (2.0.1), that is, it is an entrance law.

We need to mention another result which allows us to calculate the Laplace transforms of

\[ \lim_{x \to \beta_1} p(x, t, y) \text{ and } \lim_{x \to \beta_1} \frac{\partial^+}{\partial x} p(x, t, y) \]

in terms of \( w_1(x, \lambda) \).

Proposition 2.2.3 [Feller-McKean]

Given \( x, y \in (\beta_1, \beta_2) \), there exists a right continuous increasing function \( \phi(x, \cdot, y) : [0, \infty) \to \mathbb{R}^+ \) such that

\[ \phi(x, 0, y) = 0 \]
\begin{align*}
(2) \quad \int_0^\infty e^{-\lambda t} d\phi_t(x, t, y) &= \begin{cases} 
\frac{u_1(x, \lambda)}{u_1(y, \lambda)} & x < y \\
\frac{u_2(x, \lambda)}{u_2(y, \lambda)} & x > y 
\end{cases}, \quad \lambda > 0 \\
(3) \quad \phi(x, \cdot, y) \leq 1 & \text{on } [0, \infty) \\
(4) \quad \phi(\cdot, t, y) & \text{is convex increasing on } (\beta_1, y) \\
& \text{convex decreasing on } (y, \beta_2) \\
(5) \quad \phi(x, t, y) &= o(t^n) \text{ as } t \to 0 \text{ for } n > 0, \ x \neq y.
\end{align*}

52.3 Consequences of Feller-McKean theory: Entrance law

In this section we assume

(I) the state space of the diffusion is \([0, \infty)\), with a regular absorbing or exit boundary at \(\{0\}\).

(II) the diffusion is a martingale.

The monotonicity of the function \(\phi(\cdot, t, y)\) allows easy interchanges of limit and integration. We first obtain some informations about its Laplace transformation. Then we will establish a formula connecting the functions \(\phi\) and \(\rho\).

Proposition 2.3.1

(i) \[
\int_0^\infty e^{-\lambda t} \phi(x, t, \xi) dt = \frac{1}{\lambda} \int_0^\infty e^{-\lambda t} d\xi \phi(x, t, \xi)
\]

(ii) \[
\lim_{x \to 0^+} \phi(x, t, \xi) = 0, \quad 0 < x < \xi.
\]

(iii) \[
\lim_{x \to 0^+} \frac{\partial}{\partial x} \phi(x, t, \xi) = \lim_{x \to 0} \frac{\phi(x, t, \xi)}{x}, \quad 0 < x < \xi.
\]

(iv) On \([0, \xi]\), \(\frac{\partial}{\partial x} \phi(x, t, \xi)\) is a bounded function in \(t\), and it decreases as \(x\) decreases.

(v) \[
\int_0^\infty e^{-\lambda t} \lim_{x \to 0^+} \frac{\phi(x, t, \xi)}{x} dt = \lim_{x \to 0} \int_0^\infty e^{-\lambda t} \frac{\phi(x, t, \xi)}{x} dt, \quad 0 < x < \xi.
\]
Proof:

(i) \[ \int_0^\infty e^{\lambda t} d\phi_t(x,t,\xi) = \phi(x,t,\xi) e^{-\lambda t} \bigg|_0^\infty + \lambda \int_0^\infty e^{-\lambda t} \phi(x,t,\xi) dt \]

Remember that \( 0 \leq \phi(x, \cdot, \xi) \leq 1 \).

(ii) If \( x < \xi \), then

\[ \int_0^\infty e^{-\lambda t} \phi(x,t,\xi) dt = \frac{1}{\lambda} \int_0^\infty e^{-\lambda t} d\phi_t(x,t,\xi) = \frac{u_1(x,\lambda)}{\lambda u_1(\xi,\lambda)} \cdot \]

Then \( \lim_{x \to 0} \int_0^\infty e^{-\lambda t} \phi(x,t,\xi) dt = 0 \).

But \( \phi(\cdot,t,\xi) \) is convex increasing on \((0, \xi)\) and \( \phi(x, \cdot, \xi) \leq 1 \). So, by bounded convergence,

\[ \lim_{x \to 0} \int_0^\infty e^{-\lambda t} \phi(x,t,\xi) dt = 0 \cdot \]

But \( \lim_{x \to 0} \phi(x,t,\xi) \geq 0 \), conclude then \( \lim_{x \to 0} \phi(x,t,\xi) = 0 \) (a.s.t).

From monotonicity of \( \phi(x, \cdot, \xi) \), we have

\[ \lim_{x \to 0} \phi(x,t_1,\xi) \leq \lim_{x \to 0} \phi(x,t_2,\xi) \quad (t_1 < t_2) \]

So, \( \lim_{x \to 0} (x, t, \xi) = 0 \) for all \( t \).

(iii) Extend the domain of definition of \( \phi \) by continuity, so set

\( \phi(0, t, \xi) = 0 \), and obtain a convex increasing function on \([0, \xi)\).
So the right derivative \( \frac{\partial^+}{\partial x} \phi(x, t, \xi) \) is positive and right continuous on \([0, \xi)\). (Lemma 2.1.8(e)).

From these observations,

\[
\lim_{x \to 0} \frac{\partial^+}{\partial x} \phi(x, t, \xi) = \left. \frac{\partial^+}{\partial x} \phi(x, t, \xi) \right|_{x=0}
= \lim_{x \to 0} \frac{\phi(x, t, \xi) - \phi(0, t, \xi)}{x}
= \lim_{x \to 0} \frac{\phi(x, t, \xi)}{x}
\]

(iv) Remembering, \( \frac{\partial^+}{\partial x} \phi(x, t, \xi) + \frac{\partial^+}{\partial x} \phi(x, t, \xi) \left|_{x=0} \right. \) it suffices to show

for \( 0 < x < \xi \), \( \frac{\partial^+}{\partial x} \phi(x, t, \xi) \) is a bounded function of \( t \).

From prop. 2.1.8(a), we know that \( \phi(\cdot, t, \xi) \) is Lipschitz on every \([a,b] \subset (0, \xi)\). We want to show that the Lipschitz constant is independent of \( t \) for every \([a,b]\).

Let \( \delta > 0 \) be such that \([a, b+\delta] \subset (0, \xi)\). Suppose \( a < x < y < b \). Put \( z = y + \frac{\delta}{|y-x|} (y-x) \) then \( z \in [a, b+\delta] \).

and \( \alpha = \frac{|y-x|}{\delta + |y-x|} \), then \( \alpha z + (1-\alpha)x = y \)

\( \phi(y, t, \xi) \leq \alpha[\phi(z, t, \xi) - \phi(x, t, \xi)] + \phi(x, t, \xi) \).

Consequently, \( \phi(y, t, \xi) - \phi(x, t, \xi) \leq \alpha \), \( 0 \leq \phi(w, \xi) \leq 1 \) for \( \omega \in (0, \xi) \).
or, \( \frac{\phi(y,t,\xi) - \phi(x,t,\xi)}{y - x} \leq \frac{1}{\delta} \).

So, \( \frac{\partial^+}{\partial x} \phi(x,t,\xi) \) is a bounded function of \( t \) on \([0,\xi-\sigma]\) for fixed \( \delta > 0 \).

\[ \phi^+(0,t,\xi) = \lim_{x \to 0} \frac{\partial^+}{\partial x} \phi(x,t,\xi). \]


(v) From (iv),

\[ \int_0^\infty e^{-\lambda t} \lim_{x \to 0} \frac{\partial^+}{\partial x} \phi(x,t,\xi) dt \]

\[ = \lim_{x \to 0} \frac{\partial^+}{\partial x} \int_0^\infty e^{-\lambda t} \phi(x,t,\xi) dt \]

\[ = \frac{u_1^+(0,\lambda)}{\lambda u_2(\xi,\lambda)}. \]

\[ \int_0^\infty e^{-\lambda t} \lim_{x \to 0} \frac{\phi(x,t,\xi)}{x} dt = \int_0^\infty e^{-\lambda t} \phi^+(0,t,\xi) dt. \]

\[ = \frac{u_1^+(0,\lambda)}{\lambda u_2(\xi,\lambda)} \]

\[ = \lim_{x \to 0} \frac{u_1(x,\lambda)}{x} \frac{1}{\lambda u_2(\xi,\lambda)} \]  

[Remark 2.1.17]

\[ = \lim_{x \to 0} \int_0^\infty e^{-\lambda t} \frac{\phi(x,t,\xi)}{x} dt. \]

Coming to the connexon between the function \( \phi \) and the fundamental solution \( p \), we have
Proposition 2.3.2

Let $\xi \in (0, \infty)$ be fixed. Then, for $x < \xi < y$ or $x > \xi > y$, one has

$$p(x,t,y) = \int_0^t \phi(x,\sigma,\xi) \frac{\partial}{\partial \sigma} p(\xi, t-\sigma, y) \, d\sigma$$

Proof:

Step 1. Consider the convolution $\psi(t) = \int_0^t d\phi(x,\sigma,\xi) \cdot \int_0^{t-\sigma} p(\xi,\tau,y) \, d\tau$. The function $\psi(t)$ is continuous in $t$. So let us calculate its Laplace transform:

$$\int_0^\infty e^{-\lambda t} \psi(t) = \int_0^\infty e^{-\lambda t} \, d\phi(x,\tau,\xi) \cdot \int_0^{t-\sigma} e^{-\lambda \tau} \, p(\xi,\tau,y) \, d\tau$$

[product rule for convolution]

$$= \left\{ \begin{array}{ll}
\frac{u_1(x,\lambda)}{u_1(\xi,\lambda)} \cdot u_2(\xi,\lambda) \cdot u_1(y,\lambda) & (x < \xi < y) \\
\frac{u_2(x,\lambda)}{u_2(\xi,\lambda)} \cdot u_1(\xi,\lambda) \cdot u_1(y,\lambda) & (x < \xi < y)
\end{array} \right.$$  

$$= \frac{G(x, y, \lambda) = \int_0^\infty e^{-\lambda t} \, p(x, t, y) \, dt}$

From continuity of $p(x, \cdot, y)$ and $\psi(\cdot)$ we may conclude [Widder p.3]

$$\int_0^t p(x,\tau,y) \, d\tau = \psi(t) = \int_0^t d\phi(x,\sigma,\xi) \cdot \int_0^{t-\sigma} p(\xi,\tau,y) \, d\tau.$$  \hspace{1cm} (2.3.2)
Step 2

We want to differentiate both sides of (2.3.2) with respect to \( t \). The left hand side presents no problem. For the right hand side let us start by estimating \( \int_0^t p(x, \tau, y) d\tau \).

Recall \( G(\xi, y, \lambda) = \int_0^\infty e^{-\lambda t} p(\xi, t, y) dt \)
and that \( G(\xi, y, \cdot) \) is a completely monotonic function \([2.1.6]\).

So, from Bernstein's theorem \([\text{Widder 19: p.154}]\), it follows that

\[
\int_0^t p(\xi, \tau, y) d\tau \text{ is, as a function of } t, \text{ bounded by say } K(\xi, y).
\]

Thus from (2.3.2),

\[
\int_0^t p(x, \tau, y) d\tau \leq K(\xi, y) \int_0^t d\phi_\sigma(x, \sigma, \xi) = K(\xi, y) \phi(x, t, \xi)
\]

\[
\leq O(t^n) \text{ as } t \to 0. \quad (2.3.3)
\]

Step 3

To establish:

\[
p(x, t, y) = \int_0^t d\phi_\sigma(x, \sigma, \xi) p(\xi, t-\sigma, y) \quad (2.3.4)
\]

\[
\frac{\Psi(t+h) - \Psi(t)}{h} = \int_0^{t+h} d\phi_\sigma(x, \sigma, \xi) \int_0^{t+h-\sigma} p(\xi, \tau, y) d\tau
\]

\[
= \int_0^t d\phi_\sigma(x, \sigma, \xi) \int_0^{t+h-\sigma} p(\xi, \tau, y) d\tau + \int_0^{t+h} d\phi_\sigma(x, \sigma, \xi) \int_0^{t+h-\sigma} p(\xi, \tau, y) d\tau
\]

\[
\frac{\Psi(t+h) - \Psi(t)}{h} = \frac{1}{h} \int_0^t d\phi_\sigma(x, \sigma, \xi) \int_0^{t+h-\sigma} p(\xi, \tau, y) d\tau - \int_0^{t-\sigma} p(\xi, \tau, y) d\tau
\]

\[
+ \frac{1}{h} \int_0^t d\phi_\sigma(x, \sigma, \xi) \int_0^{t+h-\sigma} p(\xi, \tau, y) d\tau
\]
\[
\frac{1}{h} \int_{t-\sigma}^{t+\sigma} p(\xi, \tau, y) d\tau \xrightarrow{h \to 0} p(\xi, t-\sigma, y).
\]

\[
\frac{1}{h} \int_t^{t+h} d\phi_0(x, \sigma, \xi) \int_0^{t+h-\sigma} p(\xi, \tau, y) d\tau
\]

\[
\leq 2 \frac{1}{h} \int_0^h p(\xi, \tau, y) d\tau \int_t^{t+h} d\phi_0(x, \sigma, \xi)
\]

\[
\xrightarrow{h \to 0} 0.
\]

See (2.3.3)

So we have established the equation (2.3.4).

Step 4

\[
p(x, t, y) = \int_0^t d\phi_0(x, \sigma, \xi) p(x, t-\sigma, y)
\]

\[
= \phi(x, \sigma, \xi) p(\xi, t-\sigma, y) \bigg|_{\sigma=0}^{\sigma=t} + \int_0^t \phi(x, \sigma, \xi) \frac{\partial}{\partial \sigma} p(\xi, t-\sigma, y) d\sigma
\]

\[
= \int_0^t \phi(x, \sigma, \xi) \frac{\partial}{\partial \sigma} p(\xi, t-\sigma, y) d\sigma
\]

since \(\phi(x, 0, \xi) = 0 = p(\xi, 0, y)\).

Combining propositions 2.3.1 and 2.3.2, we obtain, in the next three lemmas, some properties of the fundamental solution.
Lemma 2.3.3

i) \[ \lim_{x \to 0} p(x,t,y) = 0 \]

ii) \[ \lim_{x \to 0} \frac{\partial}{\partial x} p(x,t,y) = \lim_{x \to 0} \frac{\partial}{\partial x} \frac{\partial}{\partial t} p(x,t,y) \]

Proof:

i) Let \( \xi \in (0,\infty) \) be fixed and \( 0 < x < \xi < y \). Then from proposition 2.3.2

\[
\lim_{x \to 0} p(x,t,y) = \lim_{x \to 0} \int_0^t \phi(x,\sigma,\xi) \frac{\partial}{\partial t} p(\xi,t-\sigma,y) d\sigma
\]

\[
= \int_0^t \lim_{x \to 0} \phi(x,\sigma,\xi) \frac{\partial}{\partial t} p(\xi,t-\sigma,y) d\sigma
\]

\[
\text{boundedness of } \phi(x,\cdot,\xi)
\]

\[
\text{monotonicity of } \phi(\cdot,\sigma,\xi)
\]

\[
= 0 \quad \text{[proposition 2.3.1(ii)].}
\]

ii) Again from proposition 2.3.2 we get

\[
\lim_{x \to 0} \frac{\partial}{\partial x} p(x,t,y) = \lim_{x \to 0} \frac{\partial}{\partial x} \int_0^t \phi(x,\sigma,\xi) \frac{\partial}{\partial t} p(\xi,t-\sigma,y) d\sigma
\]

\[
= \int_0^t \lim_{x \to 0} \frac{\partial}{\partial x} \phi(x,\sigma,\xi) \frac{\partial}{\partial t} p(\xi,t-\sigma,y) d\sigma
\]

\[
= \int_0^t \lim_{x \to 0} \frac{\partial}{\partial x} \phi(x,\sigma,\xi) \frac{\partial}{\partial t} p(\xi,t-\sigma,y) d\sigma
\]

\[
\text{[Justification by prop.2.3.1(iv).]}
\]

\[
= \lim_{x \to 0} \int_0^t \phi(x,\sigma,\xi) \frac{\partial}{\partial t} p(\xi,t-\sigma,y) d\sigma 
\] (2.3.5)
This interchange is justified by lemma 2.3.4.

\[
\lim_{x \to 0} \frac{p(x, t, y)}{x} = \frac{p(x, t, y)}{x} \quad [\text{prop. 2.3.2}]
\]

Lemma 2.3.4

For \( x \in (0, \xi) \), \( \phi(x, t, \xi) \) decreases as \( x \) decreases, and remains bounded as a function of \( t \).

Proof: Let \( 0 \leq x < y < \xi \). Then every \( z \in (x, y) \) can be written as

\[
z = (1-a)x + ay \quad \text{for} \quad a = \frac{z-x}{y-x}.
\]

Hence

\[
\phi(z, t, \xi) \leq \phi(x, t, \xi) + a[\phi(y, t, \xi) - \phi(x, t, \xi)]
\]
or

\[
\phi(z, t, \xi) - \phi(x, t, \xi) \leq z-x \left[ \frac{\phi(y, t, z) - \phi(x, t, z)}{y-x} \right]
\]

And we get the desired result by putting \( x = 0 \). Boundedness in \( t \) follows using an argument similar to prop. 2.3.1(iv).

Lemma 2.3.5

\[
\int_0^\infty e^{-\lambda t} \lim_{x \to 0} \frac{p(x, t, y)}{x} \, dt
\]

\[
= u_1^+(0, \lambda) u_2(y, \lambda) \quad (2.3.6)
\]

\[
= \lim_{x \to 0} \int_0^\infty e^{-\lambda t} \frac{p(x, t, y)}{x} \, dt
\]
Proof: For $0 < x < \xi < y$ we get from prop. 2.3.2 by the convolution rule
\[
\int_0^\infty e^{-\lambda t} p(x,t,y)dt = \left[ \int_0^\infty e^{-\lambda t} \phi(x,\sigma,\xi)dt \right] \left[ \int_0^\infty e^{-\lambda t} \frac{\partial}{\partial t} p(\xi,t,y)dt \right].
\]

Remembering prop. 2.3.1(i), for $\gamma \xi < y$
\[
\int_0^\infty e^{-\lambda t} \frac{\partial}{\partial t} p(\xi,t,y)dt = \lambda u_1^+(\xi,\lambda) u_2(y,\lambda).
\]

(2.3.7)

From (2.3.5) similarly we get
\[
\int_0^\infty e^{-\lambda t} \lim_{x \to 0} \frac{p(x,t,y)}{x} dt = \left[ \int_0^\infty e^{-\lambda t} \lim_{x \to 0} \frac{\phi(x,t,\xi)}{x} dt \right] \left[ \int_0^\infty e^{-\lambda t} \frac{\partial}{\partial t} p(\xi,t,y)dt \right]
\]
\[
= \frac{u_1^+(0,\lambda)}{\lambda u_1^+(\xi,\lambda)} \cdot \lambda u_1^+(\xi,\lambda) u_2(y,\lambda) \quad \text{using (2.3.1) and (2.3.7)}
\]
\[
= u_1^+(0,\lambda) u_2(y,\lambda)
\]
\[
= \lim_{x \to 0} \int_0^\infty e^{-\lambda t} \frac{p(x,t,y)}{x} dt.
\]

Finally we are ready to show that \( \lim_{x \to 0} \frac{p(x,t,y)}{x} \) is an entrance law.

Theorem 2.3.6

\[
\nu_{t_1+t_2}(y) = \int_0^{t_1} \nu_t(z)p(z,t_2,y)dm(z) \quad (2.3.8)
\]
where \( v_t(y) = \lim_{x \to 0} \frac{p(x,t,y)}{x} \).

Proof:

Step 1. First we establish the equality (2.3.8) a.s. \( t_1 \):

From

\[
p(x,t_1+t_2,y) = \int_0^\infty p(x,t_1,z) p(z,t_2,y) dm(z)
\]

noting that everything is positive, we get by Fatou's lemma

\[
v_{t_1+t_2}(y) \geq \int_0^\infty v_{t_1}(z) p(z,t_2,y) dm(z)
\]  

(2.3.9)

Then,

\[
\int_0^\infty e^{-\lambda t_1} v_{t_1+t_2}(y) dt_1 \geq \int_0^\infty e^{-\lambda t_1} \left[ \int_0^\infty v_{t_1}(z) p(z,t_2,y) dm(z) \right] dt_1
\]  

(2.3.10)

Again because of positivity, via Tonelli

\[
\int_0^\infty e^{-\lambda t_1} \left[ \int_0^\infty p(x,t_1,z) p(z,t_2,y) dm(z) \right] dt_1
\]

\[
= \int_0^\infty p(z,t_2,y) \left[ \int_0^\infty e^{-\lambda t_1} p(x,t_1,z) dt_1 \right] dm(z)
\]

\[
= \int_0^\infty p(z,t_2,y) \left[ \int_0^\infty e^{-\lambda t_1} p(x,t_1,z) dt_1 \right] dm(z)
\]

\[
= \int_0^\infty p(z,t_2,y) \left[ \int_0^\infty e^{-\lambda t_1} p(x,t_1,z) dt_1 \right] dm(z)
\]

\[
= \int_0^\infty p(z,t_2,y) \left[ \int_0^\infty e^{-\lambda t_1} p(x,t_1,z) dt_1 \right] dm(z)
\]

\[
= \int_0^\infty p(z,t_2,y) \left[ \int_0^\infty e^{-\lambda t_1} p(x,t_1,z) dt_1 \right] dm(z)
\]

\[
= \int_0^\infty p(z,t_2,y) \left[ \int_0^\infty e^{-\lambda t_1} p(x,t_1,z) dt_1 \right] dm(z)
\]

\[
= \int_0^\infty p(z,t_2,y) \left[ \int_0^\infty e^{-\lambda t_1} p(x,t_1,z) dt_1 \right] dm(z)
\]

\[
= \int_0^\infty p(z,t_2,y) \left[ \int_0^\infty e^{-\lambda t_1} p(x,t_1,z) dt_1 \right] dm(z)
\]

\[
= \int_0^\infty p(z,t_2,y) \left[ \int_0^\infty e^{-\lambda t_1} p(x,t_1,z) dt_1 \right] dm(z)
\]

\[
= \int_0^\infty p(z,t_2,y) \left[ \int_0^\infty e^{-\lambda t_1} p(x,t_1,z) dt_1 \right] dm(z)
\]

\[
= \int_0^\infty p(z,t_2,y) \left[ \int_0^\infty e^{-\lambda t_1} p(x,t_1,z) dt_1 \right] dm(z)
\]

\[
= \int_0^\infty p(z,t_2,y) \left[ \int_0^\infty e^{-\lambda t_1} p(x,t_1,z) dt_1 \right] dm(z)
\]
Now \( u_1^+, u_2^+ \), so for \( z < x \)

\[
\begin{align*}
  u_1(z, \lambda) & \leq u_1(x, \lambda) \\
  u_2(x, \lambda) & \leq u_2(z, \lambda).
\end{align*}
\]

\[
\leq \int_0^\infty p(z, t_2, y)[u_1(x, \lambda)u_2(z, \lambda)]dm(z) + \int x p(z, t_2, y)[u_1(x, \lambda)u_2(z, \lambda)]dm(z)
\]

\[
= \int_0^\infty u_1(x, \lambda)u_2(z, \lambda)p(z, t_2, y)dm(z).
\]

Hence, \( \int_0^\infty e^{-\lambda t_1}p(x, t_1 + t_2, y)dt_1 \leq \int_0^\infty u_1(x, \lambda)u_2(z, \lambda)p(z, t_2, y)dm(z) \) \((*)\)

Thus by Fatou,

\[
\int_0^\infty e^{-\lambda t_1}v_{t_1 + t_2}(y)dt_1
\]

\[
\leq \lim_{x \to 0^+} \int \frac{-\lambda t_1 p(x, t_1 + t_2, y)}{x} dt_1
\]

\[
\leq \lim_{x \to 0^+} \frac{u_1(x, \lambda)}{x} \int_0^\infty u_2(z, \lambda)p(z, t_2, y)dm(z) \quad \text{[From \((*)\)]}
\]

\[
= u_1^+(0, \lambda) \int_0^\infty u_2(z, \lambda)p(z, t_2, y)dm(z) \quad \text{[Remark 2.1.17]}
\]

\[
= \int_0^\infty q(z, t_2, y)\left[\int_0^\infty e^{-\lambda t_1}p(x, t_1, z)\lim_{x \to 0^+} \frac{1}{x} dt_1\right]dm(z) \quad \text{[Lemma 2.3.5]}
\]

\[
= \int_0^\infty e^{-\lambda t_1}v_{t_1}(x)p(x, t_2, y)dm(z)dt_1 \quad \text{[Tonelli]}
\]
Rewriting,
\[ \int_0^\infty e^{-\lambda t_1} \nu_{t_1+t_2}(y) dt_1 \leq \int_0^\infty e^{-\lambda t_1} \left( \int_0^{t_1} \nu_{t_1}(z)p(z,t_2,y)dm(z) \right) dt_1. \]

Remembering (2.3.10) we get
\[ \int_0^\infty e^{-\lambda t_1} \nu_{t_1+t_2}(y) dt_1 = \int_0^\infty e^{-\lambda t_1} \left( \int_0^{t_1} \nu_{t_1}(z)p(z,t_2,y)dm(z) \right) dt_1. \]

Finally from (2.3.9) one has,
\[ \nu_{t_1+t_2}(y) = \int_0^{t_1} \nu_{t_1}(z)p(z,t_2,y)dm(z) \quad \text{a.s.} \quad t_1. \quad (2.3.11) \]

Step 2. Till now, we have not used the assumption that the diffusions involved are all martingales. (See assumption II at the beginning of this section.) We will use the following consequence of the assumption II.

\[ \int_0^\infty yp(x,t,y)dm(y) = x \]

Note that the speed measure \( m \) is not \( \sigma \)-finite on \([0, \infty)\). It has an atom of infinite mass at the origin. So Tonelli's theorem is not applicable on \([0, \infty)\). We avoid this problem by recalling that the speed measure \( m \) is \( \sigma \)-finite on \((0, \infty)\). [See notation 2.1.12.]

If \( \nu_{t_1+t_2}(y) = \int_0^{t_1} \nu_{t_1}(z)p(z,t_2,y)dm(z) \)

then,
\[ \int_0^{t_1} y \nu_{t_1+t_2}(y) dm(y) = \int_0^{t_1} z \nu_{t_1}(z) dm(z). \]
Proof: To begin with, note \( \int_0^\infty y \nu_t(y)\,dm(y) < 1 \).

Recall \( \int_0^\infty y \,dm(y) < \infty \) for an accessible absorbing boundary at \( \{0\} \).

So, \( \int_0^\infty \nu_{t_1+t_2}(y)\,dm(y) \)

\[ = \lim_{N \to \infty} \int_0^N \nu_{t_1+t_2}(y)\,dm(y) \]

\[ = \lim_{N \to \infty} \int_0^N \int_0^\infty \nu_{t_1}(z)p(z,t_2,y)\,dm(z)\,dm(y) \]

\[ = \lim_{N \to \infty} \int_0^\infty \nu_{t_1}(z)\,dm(z) \int_0^N p(z,t_2,y)\,dm(y) \]

\[ = \int_0^\infty \nu_{t_1}(z)\,dm(z) \int_0^\infty p(z,t_2,y)\,dm(y) \] (Tonelli)

\[ = \int_0^\infty \nu_{t_1}(z)\,dm(z) \int_0^\infty p(z,t_2,y)\,dm(y) \] (dominated convergence)

\[ = \int_0^\infty z \nu_{t_1}(z)\,dm(z) \].
Step 3. In step 1, we have established the equation (2.3.8) a.s. \( t_1 \). Now let us prove it for all \( t_1 \).

Suppose \((t_1, t_2)\) such that

\[
\nu_{t_1 + t_2}(y) > \int_0^\infty \nu_{t_1}(z) p(z, t_2, y) dm(z). \tag{2.3.12}
\]

Then,

\[
\int_0^\infty y \nu_{t_1 + t_2}(y) dm(y) > \int_0^\infty y dm(y) \int_0^\infty \nu_{t_1}(z) p(z, t_2, y) dm(z).
\]

From step 2 we get

\[
\int_0^\infty y dm(y) \int_0^\infty \nu_{t_1}(z) p(z, t_2, y) dm(z) = \int_0^\infty \nu_{t_1}(z) \left[ \int_0^\infty y p(z, t_2, y) dm(y) \right] dm(z) = \int_0^\infty z \nu_{t_1}(z) dm(z').
\]

The last equality follows from (2.3.11). Combining we obtain,

\[
\int_0^\infty y \nu_{t_1 + t_2}(y) dm(y) > \int_0^\infty z \nu_{t_1}(z) dm(z). \tag{2.3.13}
\]

Let \( \delta > 0 \).

Then from equation (2.3.9) we obtain, following the same steps as we did to conclude (2.3.13) from (2.3.12),

\[
\int_0^\infty y \nu_{t_1 + t_2 + \delta}(y) dm(y) > \int_0^\infty z \nu_{t_1 + t_2}(z) dm(z). \tag{2.3.14}
\]
So the inequalities (2.3.13) and (2.3.14) together give, for \( \delta > 0 \)

\[
\int_0^\infty y \nu_{t_1+t_2+\delta} (y) \, dm(y) > \int_0^{t_1} \nu_\varepsilon (z) \, dm(z).
\]

Similarly, for \( 0 < \varepsilon < t_1 \) we get

\[
\int_0^\infty y \nu_{t_1+t_2+\delta} (y) \, dm(y) > \int_0^{t_1} \nu_\varepsilon (z) \, dm(z).
\]  

Now we show that if \((u,r)\) is such that \( u > t_1 + t_2 > r \)

and

\[
\int_0^{u-r} y \nu_u (y) \, dm(y) > \int_0^r y \nu_r (y) \, dm(y)
\]  

then one must have

\[
\nu_u (y) > \int_0^\infty \nu_\varepsilon (z) \, p(z, u-r, y) \, dm(z).
\]

An equality in (2.3.17) will contradict (2.3.16).

From (2.3.15) then we obtain

\[
\nu_{t_1+t_2+\delta} (y) > \int_0^{\varepsilon} \nu_\varepsilon (z) \, p(z, t_1 + t_2 + \delta - \varepsilon, y) \, dm(z)
\]

for \( \delta > 0 \) and \( 0 < \varepsilon < t_1 \). This clearly contradicts the conclusion of the step 1, that is, equation (2.3.11).

Hence, there does not exist any \((t_1, t_2)\) satisfying (2.3.12).

Thus the equation (2.3.11) holds for all \( t_1 \).
In the next theorem we show that the function $\nu_t$ has one of the properties of a Lévy measure namely,

$$\int_0^\infty y \nu_t(y) \, dm(y) = 1.$$

This equality will allow us to prove in the chapter III the stochastic continuity of the Brownian measure process.

Theorem 2.3.9

(A) \( \lim_{\xi \to 0} \lim_{x \to 0} \frac{\int_{\xi}^x p(x,t_1,z)}{x} p(z,t_2,y) \, dm(z) = 0. \)

(B) \( \int_0^{t_1} \nu_{t_1}(z) \, dm(z) = 1. \)

Proof:

(A) We have already established in theorem 2.3.6 that

$$\nu_{t_1+t_2}(y) = \int_0^{t_1} \nu_{t_1}(z) p(z,t_2,y) \, dm(z) \quad (2.3.18)$$

Let us calculate $\nu_{t_1+t_2}(y)$ in a different way to obtain the desired result.

Choose $\xi \in (0, \infty)$ close to 0.

$$p(x,t_1+t_2,y) = \int_0^\infty p(x,t_1,z) p(z,t_2,y) \, dm(z)$$

$$= \int_0^\infty p(x,t_1,z) p(z,t_2,y) \, dm(z) + \int_0^\infty p(x,t_1,z) p(z,t_2,y) \, dm(z) \xi$$

$$= \int_0^{t_1} \nu_{t_1}(z) p(z,t_2,y) \, dm(z) + \int_0^\infty p(x,t_1,z) p(z,t_2,y) \, dm(z) \xi \quad (2.3.19)$$
But remembering prop. 2.3.2 we write for \( x < \xi < z \)

\[
\int_\xi^x \frac{p(x, t_1, z)}{\xi} p(z, t_2, y) \, dm(z)
\]

\[
= \int_0^{t_1} \frac{\phi(x, \sigma, \xi)}{\xi} \left[ \frac{\partial}{\partial t} p(\xi, t_1 - \sigma, z) \right] \, d\sigma \int_0^{t_1} \frac{\phi(x, \sigma, \xi)}{\xi} \left[ \frac{\partial}{\partial t} p(\xi, t_1 - \sigma, z) \right] \, d\sigma \int_0^{t_1} \frac{\phi(x, \sigma, \xi)}{\xi} \left[ \frac{\partial}{\partial t} p(\xi, t_1 - \sigma, z) \right] \, d\sigma \int_0^{t_1} \frac{\phi(x, \sigma, \xi)}{\xi} \left[ \frac{\partial}{\partial t} p(\xi, t_1 - \sigma, z) \right] \, d\sigma
\]

where the subscript \( + (-) \) denotes the positive (negative) part of

\[
\frac{\partial}{\partial t} p(\xi, t_1 - \sigma, z)
\]

as a function of \( \sigma \).

So put \( G_+ (x, z) = \int_0^{t_1} \frac{\phi(x, \sigma, \xi)}{\xi} \left[ \frac{\partial}{\partial t} p(\xi, t_1 - \sigma, z) \right] \) \( \, d\sigma \)

Remembering that \( \phi(x, \sigma, \xi) \) decreases as \( x \) decreases to zero, we may conclude that \( G_+ (x, z) \) decreases as \( x \) decreases to zero.

Hence

\[
\lim_{x \to 0} \int_\xi^x \frac{p(x, t_1, z)}{\xi} p(z, t_2, y) \, dm(z) = \int_\xi^x \lim_{x \to 0} \phi(x, \sigma, \xi) \frac{\partial}{\partial t} p(\xi, t_1 - \sigma, z) \, d\sigma
\]

Thus,

\[
\lim_{x \to 0} \int_\xi^x \frac{p(x, t_1, z)}{\xi} p(z, t_2, y) \, dm(z) = \int_\xi^x \lim_{x \to 0} \frac{p(x, t_1, z)}{\xi} p(z, t_2, y) \, dm(z)
\]

So going back to equation (2.3.19) we have
\[
\lim_{x \to 0} \lim_{\xi \to 0} \frac{p(x, t_1 + t_2, y)}{x} = \lim_{\xi \to 0} \lim_{x \to 0} \int_{0}^{\xi} \frac{p(x, t_1, z)}{x} p(z, t_2, y) dm(z) \\
\quad + \lim_{\xi \to 0} \int_{0}^{\infty} \lim_{x \to 0} \frac{p(x, t_1, z)}{x} p(z, t_2, y) dm(z)
\]

or,

\[
\nu_{t_1 + t_2}(y) = \lim_{\xi \to 0} \lim_{x \to 0} \int_{0}^{\xi} \frac{p(x, t_1, z)}{x} p(z, t_2, y) dm(z) \\
\quad + \int_{0}^{\infty} \nu_{t_1}(z) p(z, t_2, y) dm(z).
\]

Comparing with eqn. 2.3.18 we obtain

\[
\lim_{\xi \to 0} \lim_{x \to 0} \int_{0}^{\xi} \frac{p(x, t_1, z)}{x} p(z, t_2, y) dm(z) = 0
\]

(B) To prove (B), first we need an auxiliary result.

From Fatou's lemma

\[
\lim_{\xi \to 0} \int_{0}^{\xi} \nu_{t_1}(z) p(z, t_2, y) dm(z) \leq \lim_{\xi \to 0} \lim_{x \to 0} \int_{0}^{\xi} \frac{p(x, t_1, z)}{x} p(z, t_2, y) dm(z) = 0.
\]

Using positivity we get

\[
\lim_{\xi \to 0} \int_{0}^{\xi} \nu_{t_1}(z) p(z, t_2, y) dm(z) = 0.
\]

(2.3.20)

But \(p(z, t_2, y)\) is infinitely differentiable, [see §2.2].

Then

\[
p(z, t_2, y) = p(0, t_2, y) + z \frac{\partial}{\partial z} p(z, t_2, y) \bigg|_{z = z^*}, \quad 0 < z^* < z
\]

\[
= z \frac{\partial}{\partial z} p(z, t_2, y) \bigg|_{z = z^*}
\]
p(0, t_2, y) = 0 since \{0\} is accessible, absorbing (see Table 2.2.1).

This,

\[
\lim_{\xi \to 0} \int_0^\xi z v_{t_1}(z) \frac{\partial}{\partial z} p(z, t_2, y) \left|_{z=0} \right. dm(z) = 0 \tag{2.3.21}
\]

Now we claim that for \( z \) near zero, \( \frac{\partial}{\partial z} p(z, t_2, y) \) is, as a function of \( z \), bounded below by a positive quantity.

Since \( v_{t_2}(y) = \lim_{z \to 0} \frac{\partial}{\partial z} p(z, t_2, y) \) is strictly positive, one can extend the domain of definition of \( \frac{\partial}{\partial z} p(z, t_2, y) \) by continuity to include zero. From continuity, there exists an \( \varepsilon \) such that \( \frac{\partial}{\partial z} p(z, t_2, y) \) is strictly positive on \([0, \varepsilon]\). Define

\[
M_1(t_2, y, \varepsilon) = \inf_{z \in [0, \varepsilon]} \frac{\partial}{\partial z} p(z, t_2, y).
\]

Then

\[
M_1(t_2, y, \varepsilon) > 0 \tag{2.3.22}
\]

Consequently from equation (2.3.21) we have for \( \xi < \varepsilon \) and \( \delta > 0 \)

\[
M_1(t_2, y, \varepsilon) \int_0^\xi z v_{t_1}(z) dm(z) < \delta.
\]

Remembering inequality (2.3.22) we obtain

\[
\lim_{\xi \to 0} \int_0^\xi z v_{t_1}(z) dm(z) = 0.
\]

From positivity of the integrand we conclude

\[
\lim_{\xi \to 0} \int_0^\xi z v_{t_1}(z) dm(z) = 0.
\]
Now,
\[
1 = \int_{\mathbb{R}} \int_{y \in \mathbb{R}} p(x,t,y) \, dm(y) \\
= \int_{y \in \mathbb{R}} p(x,t,y) \, dm(y) + \int_{\xi}^{\infty} \int_{y \in \mathbb{R}} p(x,t,y) \, dm(y).
\]

Now using the representation given by prop. 2.3.2 we get as

in part (A) that

\[
\lim_{\xi \to 0} \lim_{x \to 0} \int_{y \in \mathbb{R}} p(x,t,y) \, dm(y) = \int_{y \in \mathbb{R}} v(y) \, dm(y)
\]

From part (A) we know

\[
\lim_{\xi \to 0} \lim_{x \to 0} \int_{y \in \mathbb{R}} p(x,t,y) \, dm(y) = 0.
\]

So we obtain the conclusion (B).
Chapter III. Brownian Measure Processes: Existence

§3.0 Introduction

Now we proceed to show the existence of Brownian measure processes. Our construction will be based on prop. 1.4.3. That is, we will produce a transition function on $M_+(S)$. Moreover, the nature of the initial measure will determine the method of construction.

If the initial point is a non-atomic measure, then the time evolution will be determined by a diffusion on $(0, \infty)$ with a regular absorbing or exit boundary at the origin. In this case, the completely random measures will have only the random atomic component. [defn. 1.3.6].

On the other hand, atomic initial point does not put any restriction on the nature of the underlying diffusion. But the completely random measures, in this case, will have only fixed atoms at the locations determined by the initial measure.
§3.1 Atomic initial condition

Assumption I: 3.1.1

Suppose \((\Omega, F, P^*)\) is a given probability space on which lives a family (indexed by \(x \in S\)) of independent diffusions in scale \(\{Z_x(t) : t \in T\} \quad \text{which are also martingales (in} \quad t \in T \quad \text{)} \quad x \in S\).

For each \(x \in S\), the state space of the process \(\{Z_x(t) : t \in T\}\) is \([0, \infty)\). This assumption will be in force throughout this chapter.

Notation 3.1.2

To specify a diffusion \(Z_x(t)\) that starts from \(a \in (0, \infty)\) we write \(Z_x(t; a)\). Moreover, for \(A \in B(\mathbb{R}_+)\)

\[P^*[Z_x(t; a) \in A] = \int_A p(a, t, y) \, dm(y).\]

That is, the transition probability and the speed measure do not depend upon location \(x \in S\).

Assumption II: 3.1.3

In the construction of a Brownian measure process with atomic initial condition, we do not appeal to the existence of non-degenerate entrance laws. Consequently, we assume nothing about the nature of boundaries. This particular assumption will be in force throughout this section.

Let \(\mu\) be an atomic Radon measure [see notation 1.1.14], i.e., \(\mu \in A\) with the representation:
\[
\mu = \sum_{j=1}^{\infty} a_j \delta_{x_j}, \quad x_j > 0 \text{ and } x_j \in S
\]
such that for every compact \( K \subset S \)

\[
\langle \mu, 1_K \rangle = \sum_{j=1}^{\infty} a_j 1_K(x_j) < \infty
\]  

(3.1.1)

Or, equivalently, for every \( f \in C_c(S) \),

\[
\langle \mu, f \rangle = \sum_{j=1}^{\infty} a_j f(x_j) < \infty
\]

Define

\[
X^\mu_t(\omega) = \sum_{j=1}^{\infty} Z_{t} \omega, t; a_j \delta_{x_j}
\]  

(3.1.2)

In the next two theorems, we establish that for each \( t \in T \), \( X^\mu_t \) is a completely random measure on \((\Omega, F, \mathbb{P})\) with fixed atomic component only.

Theorem 3.1.4

(a) For compact \( K \subset S \),

\[
\sup_{t \in T} \langle X^\mu_t(\omega), 1_K \rangle < \infty \quad \text{a.s. } \mathbb{P}^*
\]

(b) For each \( f \in C_c(S) \)

\[
\sup_{t \in T} \langle X^\mu_t(\omega), f \rangle < \infty \quad \text{a.s. } \mathbb{P}^*.
\]

**Proof:**

Step 1: We show that \( \sum_{j=1}^{\infty} Z_{t} \omega, t; a_j \delta_{x_j} \) is a positive martingale with respect to the natural \( \sigma \)-fields.
\[ E[ \sum_{j=1}^{\infty} X_j (t_1 + t_2; a_j) \mathbb{1}_{\sigma(X_j (u; a_j) : t \in \mathbb{Z}^+, u \leq t_1)} ] \]

\[ = \sum_{j=1}^{\infty} E[X_j (t_1 + t_2; a_j) \mathbb{1}_{\sigma(X_j (u; a_j) : t \in \mathbb{Z}^+, u \leq t_1)} ] \text{ positivity and continuity} \]

\[ = \sum_{j=1}^{\infty} E[Z_j (t_1 + t_2; a_j) \mathbb{1}_{\sigma(Z_j (u; a_j) : u \leq t_1)} ] \text{ (independence)} \]

\[ = \sum_{j=1}^{\infty} Z_j (t_1; a_j), \text{ as required.} \]

Remembering that \( Z_x \) is a positive martingale we get for compact \( K \subset S \).

\[ E[\sum_{j=1}^{\infty} \mathbb{1}_K (x_j)] = \sum_{j=1}^{\infty} a_j \mathbb{1}_K (x_j) \leq \infty. \]

That is, for each compact \( K \subset S \), \( \{X_t^{\mu}, \mathbb{1}_K : t \in T\} \) is an \( L_1(P^x) \)-martingale.

**Step 2:** Using positivity we establish now the conclusion (a).

Set \( Y_t^n (\omega) = \sum_{j=1}^{n} L(X_j (\omega; t; a_j) \mathbb{1}_K (x_j)) \).

Since \( Z \)'s are positive, \( Y_t^n (\omega) \) is increasing in \( n \).
Moreover \( Z \)'s are martingales with continuous sample paths. Thus,

\[ \langle X_t (\omega), \mathbb{1}_K \rangle = \sup_n Y_t^n (\omega). \]

So the paths of the process \( \langle X_t (\omega), \mathbb{1}_K \rangle \) are then a.s.s. right continuous and free of oscillatory discontinuities. [See Meyer 12; p.99 T16]. That is, \( \langle X_t (\omega), \mathbb{1}_K \rangle \) is a separable martingale.
Using a theorem of Neveu [15; p.133 prop. IV.5.2], we may conclude
\[ \sup_{t \in T} \langle X_t^\mu(\omega), l_K \rangle < \infty \text{ a.s.} \]

Step 3: Similar arguments establish (b).

Theorem 3.1.5
For each \( t \in T \), \( X^\mu_t \) is a completely random measure on 
\((\Omega, F, P^*)\) with fixed atomic component only.

Proof:

Step 1: For \( \omega \in \Omega \), \( X^\mu_t(\omega) \) is a measure on \( S \).

Because of prop. 1.1.6, it suffices to establish that \( X^\mu_t(\omega) \) is positive and linear on \( C_c(S) \). Linearity follows from the theorem 3.1.4 and the definition of \( X^\mu_t \). Positivity follows from (3.1.2).

Step 2: For \( t \in T \), the map
\[ X^\mu_t : \Omega \rightarrow M_+(S) \]
is measurable.

Note that for \( f \in C_c(S) \), \( \langle X^\mu_t(\omega), f \rangle : \Omega \rightarrow \mathbb{R} \), is measurable.

Remember \( Z_x(\omega) \) is a real-valued random variable. Now use prop. 1.1.9.

Step 3: For \( t \in T \), \( X^\mu_t \) is a complete random measure.

Take \( f, g \in C_c(S) \) with \( \text{supp}(f) \cap \text{supp}(g) = \emptyset \). Then \( \langle X^\mu_t, f \rangle \) and \( \langle X^\mu_t, g \rangle \) are independent, since \( \{Z_x : x \in S\} \) is an independent family.
Step 4: \( X^\mu_t \) has fixed atomic component.

This is obvious from equation (3.1.2).

Remark 3.1.6

Thus, for each \( \mu \in \Omega \) we have obtained a family of completely random measures \( \{ X^\mu_t : t \in T \} \). Denote by \( Q^\mu_t \) the law of \( X^\mu_t \).

Remembering that \( A \) is a measurable subset of \( \mathcal{M}_+(S) \), theorem 1.1.6 we set \( Q^\mu_t \equiv 0 \) for \( \mu \in N.A. \) (See notation 1.1.14).

Let us calculate the characteristic functional of \( X^\mu_t \).

\[
\begin{align*}
\langle X^\mu_t, f \rangle &= \sum_{j=1}^{\infty} \frac{\log \phi_t(f(x_j), a_j)}{j-1} \\
&= \prod_{j=1}^{\infty} \phi_t(f(x_j), a_j) = \exp \left[ \sum_{j=1}^{\infty} \log \phi_t(f(x_j), a_j) \right]
\end{align*}
\]  

(3.1.3)

where \( \phi_t(f(x_j), a_j) \)

\[
\phi_t(f(x_j), a_j) = \mathbb{E}[e^{it f(x_j) Z_{x_j}(t; a_j)}] = \mathbb{E}[e^{-it f(x_j) Z_{x_j}(t; a_j)}]
\]

\[
= \int_0^\infty e^{-it f(x_j) y_j} p(a_j, t, y_j) \, dy_j \\
= \begin{cases} 
\int_0^\infty e^{-it f(x_j) y_j} p(a_j, t, y_j) \, dy_j & \text{if } x_j \neq 0 \text{ is inaccessible} \\
0 & \text{if } x_j = 0 \text{ is accessible, absorbing}
\end{cases}
\]

(3.1.4)

Next we establish the Chapman-Kolmogorov condition for the family \( \{ Q^\mu_t \} \).

Theorem 3.1.7

\[
\int_{\mathcal{M}_+(S)} \int_{\mathcal{M}_+(S)} e^{i \langle \eta, f \rangle} \mu^\nu(d\lambda) \nu^\lambda(d\eta) = \int_{\mathcal{M}_+(S)} e^{i \langle \eta, f \rangle} \mu^\nu(d\eta) = \int_{\mathcal{M}_+(S)} e^{i \langle \eta, f \rangle} \mu^\nu(d\eta)
\]

for \( \mu, \nu \in \mathcal{C}_c(S) \).
Proof:

Assume \( u \) has the representation \( \sum_{j=1}^{\infty} a_j \delta_{x_j} \).

Case I: \( \{0\} \) is an inaccessible boundary.

Then,

\[
\int_{\mathcal{M}_+^+(S)} e^{i\langle \eta, f \rangle} \int_{\mathcal{M}_+^+(S)} Q_{t_1}^\mu (d\lambda) Q_{t_2}^\lambda (dn) = \int_{\mathcal{M}_+^+(S)} Q_{t_1}^\mu (d\lambda) \int_{\mathcal{M}_+^+(S)} e^{i\langle \eta, f \rangle} Q_{t_2}^\lambda (dn)
\]

\[
= \prod_{j=1}^{\infty} \mathbb{E}\{ \phi_{t_2} [f(x_j), Z_{x_j}(t_1; a_j)] \} \text{(independence of } Z_x \text{) (3.1.5)}
\]

\[
= \prod_{j=1}^{\infty} \int_{0}^{\infty} \phi_{t_2} (f(x_j), b_j) p(a_j, t_1, b_j) \, dm(b_j)
\]

\[
= \prod_{j=1}^{\infty} \int_{0}^{\infty} e^{if(x_j)y_j} p(b_j, t_2, y_j) \, dm(y_j) \, \int_{0}^{\infty} p(a_j, t_1, b_j) p(b_j, t_2, y_j) \, dm(b_j)
\]

\[
= \prod_{j=1}^{\infty} \int_{0}^{\infty} e^{if(x_j)y_j} \, dm(y_j) \, \int_{0}^{\infty} p(a_j, t_1+t_2, y_j) \, dm(y_j)
\]

\[
= \prod_{j=1}^{\infty} \phi_{t_1+t_2} (f(x_j), a_j)
\]

\[
\int_{\mathcal{M}_+^+(S)} e^{i\langle \eta, f \rangle} Q_{t_1+t_2}^\mu (dn) .
\]
To justify the above interchange proceed as follows:

\[ \int_0^\infty \int_0^\infty e^{-\delta_2 x_j y_j} p(b_j, t_2, y_j) dm(y_j) p(a_j, t_1, b_j) dm(b_j) \]

\[ \int \int e^{-\delta_2 x_j y_j} p(b_j, t_2, y_j) dm(y_j) p(a_j, t_1, b_j) dm(b_j) \]

\[ \lim_{\delta_2 \to 0} \int_0^\infty \int_0^\infty e^{-\delta_2 x_j y_j} p(b_j, t_2, y_j) dm(y_j) p(a_j, t_1, b_j) dm(b_j) \quad \text{(dominated convergence)} \]

\[ \lim_{\delta_1 \to 0} \int_0^\infty e^{-\delta_2 x_j y_j} dm(y_j) \int_0^\infty p(b_j, t_2, y_j) p(a_j, t_1, b_j) dm(b_j) \quad \text{(Tonelli)} \]

\[ \lim_{\delta_1 \to 0} \int_0^\infty e^{-\delta_2 x_j y_j} dm(y_j) p(a_j, t_1 + t_2, y_j) \]

\[ \int_0^\infty e^{-\delta_2 x_j y_j} p(a_j, t_1 + t_2, y_j) dm(y_j) \]

\[ \int \int e^{-\delta_2 x_j y_j} p(b_j, t_2, y_j) dm(y_j) p(a_j, t_1, b_j) dm(b_j) \]

Case II: \( \{0\} \) is an accessible, absorbing boundary.

The difference between these two cases lies in the form of the characteristic function of \( Z_x \). So let us start from equation (3.1.5).

\[ \int_{M_+} e^{i \eta, f} \int_{M_+} Q^{\mu}(d\lambda) Q^{\nu}(d\eta) \]

\[ \int_{M_+} \int_{M_+} [f(x_j), Z_{x_j}(t_1; a_j)] \]

\[ \int_1^\infty \int_0^\infty \phi(t_2, b_j) p(a_j, t_1, b_j) dm(b_j) + \phi(t_2, f(x_j), 0) \]

\[ \{1 - \int_0^b p(a_j, t_1, b_j) dm(b_j)\} \quad \text{(but } \phi(t_2, 0) = 1, \{0\} \text{ is absorbing)} \]
\[ \prod \left\{ 1 + \int_0^\infty \left( e^{i\lambda y_j} - 1 \right) p(b_j, t_1, t_2, y_j) \right\} \]

\[ \prod \left\{ 1 + \int_0^\infty \left( e^{i\lambda y_j} - 1 \right) p(a_j, t_1, t_2, y_j) \right\} \]

Theorem 3.1.8

For \( \Gamma \in \mathcal{B}[m_+(S)] \),

\[ \int_{m_+(S)} Q^u_{t_1+t_2}(d\lambda) Q^\lambda_{t_1+t_2}(r) = Q^u_{t_1+t_2}(r) \]

Proof:

It follows from the uniqueness of characteristic functional of random measures and theorem 3.1.7.

Theorem 3.1.9

For \( \mu \in A \), \( \mu = E[e^{i\theta \cdot B}] \)

is measurable for \( B \in \mathcal{B}(S) \) and \( \theta \in \mathbb{R}^l \).
Proof: It suffices to establish the required measurability for \( K \) compact in \( S \).

Suppose \( \mu = \sum_{j=1}^{\infty} a_j \delta_{x_j} \), then from equation (3.1.3) we have

\[
E[e^{i \theta < X_t, 1_K >}] = \prod_{j=1}^{\infty} \phi_t(1_K(x_j), a_j)
\]

\[
= \lim_{M \to \infty} \lim_{n \to \infty} \prod_{j=1}^{\infty} \int_0^{\mu(\Delta^n_j) > M} e^{i u} p(\mu(\Delta^n_j), t, y_j) \, dm(y_j)
\]

[Using the notations of thm.1.1.16]

But \( \mu + \mu(\Delta^n_j) + \int_0^{\infty} e^{i y_j} p(\mu(\Delta^n_j), t, y_j) \, dm(y_j) \)

is a measurable map. The first map is measurable follows from the definition of \( B[M_+(S)] \). The second map is continuous.

Similar arguments establish the required measurability if \( \{0\} \) is an accessible absorbing boundary.

**Theorem 3.1.10**  \( i \theta < X_t, 1_B > \)

If \( \mu \to E[e^{i \theta < X_t, 1_B >}] \)

is measurable for every \( B \in B(S) \), then

\( \mu + Q^\mu_t(\Gamma) \)

is measurable for every \( \Gamma \in B[M_+(S)] \).

Proof: Let \( B \in B(S) \) and \( H = (a-h, a+h) \subset \mathbb{R}^1 \) and put
\[ \Gamma_0^H = \{ \eta : \eta \in M_+(S), \langle \eta, l_B \rangle \in H \} \]

Then
\[ Q_t^\mu(\Gamma_0^H) = p^{*}\{X_t^\mu \in \Gamma_0^H \} = p^{*}\{x_t^\mu, l_B \in H \} \]
\[ = \lim_{N \to \infty} \int_{-N}^{N} \frac{\sin h\theta}{h} e^{-ia\theta} E[e^{-iX_t^\mu l_B}] d\theta \]

Then \( \mu + Q_t^\mu(\Gamma_0^H) \) is measurable.

Let us establish now

\[ \mathcal{B} = \{ H : H \subset \mathbb{R}^1, \mu \to Q_t^\mu(\Gamma_0^H) \text{ is measurable} \} \]

contains the \( \sigma \)-field of Borel sets in \( \mathbb{R}^1 \).

(i) \( \mathbb{R}^1 \in \mathcal{B} \)

(ii) We have already seen that the intervals are in \( \mathcal{B} \).

(iii) So suppose \( H_j \in \mathcal{B}, H_j \subset H_{j+1} ; j = 1, 2, \ldots \)

Then \( \{x_t^\mu, l_B \in H_j \} \subset \{x_t^\mu, l_B \in H_{j+1} \} \)

Thus, \( Q_t^\mu(\Gamma_0^H) = \lim_{j \to \infty} Q_t^\mu(H_j) \). Hence \( \bigcup_j H_j \in \mathcal{B} \).

(iv) \( H_1, H_2 \in \mathcal{B}, H_1 \subset H_2 \)

\[ Q_t^\mu(H_2^c - H_1) = Q_t^\mu(H_2^c) - Q_t^\mu(H_1) \]. Then \( H_2 - H_1 \in \mathcal{B} \).

(v) finite disjoint union.

Consider \( H_j \in \mathcal{B}, j = 1, \ldots, n \).
Then \( Q_t^u(\Gamma_o \cup \bigcup_{j=1}^n H_j) = \sum_{j=1}^n Q_t^u(\Gamma_o H_j) \). Then \( \bigcup_{j=1}^n H_j \in \mathcal{B} \).

\[
\{<X_t^u, l_B> \in H_k\} \cap \{<X_t^u, l_B> \in H_m\} = \emptyset, \quad m \neq n.
\]

Thus \( B \) contains the Borel field \( \mathcal{B}(\mathbb{R}^1) \).

Now we show that

\[
\tilde{B} = \{ \Gamma : \Gamma \subseteq M_+(S), \mu \rightarrow Q_t^u(\Gamma) \text{ is measurable} \}
\]

contains the Borel field \( \mathcal{B}[M_+(S)] \).

We already know that the sets of the form

\[
\Gamma = \{ n : <n, l_B> \in H \}, \text{ where } B \in \mathcal{B}(S), H \in \mathcal{B}(\mathbb{R}^1)
\]

are in \( \tilde{B} \).

The proof follows exactly the same steps as before.

Thus we have shown that for all \( \Gamma \in \mathcal{B}[M_+(S)] \)

\[
\mu \rightarrow Q_t^u(\Gamma)
\]

is measurable.

**Theorem 3.1.11**

For every atomic \( \mu \in M_+(S) \), there exists a probability measure \( Q_* \) on \( (M_+(S)^T, \mathcal{B}[M_+(S)^T]) \).

**Proof:** It suffices to satisfy the conditions of prop. 1.4.3.

But we have exactly done that in theorems 3.1.8, 3.1.9, and 3.1.10.
3.2 Non-atomic initial condition:

Let the initial point be $\mu$, a non-atomic measure. In this case, contrary to the previous one, one cannot introduce the time evolution in any obvious way. So we construct a sequence of completely random measures of random atomic type $\{X^\mu(n)\}_n^{\infty}$ converging weakly in $M^1[\mathcal{M}(S)]$ to $\mu$. Now that $\{X^\mu(n)\}_n^{\infty}$ are of random atomic type, one may introduce the time evolution at each atom via a diffusion to obtain again a sequence of completely random measures $\{X^\mu_t(n)\}_n^{\infty}$. The weak limit in $M^1[\mathcal{M}(S)]$ (as $n \to \infty$) then gives a completely random measure $X^\mu_t$. The relationship between $\mu$ and $X^\mu_t$ can be described as follows:

![Diagram]

Theorem 3.2.1

Suppose $\mu \in \mathcal{M}_+(S)$ is non-atomic. Then there exists a sequence of completely random measures $\{X^\mu_0(n)\}_n^{\infty}$ converging weakly in $M^1[\mathcal{M}_+(S)]$ (hence in probability) to $\mu$.

Proof:

Denote by $X^\mu_0$ the Poisson random measure with intensity $\mu$. We know the existence of a probability space $(\Omega_1, \mathcal{A}, P^1)$ such that

$$X^\mu_0 : \Omega_1 \rightarrow \mathcal{M}_+(S)$$
is measurable. From definition 1.3.2 we actually have, \((\Omega_1, A)\) is the canonical space \((\mathcal{M}_+(S), \mathcal{B}[\mathcal{M}_+(S)])\) and \(P^\ast\) is the law of \(X^\mu_0\) on \(\mathcal{M}_+(S)\).

For \(\omega_1 \in \Omega_1\), define \(A_n(\omega_1) = \{x \in S : X^\mu_0(\omega_1, \{x\}) = 1\}\).

From the property of Poisson random measure (step 1 of prop. 1.3.5), \(A_n(\omega_1)\) is almost surely countable and for any compact \(K \subset S\), \(A_n(\omega_1)\) \(K\) is almost surely finite.

So the random measure \(X^\mu_0\) can be represented as

\[
X^\mu_0(\omega_1) = \sum_{x \in A_n(\omega_1)} \delta_x
\]

By putting a mass of \(\frac{1}{n}\) at the location of each jump of every sample path of \(X^\mu_0\), we obtain another completely random measure, say, \(X^\mu_0(n)\). We can write \(X^\mu_0\) as \(\frac{1}{n} X^\mu_0\) or in terms of \(\omega_1\) as follows

\[
X^\mu_0(n) = \sum_{x \in A_n(\omega_1)} \frac{1}{n} \delta_x
\]

(3.2.1)

where \(A_n(\omega_1)\) denotes the random support of \(X^\mu_0\).

Let us calculate the characteristic functional of \(X^\mu_0(n)\). Take \(f\) to be \(\sum_{l=1}^m a_l I_{K_l}\) where \(\{K_l : l = 1, \ldots, m\}\) are disjoint relatively compact subsets of \(S\).

\[
E[\exp \int <X^\mu_0(n), f>] = \prod_{l=1}^m E[\exp ia_s <X^\mu_0(n), I_{K_l}>]
\]

\[
= \prod_{l=1}^m \sum_{j=0} \exp(ia_s \frac{\mu(K_l)n}{j!}) \frac{\mu(K_l)n}{j!} \exp(- \mu(K_l)n)
\]
\[
\prod_{i=1}^{m} \exp \left( -\mu (K_{x}) n \right) \exp \left( \mu (K_{x}) n \exp \left( \frac{ia_{x}}{n} \right) \right)
\]

\[
= \prod_{i=1}^{m} \exp \left( \mu (K_{x}) n \{ \exp \left( \frac{ia_{x}}{n} \right) - 1 \} \right)
\]

\[
= \exp \left[ \int_{S} \mu (dx) n \{ \exp \left( \frac{if(x)}{n} \right) - 1 \} \right].
\]

Now use monotone convergence to establish the above equality for \( f \in C_{c}^{+}(S) \), and remembering that \( X_{\mu}^{0}(n) \) is linear on \( C_{c}^{+}(S) \), we conclude for \( f \in C_{c}^{+}(S) \)

\[
E[\exp i \langle X_{\mu}^{0}(n), f \rangle] = \exp \left[ \int_{S} \mu (dx) \{ \exp \left( \frac{if(x)}{n} \right) - 1 \} n \right]. \tag{3.2.2}
\]

Then,

\[
\lim_{n \to \infty} E[\exp i \langle X_{\mu}^{0}(n), f \rangle] = \exp \left[ \int_{S} if(x) \mu (dx) \right]
\]

\[
= \exp \left[ i \langle \mu, f \rangle \right]. \tag{3.2.3}
\]

The above interchange is justified by the following observation

\[
\left| \exp \left( \frac{if(x)}{n} \right) - 1 \right| < \left| \frac{f(x)}{n} \right| = \left| f(x) \right|.
\]

Theorem 3.2.2.

Let \( \mu \in M_{+}(S) \) be non-atomic. Suppose \( p(y,t,z) \) denotes the transition density function with respect to the speed measure \( m \) of a family \( \{Z_{x}(t) : x \in S\} \) of independent diffusions on \( -\{0, \infty\} \) with an absorbing boundary at the origin. Then there exists a family of completely random measures \( \{X_{\tau}^{\mu} : t \in T\} \) with characteristic functional

...
\[ L^u_t(f) = \exp \left[ \int_S \mu(dx) \int_0^1 (e^{if(x)z} - 1) \nu_t(z) \, dm(z) \right] \quad (3.2.4) \]

where \( f \in C_c(S) \) and \( \nu_t(z) \equiv \lim_{y \to 0} P(y, t; z) \).

Remark 3.2.3

The restriction on the nature of boundary at \( \{0\} \) is needed, since \( \nu_t(z) \) is degenerate for entrance or natural boundaries at \( \{0\} \). See table 2.2.1 and lemma 2.3.3(ii).

Proof:

Note that the sequence of completely random measures \( \{X^u_0(n)\}_{n=1}^{\infty} \) consists of random jump types of measures. One can introduce time evolution for such measures.

So define

\[ X^u_t(\omega, n) = \sum_{x \in A_n(\omega_1)} Z_x(\omega_2, t; \frac{1}{n}) \delta_x \quad (3.2.5) \]

where \( \omega = (\omega_1, \omega_2) \in \Omega_1 \times \Omega_2 \).

\( A_n(\omega_1) \) is the smallest countable support of \( X_0(\omega_1) \), where \( X^u_0 \) is the Poisson process with intensity \( \mu(\cdot) \).

\( \{Z_x(\omega_2, t) : x \in S\} \) is a family of independent diffusions on \( \Omega_2 \) of the type indicated in the statement of the theorem. As before \( Z_x(\omega_2, t; a) \) with \( a \in \mathbb{R}_+^1 \) denotes the diffusion such that \( Z_x(\omega_2, 0) = a \).

We shall assume that \( \{Z_x : x \in S\} \) is independent of the Poisson random measure \( X^u_0 \).
Hence for each $n \in \mathbb{Z}^+$, $X_t(n)$ is a family of completely random measures indexed by $t \in T$. The proof of this fact follows the proof of theorem 3.1.5, and hence shall be omitted.

Step 1. We have a sequence of completely random measures $(X_t(n))_{n=1}^\infty$. Let us proceed to calculate the characteristic functional of $X_t(n)$.

Take $f$ to be $\sum_{l=1}^m a_k \chi_{K_l}$ with disjoint relatively compact $K_l$, $l = 1, \ldots, m$.

$$E[\exp i \langle X_t(n), f \rangle] = \prod_{l=1}^m E[\exp i \cdot a_k \cdot \langle X_t(n), 1_{K_l} \rangle] \text{  (independence)}$$

But, $E[\exp i \cdot a_k \cdot \langle X_t(n), 1_{K_l} \rangle]$

$$= \sum_{j=0}^\infty E[\exp i \cdot a_k \cdot \langle X_t(n), 1_{K_l} \rangle | A(\omega_l) \cap K_l | = j] \cdot P^s[A(\omega_l) \cap K_l | = j]$$

$$= \sum_{j=0}^\infty E[\exp i \cdot a_k \cdot z(t; \frac{1}{n})^j | \mu(K_l)]^j \cdot \frac{\mu(K_l)}{j!}.$$

If $|A(\omega_l) \cap K_l| = j$, then $X_t(n)$ has $j$ atoms in $K_l$. But the diffusions are independent amongst themselves and the spatial parameter, and thus the last equality.

Put $\Psi_t(a_k; \frac{1}{n}) = E[\exp i \cdot a_k \cdot z(t; \frac{1}{n})]$. Thus

$$E[\exp i \langle X_t(n), f \rangle] = \prod_{l=1}^m \sum_{j=0}^\infty \left[ \Psi_t(a_k; \frac{1}{n}) \right]^j \cdot \frac{\mu(K_l)}{j!}.$$
\[
\mathcal{E}[\exp i < X_t^n(n), f>] = \prod_{t=1}^{m} \exp \left[ \mu(K_x) \sum_{j=0}^{\left\lfloor \frac{nu(K_x)}{j} \right\rfloor} \psi_t^{(a_x, \frac{1}{n})} \right]
\]

But \[
\psi_t^{(a_x, \frac{1}{n})} = \int_0^\infty (e^{-ty} - 1)p \left( \frac{1}{n}, t, y \right) dm(y) + 1.
\]

[See equation (3.1.4).]

So that from equation (3.2.6)

\[
\begin{align*}
\mathcal{E}[\exp i < X_t^n(n), f>] &= \prod_{t=1}^{m} \exp \left[ \mu(K_x) \int_0^\infty (e^{-ty} - 1)p \left( \frac{1}{n}, t, y \right) dm(y) \right] \\
&= \exp \left[ \mu(K_x) \int_0^\infty \left( e^{-ty} - 1 \right)p \left( \frac{1}{n}, t, y \right) dm(y) \right] \\
&= \exp \left[ \int_S \mu(dx) n \int_0^\infty \left( e^{-ty} - 1 \right)p \left( \frac{1}{n}, t, y \right) dm(y) \right].
\end{align*}
\]

Reasoning as in the proof of the theorem 3.2.1, we conclude that the above formula for the characteristic functional holds for \( f \in C_c(S) \).

Step 2. To show that

\[
\lim_{n \to \infty} \mathcal{E}[\exp i < X_t^n(n), f>] = \exp \left[ \int_S \mu(dx) \int_0^\infty (e^{if(x)y} - 1)p \left( \frac{1}{n}, t, y \right) dm(y) \right].
\]

We need to justify two interchanges.

1) \[
\lim_{n \to \infty} \int_S \mu(dx) n \int_0^\infty (e^{if(x)y} - 1)p \left( \frac{1}{n}, t, y \right) dm(y)
\]

\[
= \int_S \mu(dx) \lim_{n \to \infty} \int_0^\infty (e^{if(x)y} - 1)p \left( \frac{1}{n}, t, y \right) dm(y)
\]
Note that,
\[
- n \int_0^\infty (e^{if(x)y - 1}) p\left(\frac{1}{n}, t, y\right) dm(y)
\]
\[
\leq n |f(x)| \int_0^\infty yp\left(\frac{1}{n}, t, y\right) dm(y).
\]
\[
= |f(x)| \left[ \text{using } \int_0^\infty y p\left(\frac{1}{n}, t, y\right) dm(y) = \frac{1}{n}. \right]
\]

So the interchange follows from the dominated convergence theorem.

11) To show that
\[
\lim_{n \to \infty} \int_0^\infty (e^{if(x)y - 1}) n p\left(\frac{1}{n}, t, y\right) dm(y) = \int_0^\infty (e^{if(x)y - 1}) \lim_{n \to \infty} [np\left(\frac{1}{n}, t, y\right)] dm(y).
\]

Fix \( \xi \in (0, \infty) \), set \( z < \xi \), and write
\[
\int_0^\infty (e^{if(x)y - 1}) \frac{p(z, t, y)}{z} dm(y) = \int_0^\xi (e^{if(x)y - 1}) \frac{p(z, t, y)}{z} dm(y)
\]
\[
+ \int_\xi^\infty (e^{if(x)y - 1}) \frac{p(z, t, y)}{z} dm(y) \quad (3.2.7)
\]

We proceed to show that
\[
\lim_{\xi \to 0} \lim_{z \to 0} \frac{\xi}{\zeta} \int_0^\xi (e^{if(x)y - 1}) \frac{p(z, t, y)}{z} dm(y) = 0.
\]

Then it suffices to show that,
\[
\lim_{\xi \to 0} \lim_{z \to 0} \int_0^\xi \frac{p(z, t, y)}{z} dm(y) = 0.
\]

But this conclusion is obtained (actually implied by) in thm.2.3.9(A).

It remains to establish
\[ \lim_{\xi \to 0} \lim_{z \to 0} \int_{0}^{\infty} \left( e^{i \frac{1}{2} f(x) y_{-1}} \frac{P(z, t, y)}{z} \right) dm(y) = \int_{0}^{\infty} \left( e^{i \frac{1}{2} f(x) y_{-1}} \nu_{t}(y) \right) dm(y). \]

For \( z < \xi < y \) we have the representation for \( P(z, t, y) \) given by the prop. 2.3.2, i.e.,

\[ P(z, t, y) = \int_{0}^{t} \frac{\phi(z, \sigma, \xi)}{z} \frac{\partial}{\partial t} p(\xi, t-\sigma, y) d\sigma. \]

So define \( G_{\pm}(z, y) = \int_{0}^{t} \frac{\phi(z, \sigma, \xi)}{z} \left[ \frac{\partial}{\partial t} p(\xi, t-\sigma, y) \right]_{\pm} d\sigma \)

where the subscript \( \pm \) denotes the positive (negative) part of \( \frac{\partial}{\partial t} p(\xi, t-\sigma, y) \) considered as a function of \( \sigma \).

Moreover, \( \frac{1}{2} f(x) y_{-1} = [\cos(f(x) y) - 1] + i[[\sin(f(x) y)]_{+} - [\sin(f(x) y)]_{-}] \) since \( f(x) \) is a constant during this argument.

the subscript \( \pm \) denotes the positive and negative parts of \( \sin(f(x) y) \) as a function of \( y \).

Thus, \( \int_{\xi}^{\infty} \left( e^{i \frac{1}{2} f(x) y_{-1}} \frac{P(z, t, y)}{z} \right) dm(y) \)

\[ = \int_{\xi}^{\infty} \frac{G_{+}(z, y)}{z} dm(y) - \int_{\xi}^{\infty} \frac{G_{-}(z, y)}{z} dm(y) \]

\[ + i \int_{\xi}^{\infty} \frac{G_{+}(z, y)}{z} dm(y) - i \int_{\xi}^{\infty} \frac{G_{-}(z, y)}{z} dm(y) \]

\[ - i \int_{\xi}^{\infty} \frac{G_{+}(z, y)}{z} dm(y) + i \int_{\xi}^{\infty} \frac{G_{-}(z, y)}{z} dm(y) \]

Now each integrand is a monotone function of \( z \), since \( \frac{G_{\pm}(z, y)}{z} \) are, which follows from the corresponding property of \( \frac{\phi(z, \sigma, \xi)}{z} \), so we have...
\[
\lim_{\xi \to 0} \int_0^{\infty} (e^{if(x)y-1}) \nu_{t}(y) \, dy = \int_0^{\infty} (e^{if(x)y-1}) \nu_{t}(y) \, dy \quad \text{since} \quad \int_0^{\infty} \nu_{t}(y) \, dm(y) = 1.
\]

Step 3. We now proceed to show that there exists for \( t \in T \), a random measure, say, \( X_{t}^{\mu} \) such that for \( f \in C_c(S) \)

\[
E[\exp i \langle X_{t}^{\mu}, f \rangle] = \exp \left[ \int_{\mathbb{S}} \mu(dx) \int_0^{\infty} (e^{if(x)y-1}) \nu_{t}(y) \, dm(y) \right].
\]

We have shown that the sequence of characteristic functions of the random variables \( \{ \langle X_{t}^{\mu(n)}, f \rangle \} \)

\[
E[\exp i \theta \cdot \langle X_{t}^{\mu(n)}, f \rangle] = F_{t}(f, \theta, n)
\]

converges everywhere for \( \theta \in \mathbb{R}^1 \) and defines a limit function, namely,

\[
F_{t}(f, \theta) = \exp \left[ \int_{\mathbb{S}} \mu(dx) \int_0^{\infty} (e^{if(x)\theta z-1}) \nu_{t}(z) \, dm(z) \right].
\]

Now we observe that \( F_{t}(f, \theta) \) is continuous at \( \theta = 0 \).

\[
\left| \int_0^{\infty} (e^{if(x)\theta_1 z - 1}) \nu_{t}(z) \, dm(z) - \int_0^{\infty} (e^{if(x)\theta_2 z - 1}) \nu_{t}(z) \, dm(z) \right| \\
\leq \int_0^{\infty} |f(x)| \left| \theta_1 - \theta_2 \right| \nu_{t}(z) \, dm(z) \\
\leq \left| \theta_1 - \theta_2 \right| |f(x)| \quad \text{using} \quad \int_0^{\infty} \nu_{t}(z) \, dm(z) = 1.
\]

Thus by prop. 1.2.9, we conclude that there exists for \( t \in T \), a random measure, \( X_{t}^{\mu} \), with the given characteristic functional.
Step 4. We have established that $X_t^\mu$ is a random measure.

Now we want to show that $X_t^\mu$ is a completely random measure.

Let $f_j \in C_c(S)$ (h=1,2) with $\text{supp}(f_1) \cap \text{supp}(f_2) = \emptyset$.

Remembering that $X_t(n)$ is completely random, we have for each $n$,

$$i < X_t^\mu(n), \theta f_1 + \theta f_2 > \quad 2 \quad i < X_t^\mu(n), \theta f_j >$$

$$E[e^{i \theta < X_t^\mu(n), \theta f_1 + \theta f_2 >}] = \prod_{j=1}^2 E[e^{i \theta < X_t^\mu, \theta f_j >}]$$

But

$$\lim_{n \to \infty} E[e^{i \theta < X_t^\mu(n), \theta f_1 + \theta f_2 >}] = E[e^{i \theta < X_t^\mu, \theta f_j >}]$$

Moreover,

$$\lim_{n \to \infty} \prod_{j=1}^2 E[e^{i \theta < X_t^\mu(n), \theta f_j >}] = \prod_{j=1}^2 E[e^{i \theta < X_t^\mu, \theta f_j >}]$$

Thus, by linearity we have,

$$i \{ \theta < X_t^\mu, f_1 > + \theta < X_t^\mu, f_2 > \} = 2 \sum_{j=1}^2 i \theta < X_t^\mu, f_j >$$

so that the random variables $(< X_t^\mu, f_j >)^2$ are independent, and thereby proving the complete randomness.

Step 5. $X_t^\mu$ is of random jump type.

It suffices to show that $X_t^\mu$ does not have any fixed atom. Then from Kingman's representation theorem [prop. 1.3.4] we may conclude that $X_t^\mu$ does not have any non-atomic non-random component either.

$$i \theta < X_t^\mu, 1(x) > = \exp \left[ \mu(1(x)) \int e^{i \theta z - 1} \nu_t(z) m(dz) \right]$$

$$= 1, \text{ since } \mu \text{ is non-atomic.}$$
Thus for every $x \in S$,

$$i \theta \langle X_t^u, 1_{\{x\}} \rangle = E[e^{i \phi(X_t^u, 1_{\{x\}})}] = 1.$$ 

That is, $\langle X_t^u, 1_{\{x\}} \rangle = 0$ a.e.

This proves theorem 3.2.2.

Remark 3.2.4

Thus far, we have not said anything about the time evolution of random measure. We now proceed to do just that. Combining Remark 1.3.8 and the theorem 3.2.2, we note that the characteristic functional of $X_t$ can be expressed as,

$$\exp\left[ \int_{S \times R_+^1} (e^{izf(x)} - 1) M_t(dx,dz) \right]$$

where $M_t$ is a non-atomic Radon measure on $S \times R_+^1$ with the representation

$$M_t(dx,dz) = \mu(dx) \nu_t(z) dm(z).$$

Suppose $X_t$ is a Poisson random measure with intensity $M_t$ on $S \times R_+^1$, then $\xi_t$ defined by

$$\langle \xi_t, f \rangle = \int_{S \times R_+^1} z f(x, \chi_t) \chi_t(dx, dz)$$

has the same characteristic functional as $X_t^u$ and is also completely random.

Thus, one writes

$$\langle X_t^u, f \rangle = \int_{S \times R_+^1} f(x) \chi_t^u(dx, dz). \quad (3.2.10)$$
Theorem 3.2.5

We want to show that \( Y \) defined by

\[
<Y(\omega), f> = \int_{S \times R_+^1} f(x) Z_x(\omega_2, t_2; z) X_{t_1}^{\mu}(\omega_1, dx \, dz)
\]

(1) is a completely random measure.

(2) has the same characteristic functional as \( X_{t_1+t_2}^{\mu} \).

Proof:

Calculation of characteristic functional:

Noting that \( X_{t_1}^{\mu} \) is a two dimensional \( \delta \)-function we get

\[
E[\exp i <Y, f>] = E[\exp i \sum_{(x, z) \in X_{t_1}^{\mu}(\omega_1)} f(x) Z_x(\omega_2, t_2; z)]
\]

\[
= E[\Pi E[\exp i f(x) Z_x(\omega_2, t_2; z)|X_{t_1}^{\mu}]]
\]

\[
= E[\Pi \phi_{t_2}^{\mu}(f(x), z)] \quad \text{where} \quad \phi_{t_2}(f(x), z) = E[\exp if(x)Z_x(t_2; z)]
\]

\[
= E[\exp \sum_{t_2} \log \phi_{t_2}^{\mu}(f(x), z)]
\]

\[
= E[\exp \int_{S \times R_+^1} \log \phi_{t_2}^{\mu}(f(x), z) X_{t_1}(dx \, dz)]
\]

\[
= E[\exp i <X_{t_1}^{\mu}, -i \log \phi_{t_2}^{\mu}(f(x), z)>] \quad [\text{from (3.2.10)}]
\]

\[
= \exp \int_{S} u(dx) \left\{ \int_{0}^{\infty} \exp[i(-i \log \phi_{t_2}^{\mu}(f(x), z)] - 1 \right\} \nu_{t_1}(z) dm(z)
\]

\[
= \exp \int_{S} u(dx) \left\{ \int_{0}^{\infty} (e^{if(x)z} - 1) P(z, t_2, y) dm(y) \right\} \nu_{t_1}(z) dm(z).
\]
Now, \[ \int \int (e^{i f(x)y - 1}) p(z, t_2, y) dm(y) \cdot \nu_1(z) dm(z) \]

\[ = \int \int \lim_{N \to \infty} (e^{i f(x)y - 1}) p(z, t_2, y) dm(y) \cdot \nu_1(z) dm(z) \]

\[ = \lim_{N \to \infty} \int \int (e^{i f(x)y - 1}) p(z, t_2, y) dm(y) \cdot \nu_1(z) dm(z) \]

[using dominated convergence]

\[ = \lim_{N \to \infty} \int (e^{i f(x)y - 1}) dm(y) \int \nu_1(z) p(z, t_2, y) dm(z) \]

Applying Tonelli to \[ \cos (f(x)y - 1) \] and \[ \sin(f(x)y) \]

\[ = \lim_{N \to \infty} \int (e^{i f(x)y - 1}) \nu_{t_1 + t_2} dm(y) \]

\[ = \int (e^{i f(x)y - 1}) \nu_{t_1 + t_2} dm(y) \]

Thus, \[ E[\exp i < Y, f >] = E[\exp i < X_{t_1 + t_2}^{\mu}, f >] \]

**Notation 3.2.6**

Denote the law of \( X_{t_1}^{\mu} \) on \( \mathcal{M}_+(S) \) by \( P_{t_1}^{\mu} \).

**Theorem 3.2.6**

For every non-atomic \( \mu \in \mathcal{M}_+(S) \), there exists a probability measure \( P_{t_1}^{\mu} \) on \( (\mathcal{M}_+(S))^T, \mathcal{B} (\mathcal{M}_+(S))^T \) such that for \( \Gamma \in \mathcal{B} (\mathcal{M}_+(S)) \)

\[ P_{t_1}^{\mu} \{ X_{t_1 + t_2}^{\mu} \in \Gamma | I_{t_1}^{\mu} \} = P_{t_2}^{\mu} (\Gamma) , \quad \text{a.s.} \]

**Proof:**

It suffices to show that \( \{ P_{t_1}^{\mu} : t \in T \} \) with \( P_{t_1}^{\mu} \equiv \delta_0^\mu \) form a transition function on \( \mathcal{M}_+(S) \). See prop. 1.4.3.
(i) By construction, for each non-atomic \( \mu \) and \( t \in T \), \( P_t^\mu(\cdot) \) is a probability measure on \( B[\mathcal{M}_+(S)] \). Note that for \( t > 0 \), \( P_t^\mu \) is a measure on the set of atomic measures on \( S \), i.e., \( P_t^\mu \in \mathcal{M}^1(A) \). [See thm. 3.2.2 step 5.]

(ii) For each \( \Gamma \in B[\mathcal{M}_+(S)] \) and \( t \in T \), \( P_t^\Gamma(\cdot) \) is a real-valued measurable map on \( \mathcal{M}_+(S) \).

In view of theorem 3.1.10, it suffices to show that

\[ \mu + E[\exp i\theta \langle X_t, l_B \rangle] \]

is measurable for every \( B \in B(S) \).

But \( E[\exp i\theta \langle X_t, l_B \rangle] = \exp \{ \mu(B) \int_0^\infty (e^{i\theta y} - 1) \nu_t(y) \, dm(y) \} \).

Recall that the map \( \mu \mapsto \mu(B) \) defined on \( \mathcal{M}_+(S) \) is measurable, moreover the set of non-atomic measures is \( B[\mathcal{M}_+(S)] \) measurable.

(iii) Chapman-Kolmogorov relation

Because of theorem 3.1.8, it suffices to establish for

\[ f \in C_c(S) \]

\[ \int_{\mathcal{M}_+(S)} \int_{\mathcal{M}_+(S)} e^{i\langle \eta, f \rangle} P^\mu(t_1) P^\lambda(t_2) \, dn = \int_{\mathcal{M}_+(S)} e^{i\langle \eta, f \rangle} P^\mu_{t_1 + t_2} \, dn. \]

L.H.S. = \( \int_{\mathcal{M}_+(S)} P^\mu(t_1) \int_{\mathcal{M}_+(S)} e^{i\langle \eta, f \rangle} P^\lambda(t_2) \, dn \)

But \( \int_{\mathcal{M}_+(S)} e^{i\langle \eta, f \rangle} P^\lambda(t_2) \, dn = e^{-\langle \lambda, -i \log \phi_{t_2}(f(x), z) \rangle} \)
Now remember \( \lambda \) is atomic, say, \( \lambda = \sum_j a_j \delta_{x_j} \). So interpret

\[ \langle \lambda, \log \phi_{t_2}(f(x),z) \rangle = \sum_j \log \phi_{t_2}(f(x_j),a_j) \]

where \( \phi_{t_2}(f(x),z) = \int_0^\infty (e^{i f(x)y - 1}) p(z,t_2,y) \, dm(y) + 1 \) (see eqn. 3.1.4).

So,

\[
\text{L.H.S.} = \int_{M_+(S)} \mu^\mu(d\lambda) \left( e^{i \lambda, -i \log \phi_{t_2}(f(x),z)} \right)_{t_1}
\]

\[ = E[\exp i \langle x^\mu, -i \log \phi_{t_2}(f(x),z) \rangle_{t_1}]
\]

\[ = \exp \left[ \int_S \mu(dx) \int_0^\infty \left[ \exp \left[ i(-i \log \phi_{t_2}(f(x),z)) - 1 \right] \nu_{t_1}(z) \, dm(z) \right] \right]
\]

\[ = \exp \left[ \int_S \mu(dx) \left[ \int_0^\infty \left( e^{if(x)y - 1} p(z,t_2,y) \, dm(y) \right) \nu_{t_1}(z) \, dm(z) \right] \right]
\]

\[ = \exp \left[ \int_S \mu(dx) \int_0^\infty (e^{if(x)y - 1}) \nu_{t_1+t_2}(y) \, dm(y) \right]
\]

[justification as in Thm. 3.2.5]

\[ = \int_{M_+(S)} \mu^\mu(d\lambda) \left( e^{i \lambda, -i \log \phi_{t_2}(f(x),z)} \right)_{t_1+t_2} \]
Chapter IV Brownian measure processes: Properties

§4.0 Introduction

In this chapter we establish a few properties of Brownian measure processes constructed from non-atomic initial measures. (See §3.2). We also elaborate on the relationships between Brownian measure processes, continuous branching processes (example 2.0.2) and local processes (§1.5).

§4.1 Calculations of mean

Here we shall employ the notations of §3,2 to establish that \( X_t^u \) has mean \( u \). We already know that the approximating sequence \( X_t^u(n) \) has this property.

Theorem 4.1.1

For \( f \in C_c(S) \) and \( t > 0 \)

\[
E[X_t^u, f] = \langle u, f \rangle.
\]

Proof:

(i) First we prove the existence of the first moment for the random variable \( X_t^u, f \).

Recall that \( X_t^u \) was obtained as a weak limit of \( X_t^u(n) \). Thus

\[
\langle X_t^u(n), f \rangle \xrightarrow{n \to \infty} \langle X_t^u, f \rangle, \quad \text{as } n \to \infty. \tag{4.1.1}
\]

For \( A > 0 \), define \( g_A \) on \( \mathbb{R}_+^1 \) as
\[ g_A(y) = \begin{cases} y & \text{if } y \leq A \\ A & \text{if } y > A \end{cases} \]

Then \( g_A \) is a continuous bounded function on \( \mathbb{R}^+ \) and from (4.1.1) one gets

\[ \int_0^\infty g_A(y) \, dF_n(y) \longrightarrow \int_0^\infty g_A(y) \, dF(y), \text{ as } n \to \infty \quad (4.1.2) \]

where \( F, F_n \) are respectively the distribution functions of random variables \( \langle X_t^n, f \rangle \) and \( \langle X_t^n(n), f \rangle \).

Recall also, for each \( n \)

\[ \int_0^\infty y \, dF_n(y) = E[\langle X_t^n(n), f \rangle] = \langle \mu, f \rangle. \]

Then, for each \( n \),

\[ \int_0^\infty g_A(y) \, dF_n(y) \leq \langle \mu, f \rangle. \quad (4.1.3) \]

Consequently,

\[ \int_0^\infty y \, dF(y) = \lim_{A \to \infty} \int_0^\infty g_A(y) \, dF(y) \quad (\text{monotone convergence}) \]

\[ = \lim_{A \to \infty} \lim_{n \to \infty} \int_0^\infty g_A(y) \, dF_n(y) \quad (\text{using (4.1.2)}) \]

\[ \leq \langle \mu, f \rangle \quad (\text{using (4.1.3)}). \]

Thus, the first moment of the random variable \( \langle X_t^n, f \rangle \) exists.

(ii) Now we proceed to evaluate the first moment from the characteristic function of \( \langle X_t^n, f \rangle \), \( E[\exp i \theta \langle X_t^n, f \rangle] \).
\[ E[\exp i\theta \langle X^\mu_t, f \rangle] = \exp \left[ \int_S \mu(dx) \int_0^\infty (e^{i\theta f(x)y - 1}) \nu_t(y) \, dm(y) \right] \]

So that,

\[
\frac{\partial}{\partial \theta} E[\exp i\theta \langle X^\mu_t, f \rangle] \bigg|_{\theta = 0} = \lim_{\theta \to 0} \int_S \mu(dx) \int_0^\infty \left( \frac{e^{i\theta f(x)y - 1}}{\theta} \right) \nu_t(y) \, dm(y) = \int_S \mu(dx) \int_0^\infty \lim_{\theta \to 0} \left( \frac{e^{i\theta f(x)y - 1}}{\theta} \right) \nu_t(y) \, dm(y) .
\]

The last two interchanges are justified by the dominated convergence theorem.

Hence, \( E[\langle X^\mu_t, f \rangle^2] = -i \frac{\partial}{\partial \theta} E[\exp i\theta \langle X^\mu_t, f \rangle] \bigg|_{\theta = 0} = \int_S f(x) \mu(dx) = \langle \mu, f \rangle \).
§4.2 Stochastic Convergence

In this section we establish the stochastic continuity of $X_t^\mu$ as $t$ goes to zero. To do this, we show that the characteristic functional of $X_t^\mu$ goes to that of $\delta_\mu$ — the indicator function of $\mu$ — as $t$ tends to zero. Thus one may conclude that $X_t^\mu$ converges to $\mu$ in probability.

The trick is to rewrite the expression for the characteristic functional so that the interchange of limit and integral does not pose any problem. At the same time we obtain some added information about the Levy measure $\nu_t$.

Put

$$q_t(z, dy) = \frac{1}{z} p(z, t, y) \, dm(y).$$

Then $q_t$ denotes the transition probability of a new diffusion process, called the h-path process of the original diffusion with the transition function $p(z, t; y)$. See Doob [7] for a discussion on h-path processes.

Note in particular,

$$q_t(0, dy) = y \nu_t(y) \, dm(y).$$

Thus, we have succeeded in obtaining a new interpretation for the Levy measure $\nu_t$.

Hence,

$$\lim_{t \to 0} \mathbb{E}[\exp \, i \langle X_t^\mu, f \rangle]$$

$$= \lim_{t \to 0} \exp \left[ \int \mu(dx) \int_0^\infty \left( \frac{e^{if(x)y} - 1}{y} \right) q_t(0, dy) \right]$$

$$= \exp \left[ \int \mu(dx) \lim_{t \to 0} \int_0^\infty \left( \frac{e^{if(x)y} - 1}{y} \right) q_t(0, dy) \right].$$
But $q_t$ is the transition probability of a diffusion and $(e^{i\int f(x) dy}/y$ is a bounded continuous function in $y$, consequently

$$\lim_{t \to 0} \int_0^\infty \left( \frac{e^{i\int f(x) dy}}{y} \right) q_t(0,dy) = \lim_{y \to 0} \frac{e^{i\int f(x) dy}}{y} = i f(x)$$

Hence, $\lim_{t \to 0} E[\exp i \langle X_t, f \rangle] = \exp i \int_S f(x)u(dx) = e^{i\langle u, f \rangle}$. The desired result now follows from the properties of characteristic functionals. So we have proved

Theorem 4.2.1

$$X_t^u \xrightarrow{P} u \quad \text{as} \quad t \to 0.$$
§4.3 Multiplicativity

In this section we discuss the notion of a multiplicative process introduced by several authors. Our interest in multiplicative process lies in the fact that the continuous branching process is the only multiplicative diffusion. [See Athreya and Ney [1; pp.257]]. The multiplicativity of continuous branching processes gives rise to an important non-linear semigroup. This semigroup has been exploited by Watanabe [17] and Dawson [6] to derive important properties of measure-valued processes.

In our construction of Brownian measure processes in §3.2, if the singular diffusion \( \{Z_x(t) : x \in S\} \) on \([0, \infty)\) with \(\{0\}\) as an exit boundary is multiplicative, that is \(\{Z_x(t)\}\) is continuous branching, one obtains the non-linear semigroup mentioned above.

It has also been pointed out by Watanabe [17] that in this case only the measure-valued process is both multiplicative and a diffusion, i.e., has continuous sample path on the state space of measures.

Definition 4.3.1

A real-valued process is said to be multiplicative if for \(t > 0\)

\[
E_{z_1+z_2} [e^{i\theta Z(t)}] = E_{z_1} [e^{i\theta Z(t)}] E_{z_2} [e^{i\theta Z(t)}] \tag{4.3.1}
\]

where \(\theta \in \mathbb{R}\) and \(z_j \in \mathbb{R}^+\), \((j = 1, 2)\) and

\[
E_{Z} [e^{i\theta Z(t)}] \equiv E[e^{i\theta Z(t)} \mid Z(0) = z].
\]
One reinterprets the parameters in equation (4.3.1) to define a measure-valued multiplicative process.

Theorem 4.3.2

If \( \{Z_x(t) : x \in S\} \) is an independent family of real-valued singular multiplicative diffusions with \( \{0\} \) as an absorbing boundary then the map

\[
\psi_t : f \rightarrow -i \int_0^\infty (e^{if(x)y-1}) \nu_t(y) \, dm(y)
\]

defined on \( f \in C_c(S) \), satisfies

(a) \( \psi_{t_1+t_2} = \psi_{t_2}(\psi_{t_1}) \)

(b) \( \lim_{t \to 0} \psi_t = \text{Identity (pointwise)} \).

Proof: (a) The equation (4.3.1) implies

\[
E_z[e^{if(x)Z(t_1)}] = e^{iz\psi_t(f(x))}
\]

where \( \psi_t \) is some function of \( f(x) \). But

\[
E_z[e^{if(x)Z(t_1)}] = \int_0^\infty (e^{if(x)y-1}) p(z,t_1,y) dm(y) + 1
\]

Thus,

\[
\int_0^\infty (e^{if(x)y-1}) p(z,t_1,y) \, dm(y) = e^{iz\psi_t(f(x))} - 1. \quad (4.3.3)
\]

Dividing through by \( z \) and letting \( z \to 0 \),

\[
\int_0^\infty (e^{if(x)y-1}) \nu_{t_1}(y) \, dm(y) = i \psi_t(f(x)).
\]
For justification, see theorem 3.2.2 step II

\[ \psi_{t_1}(f(x)) = -i \int_0^\infty (e^{-if(x)y} - 1) \nu_{t_1}(y) \, dm(y) \]  

(4.3.4)

or,

\[ i \psi_{t_1}(f(x))z \]

Now,

\[ \psi_{t_2} \left[ \psi_{t_1}(f(x)) \right] = -i \int_0^\infty (e^{-if(x)y} - 1) \nu_{t_2}(z) \, dm(z) \]

\[ = -i \int_0^\infty \int_0^\infty (e^{-if(x)y} - 1)p(z, t_1, y) \nu_{t_2}(z) \, dm(z) \, dm(y) \]

[using eqn. (4.3.3)]

\[ = -i \int_0^\infty (e^{-if(x)y} - 1) \int_0^\infty p(z, t_1, y) \nu_{t_2}(z) \, dm(z) \, dm(y) \]

[see theorem 3.2.5]

\[ = -i \int_0^\infty (e^{-if(x)y} - 1) \nu_{t_1 + t_2}(y) \, dm(y) \]

\[ = \psi_{t_1 + t_2}(f(x)) \]

(b) We want to show

\[ \lim_{t \to 0} \psi_t f(x) = \hat{f}(x) \]

But

\[ \lim_{t \to 0} \psi_t f(x) = -i \lim_{t \to 0} \int_0^\infty (e^{-if(x)y} - 1) \nu_t(y) \, dm(y) \]

\[ = -i \int f(x) \]  

[see thm. 4.3.2]

\[ = f(x) \]

Remark 4.3.3

(i) For \( \mu \) non-atomic, we find that \( X_t^\mu \), constructed in §3.2, is multiplicative regardless of the singular diffusions.
\( \{ Z_x(t) : x \in S \} \). However, we cannot conclude that \( X_t^\mu \) is multiplicative for non-atomic initial measure \( \mu \). Thus a measure-valued multiplicative process should satisfy the equation (4.3.1) for all initial measures.

(ii) If, however, the local evolution is described by the continuous branching process then the corresponding Brownian measure process is multiplicative. In this case the expression for the characteristic functional of \( X_t^\mu \), with \( \mu \) atomic, does satisfy equation (4.3.1).

(iii) The Brownian measure process, with the continuous branching diffusion describing the local evolution, has yet another property: \( A \in \mathcal{B}(S) \), \( X_t^\mu(\cdot, A) \) is a real-valued Markov process with respect to \( \sigma \)-fields generated by the random variables \( \{ X_t(\cdot, A) : t \in T \} \). For a comparison, see local processes described in §1.5.

In fact, one can show that for a measure-valued Markov process, which is multiplicative and local, \( X_t^\mu(\cdot, A) \) is a real-valued Markov process in the sense described above.
§4.4 Immigration

So far we have considered mass evolution taking place in isolation, governed locally by a singular diffusion. A useful and realistic modification is to consider the possibility of an immigration from an outside source. In the terminology of singular measure-valued Markov process (Dawson [6; pp.32]), immigration can be viewed as a non-homogeneous component. For an account of continuous branching processes with immigration, using an extension of the non-linear semigroup described in the theorem 4.3.2, see Watanabe [18]. Here, we show that \( \int_0^t \nu_\tau(y) \, d\tau \) can be viewed as a particular case of continuous immigration.

Let us proceed by showing that

\[
\eta_t(y) = \int_0^t \nu_\tau(y) \, d\tau
\]

exists.

From equation (2.3.3) we have

\[
\int_0^t p(x, \tau, y) \, d\tau \leq K(\xi, y) \phi(z, t, \xi)
\]

where \( \xi \in (z, y) \) and is fixed.

Then, by Fatou's lemma, we get

\[
\int_0^t \nu_\tau(y) \, d\tau \leq K(\xi, y) \lim_{z \to 0} \frac{\phi(z, t, \xi)}{z}
\]

and, for an absorbing boundary at \( \{0\} \), \( \lim_{z \to 0} \frac{\phi(z, t, \xi)}{z} \) exists (prop. 2.3.1).
We next note that

\[ \int_0^\infty \eta_t(y) \; dm(y) = \int_0^t d\tau \int_0^\infty \phi_t(y) \; dm(y) \]

\[ = t. \]

The characteristic functional of the Brownian measure process with immigration is

\[ \exp \left[ \int_S \mu(dx) \int_0^\infty (e^{ix}y-1)\nu_t(y) \; dm(y) + \int_S L(dx) \int_0^\infty (e^{ix}y-1)\eta_t(y) \; dm(y) \right] \]

where \( L \) is some fixed measure on \( S \). It could be taken as the Lebesgue measure if \( S = \mathbb{R}^d \).
Final Remark

The continuous branching process has as its discrete state analogue the branching process. It will be of interest to identify those discrete state processes which could be approximated by singular diffusions on \([0, \infty)\) with \(\{0\}\) acting as an absorbing boundary. The continuous branching process model cannot incorporate any "local interaction", a fact manifested by the property of multiplicativity. However, any discrete analogue for any singular diffusions with \(\{0\}\) absorbing, other than the continuous branching process, must be of "local interaction" type. So that we may denote this class of singular diffusions as the "zero-range interaction" type.

A useful and desirable model would allow for particle motion on the space \(S\). This model has already been worked out by Dawson [6] when the mass evolution is governed by the continuous branching diffusion. So one would like to have an extension of Brownian measure processes which would allow particle motion.
References


