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Abstract

This thesis is devoted to the numerical computation of the time-independent Dirac equation (TIDE) and the time-dependent Dirac equation (TDDE) in the prolate spheroidal coordinates. Analytical and numerical techniques including Galerkin methods, Min-max principle, and Rayleigh-Ritz methods combined with atomically balanced basis are presented to solve the Dirac equation without spectral pollution. These numerical methods are used to compute the discrete spectrum of the Dirac operator in two-center Coulomb problems for molecules $H_2^+$ and $Th_2^{179+}$. High order B-spline basis functions are used to obtain accurate results. As expected, the numerical results do not show any spurious state.
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### Notations

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\psi$</td>
<td>Wavefunction consist of 4-spinors.</td>
</tr>
<tr>
<td>$\phi$</td>
<td>Bi-spinors called the large components.</td>
</tr>
<tr>
<td>$\chi$</td>
<td>Bi-spinors called the small components.</td>
</tr>
<tr>
<td>$H_0, D^0$</td>
<td>Free Dirac operator.</td>
</tr>
<tr>
<td>$m$</td>
<td>Electron mass.</td>
</tr>
<tr>
<td>$c$</td>
<td>Light velocity.</td>
</tr>
<tr>
<td>$V_c$</td>
<td>Coulomb potential.</td>
</tr>
<tr>
<td>$p$</td>
<td>Momentum operator.</td>
</tr>
<tr>
<td>$\sigma_i$</td>
<td>Pauli matrices</td>
</tr>
<tr>
<td>$Z_{1,2}$</td>
<td>Nuclear charges</td>
</tr>
<tr>
<td>$j_z$</td>
<td>Angular momentum projection on $z$-axis</td>
</tr>
<tr>
<td>$\nabla$</td>
<td>Nabla operator.</td>
</tr>
<tr>
<td>$\Delta$</td>
<td>Laplace operator.</td>
</tr>
<tr>
<td>$\lambda, E$</td>
<td>Eigenvalue, spectral parameter.</td>
</tr>
<tr>
<td>$A$</td>
<td>Electromagnetic.</td>
</tr>
<tr>
<td>$H, F, \mathcal{H}$</td>
<td>Hilbert space.</td>
</tr>
<tr>
<td>$B^k_i(x)$</td>
<td>B-spline basis functions.</td>
</tr>
<tr>
<td>$L_{KB}$</td>
<td>Kinetic Balanced operator.</td>
</tr>
<tr>
<td>$L_{AB}$</td>
<td>Atomic Balanced operator.</td>
</tr>
<tr>
<td>$P$</td>
<td>Orthogonal projection.</td>
</tr>
<tr>
<td>------</td>
<td>-----------------------</td>
</tr>
<tr>
<td>$R$</td>
<td>The semi-internuclear distance.</td>
</tr>
<tr>
<td>$\alpha, \alpha_i, \beta$</td>
<td>Dirac matrices.</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>$\approx 1/137.035999679$ as the fine structure constant.</td>
</tr>
<tr>
<td>$\sigma(A)$</td>
<td>Spectrum of Operator $A$.</td>
</tr>
<tr>
<td>$\sigma_c(A)$</td>
<td>Continuous spectrum of Operator $A$.</td>
</tr>
<tr>
<td>$\sigma_d(A)$</td>
<td>Discrete spectrum of Operator $A$.</td>
</tr>
<tr>
<td>$h$</td>
<td>Planck's constant, equal to 1 in a.u.</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Azimuthal angle.</td>
</tr>
<tr>
<td>$\sigma_p(A)$</td>
<td>The point spectrum of Operator $A$.</td>
</tr>
<tr>
<td>$\sigma_r(A)$</td>
<td>The residual spectrum of $A$.</td>
</tr>
<tr>
<td>$\sigma_{ess}(A)$</td>
<td>The essential spectrum of Operator $A$.</td>
</tr>
<tr>
<td>$\langle \cdot</td>
<td>\cdot \rangle$</td>
</tr>
<tr>
<td>$H_2^+$</td>
<td>Dihydrogen which has $Z_{1,2} = 1$.</td>
</tr>
<tr>
<td>$Th_2^{179+}$</td>
<td>Dithorium which has $Z_{1,2} = 90$.</td>
</tr>
<tr>
<td>$r_{1,2}$</td>
<td>The distance from nucleus 1 and 2.</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

For the last 10 to 20 years, the numerical computation of the Dirac equation has drawn increasing interest in chemistry and physics. For example, it is now possible to attain laser intensities of up to $10^{23} \text{W/cm}^2$ \cite{5} in laboratories.

In theory, matter that can undergo such high levels of radiation is supposed to be portrayed in terms of relativistic quantum mechanics and that will call for a solution to the Dirac equation \cite{6}. Relativistic heavy ion collisions has been the most employed framework in the study of the Dirac equation. The main objective is there to find a way to enhance the formation of positron from the collisions of Uranium nuclei \cite{7}.

Several methods are aimed at solving the Dirac equation, as it is usually hard to maintain the analytical outlook for solving this equation. Among all the existing methods, one of the most popular ones which has emerged is the operator splitting method. Within this method, the Dirac operator is split into simpler operators. The resultant equations are then more easily solved numerically. By use of this method, the mass potential terms will be considered as a local operator in space and it will be calculated using correct estimates of the time ordered exponential. This method has been employed in \cite{8–11} for the Dirac equation and in \cite{12,13} on the combination of the Maxwell-Dirac equations.

Another possible decomposition of the Dirac Hamiltonian was given in \cite{14–16} using Alternate Direction Iterations. In this case, the spin is kept aligned with the direction of propagation at each step (using a specific rotation in spinor space) such that simple analytical solutions can be found using the method of characteristics. The resulting scheme is also referred to as "Quantum Lattice Boltzmann", which is easy to efficiently parallelize. This method can also modified in the cylindrical coordinate case \cite{17}. While the aforementioned techniques are absolutely efficient, they cannot
be used to arrive at the original state of the scheme where the confined potential is in states of bound and continuum. From the operator splitting technique, the bound and continuum states are mostly determined from a relativistic variant of the Feit-Fleck technique \([9, 10, 17, 18]\), which allows to calculate the spectrum and define the bound state wave function from the time-dependent Dirac equation, thus having a very slow convergence.

Other techniques have been developed and the topmost of them all is the mapped Fourier grid. This approach allows easily to evaluate the spectrum and the time evolution of the wave function \([19, 20]\). Direct techniques such as the explicit and implicit finite difference methods can be found in \([21–25]\).

Techniques for solving the time-independent Dirac equation (TIDE) based on basis set expansion and variational principles were also derived. In this case, variational collapse \([26]\) is one of the main issues. It is related to the fact that the Dirac operator is not bounded from below or above, which induces spurious state in the spectrum. This phenomenon is also called spectral pollution \([27]\). This thesis is devoted to this kind of method and to spectral pollution problems.

Many techniques have been attempted to circumvent this problem with some measure of good success. The first attempt was the developed of new variational principle, which corresponds to a modification of the usual Rayleigh-Ritz min-max principle, given by Talman in \([28]\) and generalized in \([29, 30]\). However, these methods necessitate solving a nonlinear eigenvalue problem (see \([31]\) for instance). A second method is based on balance principles, which corresponds to a transformation of the basis function expansion \([26]\). This was first introduced as an empirical rule to get rid of spurious states \([32]\) and was then analyzed by comparing with the non-relativistic results \([27, 33, 34]\).

There are three usual types of balance approaches: kinetically balanced basis \([35]\), atomically balanced basis \([36]\), and dual kinetically balanced basis \([37]\). Each of these methods differs in the imposition of the relation between the large and small spinor components.

In this thesis, the atomic balance will be used to calculate the discrete spectrum of the Dirac operator. In this goal a Galerkin method is applied using B-spline basis functions \([38–40]\). This technique is also used in the framework of heavy ion spectroscopy and heavy ion collision \([1, 2, 19, 41–48]\). Nonetheless, this is not very well recognized in the dynamic case \([20, 25, 39]\). The overall objective of this thesis is the
derivation and analysis of a variational method for TIDE and TDDE using atomic balanced operator and B-spline basis functions.

1.1 Dirac equation

The Dirac equation is a quantum wave equation, which describes the relativistic dynamics of spin-$\frac{1}{2}$ particles (fermions), such as electrons. The time independent Dirac equation (eigenvalue problem) is given by:

\[ H_0 \psi(x) = E \psi(x) \quad \text{with} \quad H_0 \equiv c \alpha \cdot p + mc^2 \beta + V_c(x)I_4, \quad (1.1) \]

The particle under consideration is characterized by a 4-spinor,

\[ \psi = [\phi, \chi]^T \in C^1(0, T; L^2(\mathbb{R}^3, \mathbb{C}^4)), \quad (1.2) \]

with positive time $T$. The 2-spinors $[\phi, \chi] \in C^1(0, T; L^2(\mathbb{R}^3, \mathbb{C}^2))$ where $\phi$ is the large component, and $\chi$ is the small one.

The dynamics of the wave function, (time-dependent case) is given by the following equation:

\[ i \partial_t \psi = H_0 \psi, \quad \text{with} \quad H_0 \equiv c \alpha \cdot p + mc^2 \beta + V_c(x)I_4, \quad (1.3) \]

where $H_0$ is again the Hamiltonian operator, $i$ imaginary unit, $\alpha$ and $\beta$ are the Dirac matrices, $V_c$ is the Coulomb potential, $p = -i \nabla$ is the momentum operator, $c$ is the light velocity, $m$ is the electron mass, and $\psi$ is the four component spinor.

Note that all calculations will be performed in atomic units (a.u.), where $m = 1$, $\hbar = 1$ and $c = 1/\alpha$ where we consider $\alpha \approx 1/137.035999679$ the constant of fine structure. However, the mass is explicitly kept during all the equations, thus allowing for a smooth conversion from atomic to natural units. The matrix structure is given by $\alpha$ and $\beta$ in $M_4(\mathbb{C})$:

\[ \alpha = \begin{bmatrix} 0 & \sigma_i \\ \sigma_i & 0 \end{bmatrix} \quad \text{and} \quad \beta = \begin{bmatrix} I_2 & 0 \\ 0 & -I_2 \end{bmatrix}. \quad (1.4) \]
where $\sigma_i = (\sigma_x, \sigma_y, \sigma_z)$ are the Pauli matrices. The latter are

$$
\sigma_x = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \quad \sigma_y = \begin{bmatrix} 0 & -i \\ i & 0 \end{bmatrix} \quad \text{and} \quad \sigma_z = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}.
$$

In time dependent Dirac equation (TDDE) a relativistic spin-$\frac{1}{2}$ quantum particle is a subject to a classical electromagnetic field $(\mathbf{A}, V) \in C^2(\mathbb{R}^3 \times \mathbb{R}_+, \mathbb{R}^3 \times \mathbb{R}_+)$. First, we will start by assuming that the electromagnetic field is known at any given time and that the back-reaction of the particle on the electromagnetic field is negligible. The equation under consideration then is:

$$
i \partial_t \psi = H \psi, \quad H = \alpha \cdot \left(-ic\nabla - e\mathbf{A}\right) + mc^2\beta + \left(V_c(x) + V(x, t)\right)I_4,$$

where the electromagnetic field is added by the minimal coupling prescription. This technique guarantees a gauge-invariant formulation. However, in explicit calculations, a specific gauge is rather preferred; the Coulomb gauge is chosen where $V = 0$, in which case, the existence of an electric charge in $V_c$ may be characterized by a Coulomb potential see [49]. The latest equation offers a consistent description of bound electrons in molecules in the Born-Oppenheimer approximation, (nuclei are fixed in space and included in the potential term $V_c$). This becomes a valid approximation when the mass of the nucleus is quite larger than the mass of the electron, which is always the situation for the systems considered in this study. As aforementioned, an interesting system is the two-center system where two nuclei described by the Coulomb potential are considered, such as:

$$V_c(x, y, z) = -\frac{Z_1e}{\sqrt{x^2 + y^2 + (z - R)^2}} - \frac{Z_2e}{\sqrt{x^2 + y^2 + (z + R)^2}},$$

where $Z_{1,2}$ are the nuclear charges and $R$ is the semi-internuclear distance. To solve this system, firstly, it is preferred to consider cylindrical coordinates where

$$x = r \cos(\theta),$$

$$y = r \sin(\theta),$$

with $r = \sqrt{x^2 + y^2}$ taken as the radial distance from nuclei and $\theta = \tan^{-1}(y/x)$ the azimuthal angle. Assume that the Dirac equation has azimuthal symmetry, means
that the electrodynamic potential does not depend on $\theta$. In that case the number of dimensions is reduced from 3 to 2, using separation of variables. The $\theta$-dependence can be included using the following ansatz applied to the four-spinor with cylindrical symmetry [1, 50]:

$$\Psi(x, t) = \begin{bmatrix} \psi_1(t, r, z)e^{i \mu_1 \theta} \\ \psi_2(t, r, z)e^{i \mu_2 \theta} \\ \psi_3(t, r, z)e^{i \mu_1 \theta} \\ \psi_4(t, r, z)e^{i \mu_2 \theta} \end{bmatrix},$$  \hspace{0.5cm} (1.9)

where $\mu_{1,2} := j_z \mp 1/2$ and where $j_z$ is the angular momentum projection on the $z$-axis (it can take one of the values $j_z = \{ \cdots, -\frac{5}{2}, -\frac{3}{2}, -\frac{1}{2}, \frac{1}{2}, \frac{3}{2}, \frac{5}{2}, \cdots \}$). Substituting in the Dirac equation leads to

$$i \partial_t \psi(t, r, z) = \left\{ \alpha_x \left[ -ic\partial_r - ic\frac{1}{2r} - eA_r(t, r, z) \right] + \alpha_y \left[ e \frac{j_z}{r} - eA_\theta(t, r, z) \right] + \alpha_z \left[ -ic\partial_z - eA_z(t, r, z) \right] + \beta mc^2 + eV_c(r, z) \right\} \psi(t, r, z).$$  \hspace{0.5cm} (1.10)

The prolate spheroidal coordinates $\xi$ and $\eta$ are related to the cylindrical coordinates $r$ and $z$ as follows:

$$r = R \left[ (\xi^2 - 1)(1 - \eta^2) \right]^\frac{1}{2},$$  \hspace{0.5cm} (1.11)

$$z = R \xi \eta,$$  \hspace{0.5cm} (1.12)

where $\xi \in [1, \infty)$, $\eta \in [-1, 1]$ and $\theta = [0, 2\pi]$ (azimuthal angle). In order to obtain the Dirac equation in these coordinates; one simply can use the mapping in Eqs.(1.11) and (1.12) along with the derivatives

$$\begin{cases} \\
\partial_r = \frac{\sqrt{(\xi^2 - 1)(1 - \eta^2)}}{R(\xi^2 - \eta^2)} \left[ \xi \partial_\xi - \eta \partial_\eta \right], \\
\partial_z = \frac{(\xi^2 - 1)}{R(\xi^2 - \eta^2)} \eta \partial_\xi + \frac{(1 - \eta^2)}{R(\xi^2 - \eta^2)} \xi \partial_\eta.
\end{cases}$$  \hspace{0.5cm} (1.13)

The prolate spheroidal coordinates yield more accurate results in both relativistic [1, 44] and non-relativistic cases [51–53]. Moreover, within these coordinates, the nuclei are positioned at the corners of the domain, thus facilitating the numerical
implementation. Consequently, these coordinates will be used throughout this work.

1.2 About spectral pollution

Spectral pollution is a significant issue, which can be found in many different practical situations. For instance, it is encountered when dealing with the Schrödinger operator [54,55], as in elasticity, electromagnetism and hydrodynamics [56–62].

This phenomenon happens when one approximates the spectrum of a (bounded or unbounded) self-adjoint operator \( A \) on an infinite-dimensional Hilbert space, using a sequence of finite-dimensional spaces. More precisely, we approximate the operator \( A \) by \( A_n \) such that \( \lim_{n \to \infty} A_n = A \) (here, \( n \) is the dimension of the subspace on which the operator is projected or, loosely speaking, the dimension of the operator matrix once the problem is discretized). The discretized operator \( A_n \) has eigenvalues given by \( \lambda_n \in \sigma_{A_n} \). The set of spurious states \( \sigma_{s_{A_n}} \subset \sigma_{A_n} \) is defined by the set of all eigenvalues in \( \sigma_{A_n} \) for which \( \lim_{n \to \infty} \lambda_n \notin \sigma_A [43] \).

The spectrum of the free Dirac operator is \((-\infty,-mc^2] \cup [mc^2,\infty)\). Adding potential usually creates eigenvalues in the gap \((mc^2,-mc^2)\) [3,27]. In Section 2.6, we will illustrate some general properties about spectral pollution. We refer to [3] for more details.

1.3 Organization of the thesis

The outline of this thesis is as follows. In Chapter 2, we present the numerical computation of the time-independent Dirac equation (TIDE) using atomic balanced operator and \( B \)-spline basis functions to compute the relativistic spectra of two center problems. In Chapter 2 spectral pollution and basic facts about the Dirac operator spectrum are presented. In addition, some examples in non-relativistic and relativistic quantum physics, and fundamental properties of \( B \)-spline basis functions are discussed. Chapter 3 is devoted to numerical results for two-center Coulomb problem: diatomic molecule \( H_2^+ \) and \( Th_2^{179+} \). The discretization of the time-dependent Dirac equation (TDDE) with some mathematical properties of the derived schemes is presented in Chapter 4. We conclude in Chapter 5.
Chapter 2

Numerical computation of the time-independent Dirac equation

In this chapter we present a numerical method to compute the spectrum of the time-independent Dirac equation. This equation writes as follows:

\[ H_0 \psi(x) = E \psi(x) \]  

(2.1)

where \( \psi = [\phi, \chi]^T \), where \( \phi \) is refer to the large component and \( \chi \) is the small component. \( H_0 \equiv c \alpha \cdot p + mc^2 \beta + V(x) I_4 \) is the Dirac Hamiltonian operator. \( p = -i \nabla \) is the momentum operator, \( c \) is the light velocity, \( m \) is the electron mass, \( E \) is the electron energy and \( \psi \in L^2(\mathbb{R}^3, \mathbb{C}^4) \) is a four component spinor. \( \alpha = (\alpha_x, \alpha_y, \alpha_z) \) are the Dirac matrices, and the matrix structure is given by \( \alpha \) and \( \beta \) in \( M_4(\mathbb{C}) \):

\[
\alpha_i = \begin{bmatrix} 0 & \sigma_i \\ \sigma_i & 0 \end{bmatrix} \quad \text{and} \quad \beta = \begin{bmatrix} I_2 & 0 \\ 0 & -I_2 \end{bmatrix}.
\]

(2.2)

where \( \sigma_i = (\sigma_x, \sigma_y, \sigma_z) \)

\[
\sigma_x = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \quad \sigma_y = \begin{bmatrix} 0 & -i \\ i & 0 \end{bmatrix} \quad \text{and} \quad \sigma_z = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}.
\]

(2.3)

Through this chapter, spectral pollution will also be presented with strategies to avoid it. Basic properties, definitions, and simple examples will be discussed.
2.1 Basics on the Dirac operator spectrum

We introduce some basic definitions in spectral theory before discussing the numerical computation of TIDE [49, 63].

Let $A$ be an unbounded operator on a complex Banach space $X$, with domain $D(A)$. The resolvant of $A$, at $\lambda$, denoted by $\rho(A)$ and defined as the inverse of $(A - \lambda I)$, where $\lambda \in \mathbb{C}$ and $I$ is the identity on $X$

$$R(\lambda, A) = A^{-1}_\lambda = (A - \lambda I)^{-1}.$$ 

We denote by $\sigma(A)$ the spectrum of $A$, which is the complement in $\mathbb{C}$ of the resolvant set $\rho(A)$. We then have

$$\sigma(A) \cup \rho(A) = \mathbb{C},$$

$$\sigma(A) \cap \rho(A) = \emptyset.$$ 

**Definition 2.1.1** Note that $\sigma(A)$ is the union of three disjoint sets, denoted respectively by $\sigma_p(A)$ the point spectrum of Operator $A$, $\sigma_c(A)$ the continuous spectrum of $A$, and $\sigma_r(A)$ the residual spectrum of $A$.

1. $\sigma_p(A)$ is the set of all points $\lambda \in \mathbb{C}$ for which $A_\lambda$ is non-invertible.

2. $\sigma_c(A)$ is the set of all points $\lambda \in \mathbb{C}$ for which $A^{-1}_\lambda$ is unbounded on $X$, with domain dense in $X$.

3. $\sigma_r(A)$ is the set of all points $\lambda \in \mathbb{C}$ for which $A^{-1}_\lambda$ exists, with domain not dense in $X$.

The discrete spectrum and the essential spectrum are defined respectively as follows [63]:

1. $\sigma_d(A)$ is the set of all eigenvalues of Operator $A$ with finite multiplicity, which are isolated points of spectrum.

2. $\sigma_{ess}(A)$ is the complement in $\mathbb{C}$ of the discrete spectrum, that is

$$\sigma_{ess}(A) \equiv \sigma(A) \setminus \sigma_d(A).$$

We refer to [49] for more details.
2.2 Strategies for approximating the Dirac spectrum

The process for approximating the eigenvalues of the Dirac operator is as follows [3]:

\[ D^V := D^0 + V(r), \]  

(2.4)

where \( D^V \) Dirac operator with electrostatic potential, \( D^0 \) is the free Dirac operator also denoted \( H_0 \) and defined as,

\[ D^0 = c\alpha \cdot (-i\nabla) + mc^2\beta. \]  

(2.5)

and \( V(r) \) electrostatic potential. To solve the eigenvalue equation

\[ (D^V)|_W x = \lambda S x, \]

\( W \) is chosen as a \( d \)-dimensional vector space, such that \( W \subseteq D(D^0 + V) = H^1(\mathbb{R}^3) \) and \( (D^V)|_W \) is the restriction matrix of \( D^V \) to \( W \). Denoting by \( \{b_1(r), \ldots, b_d(r)\} \) a basis of \( W \), the associated \( d \times d \) matrix is \( (D^V)|_W = (\langle b_i, D^V b_j \rangle)_{1 \leq i,j \leq d} \). The matrix \( S = (\langle b_i, b_j \rangle)_{1 \leq i,j \leq d} \) is the overlap matrix. The inner product for 4-spinors is defined by

\[ \langle \psi, \phi \rangle = \int_{\mathbb{R}^3} \psi^*(r)\phi(r)d^3r = \sum_{j=1}^{4} \int_{\mathbb{R}^3} \psi_j^*(r)\phi_j(r)d^3r. \]

The expectation is that the spectrum of Matrix \( (D^V)|_W \) is a good approximation of the elements of the spectrum of \( D^V \). Approximation must be improved as the size of the basis grows. Therefore, it is usually considered a sequence of discretization spaces \( W_n \) such as \( \dim W_n \to \infty \), and the approximate eigenvalues converge to the true ones as \( n \to \infty \), expecting also that, for any \( \psi \in H^1(\mathbb{R}^3, \mathbb{C}^4) \), there exists an approximate sequence \( \psi_n \in W_n \) with

\[ \lim_{n \to \infty} \int_{\mathbb{R}^3} (|\psi_n(r) - \psi(r)|^2 + |\nabla(\psi_n - \psi)(r)|^2)d^3r = 0. \]

This completeness condition is satisfied for most approximation schemes. We refer to [3] for more discussion about approximating eigenvalues and eigenfunctions.
2.3 Existing methods for computing spectra

We describe and discuss some of the most important methods used to calculate the spectrum of time-independent Dirac equation.

2.3.1 Galerkin method

The Galerkin Method is used to approximate the eigenvalue problem in a finite-dimensional space [64,65].

\[ H(u, v) = \lambda(u, v), \quad \forall v \in V, \quad (2.6) \]

where \( H \) is a self-adjoint operator on a Hilbert space \( V \), and \( \lambda \) is a (real) eigenvalue of \( H \).

The Galerkin method consists of approximating the weak formulation (2.6) by

\[ H(u_h, v_h) = \lambda(u_h, v_h) \quad \forall v_h \in V_h. \quad (2.7) \]

where \( V_h \) is a finite dimensional vector subspace of \( V \) of dimension \( N \), with a basis \( \{\phi_1, \cdots, \phi_N\} \). Then

\[ u_h(x) = \sum_{j=1}^{N} u_j \phi_j(x). \]

To determine the unknown coefficient \( u_j \), we multiply both sides of (2.7) by test functions \( v_h = \phi_i \),

\[ \sum_{j=1}^{N} (Hu_j \phi_j, \phi_i) = \lambda \sum_{j=1}^{N} u_j (\phi_j, \phi_i) \quad \forall i = 1, \cdots, N \quad (2.8) \]

Introducing a matrix \( A = (a_{ij})_{ij} \) where \( a_{ij} = (H \phi_j, \phi_i) \), we write (2.8) as:

\[ AU = \lambda U \quad (2.9) \]

where \( U \) is the vector \([u_1, \cdots, u_N]^T\). The structure of the matrix \( A \), as well as the degree of accuracy, depends on the chosen basis function \( \{\phi_i\} \), and on the choice of \( V_h \) [64].
2.3.2 Rayleigh-Ritz method

The Rayleigh-Ritz method relies on a variational principle, which enables the estimation of the eigenvalues of an operator on a Hilbert space. This method has been extensively used in relativistic and non-relativistic problems, see for instance [66].

The steps of solving the eigenvalue problem in the Dirac equation are as follows:

\[ H_0 \psi = E \psi \]  \hspace{1cm} (2.10)

Both sides of (2.10) are then multiplied by \( \psi = [\phi, \chi]^T \) and integrated. The variational formulation leads then to find stationary points of the functional

\[
\int_{\mathbb{R}^3} \left[ mc^2 + V \right] |\phi|^2 + \langle \phi | R_0 \phi \rangle_{L^2(\mathbb{R}^3, \mathbb{C}^2)} + \langle \chi | R_0 \phi \rangle_{L^2(\mathbb{R}^3, \mathbb{C}^2)} + \left[ V - mc^2 \right] |\chi|^2 = E \int_{\mathbb{R}^3} |\phi|^2 + |\chi|^2. \]  \hspace{1cm} (2.11)

The last formula is an explicit instance of the Rayleigh-Ritz coefficient [43]:

\[ \bar{H}_0 = \frac{\langle \psi | H_0 | \psi \rangle_{L^2(\mathbb{R}^3, \mathbb{C}^4)}}{\langle \psi | \psi \rangle_{L^2(\mathbb{R}^3, \mathbb{C}^4)}}, \]  \hspace{1cm} (2.12)

The notation \( \langle \cdot | \cdot \rangle \) refers to the Hermitian inner product on \( L^2(\mathbb{R}^3, \mathbb{C}^4) \). We introduce now two operators \( C \) and \( S \) by:

\[
C[\psi] = \int_{\mathbb{R}^3} \left[ mc^2 + V_c \right] |\phi|^2 + \langle \phi | R_0 \phi \rangle_{L^2(\mathbb{R}^3, \mathbb{C}^2)} + \langle \chi | R_0 \phi \rangle_{L^2(\mathbb{R}^3, \mathbb{C}^2)} + \left[ V_c - mc^2 \right] |\chi|^2. \]  \hspace{1cm} (2.13)

\[
S[\psi] = \int_{\mathbb{R}^3} |\phi|^2 + |\chi|^2. \]  \hspace{1cm} (2.14)

It is well known that the convergence of the Rayleigh-Ritz method depends mainly on the structure of the operator spectrum. For the Dirac operator, the spectrum is not bounded and the quantity \( \bar{H}_0 \) does not form an upper or lower bound. The eigenvalues can however be characterized by a min-max principle, which is discussed in Section 2.3.3. The convergence of this approach is not guaranteed, due to the fact that the stationary point is a saddle point, and spurious states may then appear [43]. As a result, a modification of this method is required to improve the convergence. A numerical scheme can be derived from these equations by discretization of the eigenvalue problem, over a set of \( B \)-spline basis functions. The strategy used in this
thesis is to use Atomically Balanced Basis Functions (ABBF). Finding the eigenvalues of minimization procedure in Eq. (2.12) is similar to finding the stationary point of the functional.

\[ \mathcal{E}[\psi] = \langle \psi | H_0 | \psi \rangle_{L^2(\mathbb{R}^3, \mathbb{C}^4)} - E \langle \psi | \psi \rangle_{L^2(\mathbb{R}^3, \mathbb{C}^4)}, \tag{2.15} \]

where \( E \) is a Lagrange multiplier. This form is used in the following to convert the basis set expansion into a generalized eigenvalue problem.

### 2.3.3 Min-Max principle

The min-max method was developed by Talman [28] and Datta-Deviah [67] for the case of the Dirac operator with a Coulomb potential. The convergence and accuracy of this method was then studied by Esteban [68]. The main idea of this method is to find the stationary points of the Rayleigh-Ritz coefficient as follows:

\[ \lambda_k = \inf_{G \text{ subspace of } F_+} \sup_{\psi \in (G \oplus F_-) \setminus \{0\}} \frac{\langle \psi | \hat{H} | \psi \rangle}{\langle \psi | \psi \rangle}, \tag{2.16} \]

where the dimension of \( G \) is \( k \), and \( F_+, F_- \) are two orthogonal subspaces of Hilbert space \( F \subseteq L^2(\mathbb{R}^3, \mathbb{C}^4) \). For practical purpose, it is convenient to use one of these decompositions and the large and small components of the Dirac equation as [30]:

\[ F_+ = L^2(\mathbb{R}^3, \mathbb{C}^2) \otimes [0, 0]^T, \quad F_- = [0, 0]^T \otimes L^2(\mathbb{R}^3, \mathbb{C}^2). \]

The maximization procedure stems from the relation between the large \( \phi \) and small \( \chi \) components required to solve the Dirac equation.

The four-spinors can be written as two bi-spinors \( \psi \equiv [\phi, \chi]^T \) where \( \phi \) is the large component, and \( \chi \) is the small one as defined in. The Dirac equation (2.10) becomes:

\[
\begin{bmatrix}
V_c(x) + mc^2 & R_0 \\
R_0 & V_c(x) - mc^2
\end{bmatrix}
\begin{bmatrix}
\phi(x) \\
\chi(x)
\end{bmatrix} = E
\begin{bmatrix}
\phi(x) \\
\chi(x)
\end{bmatrix}, \tag{2.17}
\]

where we define \( R_0 = (-i\hbar \mathbf{\sigma} \cdot \nabla) \).
Equation (2.17) is rewritten as:

\[
\begin{cases}
(V_c(x) + mc^2)\phi(x) + R_0\chi(x) = E\phi(x), \\
R_0\phi(x) + \chi(x)(V_c(x) - mc^2) = E\chi(x).
\end{cases}
\tag{2.18}
\]

then as

\[
\begin{cases}
R_0\chi(x) = [E - mc^2 - V_c(x)]\phi(x), \\
R_0\phi(x) = [E + mc^2 - V_c(x)]\chi(x).
\end{cases}
\tag{2.19}
\]

The small component \(\chi\) can then be written in terms of the large component \(\phi\) as

\[
\chi(x) = \frac{R_0}{E + mc^2 - V_c(x)}\phi(x),
\tag{2.20}
\]

by substitution (2.20) in (2.19), we get

\[
R_0 \left[ \frac{R_0\phi(x)}{E + mc^2 - V_c(x)} \right] = [E - mc^2 - V_c(x)]\phi(x).
\tag{2.21}
\]

The last equation can be observed, by minimizing the energy over any couple \(A[E,\phi]\) defined below. Then we multiply (2.21) by a large component \(\phi \in (\mathbb{R}^3,\mathbb{C}^2)\) on the left, integrate by parts and then use the divergence theorem. The functional equation is then given by:

\[
A[E,\phi] = \int d^3x \left[ \left( \frac{|\hat{R}|^2}{E + mc^2 - V} \right) - [E - mc^2 - V]|\phi|^2 \right] = 0.
\tag{2.22}
\]

The wave function should vanish faster than \(\sim \frac{1}{r^2}\) at infinity. In the Coulomb potential case the corresponding wave function vanishes as \(\phi \sim e^{-r}\) when \(r \to \infty\) \([69]\). As a consequence, (2.22) offers a realization of the min-max principle. Moreover, the discretization without variational collapse would indicate that the calculated energy spectrum is bounded in the mass gap. Note that, the spurious states do not appear in the calculated discrete spectrum. We refer to \([43]\) for more details about min-max method.
2.4 Examples in non-relativistic and relativistic quantum physics

In this section we recall some necessary results and definitions about the spectrum of the (non-relativistic) Schrödinger operator, as well as the (relativistic) Dirac operator [3,27].

**Definition 2.4.1** An operator $A$ is said self-adjoint on a Hilbert space $H$ with domain $D(A)$, if $A = A^*$, that is if $\langle Ax, y \rangle = \langle x, Ay \rangle$ for all $x, y \in D(A)$.

We now list a few properties about the Dirac operator with Coulomb potential [70].

**Remark 2.4.1** An electron in the field of a point nucleus is described by the Coulomb potential [70]:

$$\phi_{\text{el}}(x) = \frac{\gamma}{|x|}, \text{ and, } \gamma = \frac{e^2 Z}{\hbar}, \text{ where } Z \text{ is the nuclear charge,} \quad (2.23)$$

For coupling constants $|\gamma| < c/2 \ (Z \leq 68)$ the Coulomb potential is covered by the assumptions:

$$|V_{ik}(x)| \leq a \frac{c}{2|x|} + b, \ \forall x \in \mathbb{R}^3 \setminus \{O\}, \quad i, k = 1 \ldots, 4$$

where $\hbar = 1$ and $c = 1/\alpha$ where we consider $\alpha \approx 1/137.03599679$. Also, $a, b$ are constants such that $b > 0$, and $a < 1$. Operator $H = H_0 + V(x)$, where $H_0$ is the free Dirac operator defined in Section 1.1, is essentially self-adjoint on $C_0^\infty(\mathbb{R}^3 \setminus \{O\})^4$ and self-adjoint on $D(H_0) = H^1(\mathbb{R}^3)^4$. The restriction on $\gamma$ is quite unfamiliar from the nonrelativistic theory. The essential self-adjointness indeed breaks down, and is a technical constraint if $|\gamma| > c\sqrt{3}/2 \ (Z > 118)$.

We now state two important theorems about the domain of the Dirac operator in the case of a Coulomb potential [70].

**Theorem 2.4.1** Operator $H$ is essentially self-adjoint if and only if for some $\lambda \in \mathbb{C}$ the equation $H f = \lambda f$ has a solution $f \notin L^2(0,R)^2$ for some $R > 0$, i.e, a solution which is not square integrable at the origin.
Theorem 2.4.2 Assume that the electrostatic potential $V = \phi_{el}1$ where $\phi_{el}$ defined in Eq. (2.23) satisfies the condition

$$\sup_{x \in \mathbb{R}^3 \setminus \{0\}} |x\phi_{el}(x)| < \gamma.$$ 

Then for $\gamma \leq \sqrt{3}/2$ the Dirac operator $H = H_0 + \phi_{el}1$ is essentially self-adjoint on $D = C_0^\infty(\mathbb{R}^3 \setminus \{0\})$ and self-adjoint on $D(H) = D(H_0)$. For $\gamma < c$ the Dirac operator $H$, defined on $\mathcal{D}$, has a self-adjoint extension $\bar{H}$ which is uniquely characterized by the property

$$D(\bar{H}) \subset D(|H_0|^{1/2}) \quad \text{or equivalently} \quad D(\bar{H}) \subset D(|V|^{1/2}).$$

The following definition is about Kato potential (see [63] for more details).

Definition 2.4.2 A potential function $V$ is called a Kato potential, if it is real and $V \in L^2(\mathbb{R}^n) + L^\infty(\mathbb{R}^n)_\epsilon$, where $\epsilon > 0$, $V = V_1 + V_2$ with $V_1 \in L^2(\mathbb{R}^n)$ and $V_2 \in L^\infty(\mathbb{R}^n)$, such that $\|V_2\|_{\infty} < \epsilon$.

Example 1 In the non-relativistic case, consider the operator $A = -\hbar^2 \Delta/2m$ defined on the Hilbert space $H = L^2(\mathbb{R}^3)$, where $\Delta$ is a Laplace operator. To ensure that Operator $A$ is a map function in the domain $D(\frac{-\hbar^2 \Delta}{2m})$, we must assume that $\Delta \psi$ is a square integrable function on $\mathbb{R}^3$, that is $D(\frac{-\hbar^2 \Delta}{2m}) = H^2(\mathbb{R}^3, \mathbb{C})$ as follows:

The spectrum of the self-adjoint operator $\Delta$ on $H^2(\mathbb{R}^n)$ is $\sigma(-\Delta) = \sigma_{ess}(-\Delta) = [0, \infty)$ according to Theorem (7.6) in [49], Then

$$\text{Spec}(\frac{-\hbar^2 \Delta}{2m}) = [0, \infty).$$

There is no eigenvalue in this spectrum i.e. there does not exist any square integrable $\psi$ such that

$$\frac{-\hbar^2 \Delta}{2m}\psi = \lambda \psi$$

There only exist approximate $\psi_n$, and $\lambda_n$ which satisfy $\int_{\mathbb{R}^n} |\psi_n|^2 = 1$ and $(\frac{-\hbar^2 \Delta}{2m}\psi_n - \lambda_n \psi_n)$ tends to zero.

Now if we add a Kato potential $V$ to the operator $-\hbar^2 \Delta/2m$, then the domain of
\(-\hbar^2 \Delta/(2m) + V\) will not change and the spectrum will still be the half-line: (Corollary (14.10), in [63]),

\[
\sigma_{ess}\left(\frac{-\hbar^2 \Delta}{2m} + V\right) = \sigma_{ess}\left(\frac{-\hbar^2 \Delta}{2m}\right) = [0, \infty)
\]

**Example 2** For relativistic Dirac operator, acting square integrable functions on \(\mathbb{R}^3\), the domain remains the same as in Example 1

\[
D(D^0) = H^2(\mathbb{R}^3) := \left\{ \psi : \mathbb{R}^3 \to \mathbb{C}^4 \text{ such that } \int_{\mathbb{R}^3} \{ |\psi(r)|^2 + |\nabla \psi(r)|^2 \} d^3r \text{ is finite} \right\},
\]

where \(D^0\) is the free Dirac operator defined in Eq. (2.5).

The spectrum of the free Dirac operator is the union of two intervals

\[
\text{Spec}(D^0) = (-\infty, -mc^2] \cup [mc^2, \infty).
\]

The spectrum in Examples 1 and 2 is continuous. If we add an external electric potential \(V(r)\), which is smooth and decays at infinity, then the domain \(D(D^0 + V)\) and the essential spectrum do not change. However, eigenvalues can appear in the gap \((-mc^2, mc^2)\).

**Figure 2.1:** The typical spectrum of the non-relativistic Schrödinger operator(left), and the Dirac operator with an external potential (right) [3]
2.5 Spurious eigenvalue and spurious eigenvectors

We now recall the definition of spurious eigenvalue, as well as some properties of spurious eigenvectors as in [3].

**Definition 2.5.1 (spurious eigenvalues)**

A real number $\lambda \in \mathbb{R}$ is a spurious eigenvalue of the operator $A$, if there exists a sequence of finite dimensional spaces $\{V_n\}_{n \geq 1}$ such that $\{V_n\} \subseteq D(A)$ and $V_n \subseteq V_{n+1}$ for all $n$, such as

1. $\bigcup_{n \geq 1} V_n^{D(A)} = D(A)$;
2. $\lim_{n \to \infty} \text{dist}(\lambda, \sigma(A|_{V_n})) = 0$;
3. $\lambda \notin \sigma(A)$.

That is: i) the closure of the union of the finite dimensional spaces $V_n$ should be equal to the domain of $A$, ii) the limit of the distance between the approximate eigenvalue and the spectrum of $A$ is null, iii) $\lambda$ is not be in the spectrum of the operator $A$. This problem is named spectral pollution and leads to the appearance of spurious states in the approximated spectrum. The spurious states are eigenvalues which do not belong to the spectrum of the continuous operator and which appear in the discretization process. The set of spurious eigenvalues of $A$ is denoted by $Spu(A)$. The concept of spurious eigenvalues is illustrated, in the following example.

**Example 3** We define the Hilbert space $\mathcal{H} = L^2(0, 2\pi)$. A function in this space can be expanded using Fourier basis $\{1, \cos(nr), \sin(nr)\}_{n \leq 1}$ as follows:

$$f(r) = \frac{a_0}{\sqrt{2\pi}} + \frac{1}{\sqrt{\pi}} \sum_{n \geq 1} a_n \cos(nr) + b_n \sin(nr),$$

with coefficients defined by:

$$a_0 = \frac{1}{\pi} \int_{-\pi}^{\pi} f(x) dx,$$
$$a_n = \frac{1}{\pi} \int_{-\pi}^{\pi} f(x) \cos(nx) dx,$$
$$b_n = \frac{1}{\pi} \int_{-\pi}^{\pi} f(x) \sin(nx) dx.$$
Recall that:
\[ \int_0^{2\pi} |f(r)|^2 \, dr = |a_0|^2 + \sum_{n\geq 1} |a_n|^2 + |b_n|^2. \]

Now we introduce the orthogonal projection \( P \) of \( f \) onto the odd modes,
\[ (Pf)(r) = \frac{1}{\sqrt{\pi}} \sum_{n \geq 1} b_n \sin(nr). \]

Operator \( P \) is bounded and can be defined in the whole domain \( D(P) = L^2(0,2\pi) \), Operator \( P \) is diagonal in the Fourier basis, which are thus its eigenvectors. The spectrum \( \text{Spec}(P) = \{0,1\} \), is composed of two eigenvalues 0 and 1 having infinite multiplicity. We now construct our approximation space \( W_n \) by picking all the odd and even functions, which are less than or equal to \( n - 1 \), that is
\[ W_n = \{1, \sin(r), \cos(r), \cdots, \sin((n-1)r), \cos((n-1)r), \cos(\theta) \cos(nr) + \sin(\theta) \sin(nr)\}. \]

We can better understand spectral pollution by observing this mixture of even and odd modes. Restricting Operator \( P \) to the finite sequence \( W_n \) we get the following \( n \times n \) matrix:
\[
P_{W_n} = \begin{pmatrix}
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 1 & \sin^2(\theta)
\end{pmatrix}
\]

and thus the \( \text{Spec}(P)_{W_n} \) for all \( n \), is
\[ \text{Spec}(P_{W_n}) = \{0,1, \sin^2(\theta)\}. \]

Mixing several modes this way can produce an arbitrary number of spurious modes, which can take any value in the gap \((0,1)\). We find that \( \sin^2(\theta) \) is a spurious eigenvalue as it persists, as \( n \to \infty \).

Important notes are:

2. If the operator is bounded from below or above, spurious modes will never appear below or above the essential spectrum.

In the next example we will describe the eigenvalues that appear in the gap using Rayleigh-Ritz method, but without using any balanced basis, see [65].

Example 4 Consider a self-adjoint operator \( T \) defined on a Hilbert space \( \mathcal{H} \). Consider an orthogonal projection \( P \) from infinite space to finite dimensional space \( P : \mathcal{H} \to \mathcal{L} \), where \( \mathcal{L} \) is a finite dimensional subspace of \( D(T) \). Now consider the operator \((Tf)\) on the Hilbert space \( \mathcal{H} = L^2(-\pi, \pi) \) defined as follows:

\[
(Tf)(x) = \text{sgn}(x)f(x),
\]

where \( \text{sgn}(x) = \frac{x}{|x|} \). Since \( \|T\| = 1 \), then \( \sigma(T) \subseteq [-1, 1] \). But for \( \mu \in (-1, 1) \), the resolvent operator \((T - \mu I)^{-1}\) is well-defined and bounded, therefore \( \sigma(T) \subseteq -1, 1 \). However, \((\pm 1)\) are eigenvalues of Operator \( T \) and belong to \( \sigma_{\text{ess}}(T) \). If \( \mathcal{L} \subset \mathcal{H} \) is spanned by the set of Fourier basis \( \{\varphi_{-n}, \varphi_{-n+1}, \ldots, \varphi_{n-1}, \varphi_n\} \), given by:

\[
\phi_j(x) = \frac{1}{\sqrt{2\pi}} e^{-ijx} \quad j = -n, -n + 1, \ldots, n - 1, n.
\]

then, the Galerkin approximation applied to \( T \) in the finite dimensional subspace \( \mathcal{L} \) implies that \( \mu_j(T, \mathcal{L}) \) are the eigenvalue of the \((2n + 1) \times (2n + 1)\) matrix \( A \) with entries \( a_{jk} \) defined as here

\[
a_{jk} = \int_{-\pi}^{\pi} \text{sgn}(x)\phi_j(x)\phi_k(-x)dx = \begin{cases} 0, & \text{if } k - j \text{ is even}, \\ \frac{-2j}{\pi(k-j)}, & \text{if } k - j \text{ is odd}. \end{cases}
\]
Matrix $A$ is of the form

$$
A = \begin{pmatrix}
0 & N & 0 & N & \cdots & 0 \\
N & 0 & N & 0 & \cdots & N \\
0 & N & 0 & N & \cdots & 0 \\
N & 0 & N & \ddots & \vdots & N \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & N & 0 & N & \cdots & 0
\end{pmatrix}
$$

Here $N$ refers to the different numbers. The matrix $A$ consists of $n+1$ columns (the first set) whose odd entries are zero, and $n$ columns (the second set) whose odd entries are zero. If we disregard the zero entries (which are only $n+1$ entries) in each element of the first set, then we have a linearly dependent set $V = v_1, v_2, \cdots, v_{n+1}$ where $v_i \in \mathbb{R}^n$, $i = 1, 2, \cdots, n+1$. Therefore the columns of the first set of the matrix $A$ is linearly dependent, thus $0 \in \sigma(T)$. As a consequence of the discretization Operator $T$ in finite dimension, we conclude that 0 is a spurious eigenvalue of Operator $T$.

Now we discuss an important property of spurious eigenvectors.

Consider $W_n$ a sequence of approximated spaces such that $\lambda \notin \text{Spec}(D^V)$. A solution to the eigenvalue equation can be found as follows:

$$(D^V)|_{W_n} x_n = \lambda_n S_n x_n.$$

The approximation sequence $W_n$ has a spurious eigenvalues $\lambda_n$ such that $\lambda_n \to \lambda$ at $n \to \infty$. Introducing the corresponding approximate eigenfunction

$$
\psi_n(r) = \sum_{j=1}^{d_n} (x_n)_j b_j(r),
$$

in $W_n$, provided that $\int_{\mathbb{R}^3} |\psi_n(r)|^2 d^3r = 1$. It means that we have

$$
\int_{\mathbb{R}^3} \phi_n(r)^*(D^0 + V(r) - \lambda_n) \psi_n(r) d^3r = 0, \ \forall \phi_n \in W_n.
$$
We recall that by definition, $\psi_n$ weakly converge to 0 if $\int_{\mathbb{R}^3} \phi_n(r)^* \psi_n(r) d^3r \to 0$ for any $\phi_n \in L^2(\mathbb{R}^3)$. In other words, it becomes asymptotically orthogonal to any fixed $\phi_n$ in the limit $n \to \infty$. More generally:

**Proposition 2.5.1** Spurious eigenvectors tend weakly to 0: If $\lambda \notin \text{Spec}(D^V)$ is a spurious eigenvalue, then the associated eigenvector $\psi_n \to 0$ weakly in $L^2(\mathbb{R}^3)$ as $n \to \infty$.

The idea of the proof as given in [3]: we use the fact that $D^V$ is symmetric:

$$\int_{\mathbb{R}^3} (\phi_n(r)^* (D^0 + V(r) - \lambda_n) \psi_n(r) d^3r = \langle (D^V - \lambda \mathbb{I}) \phi_n, \psi_n \rangle = 0.$$ 

For any $\psi \in H^1(\mathbb{R}^3)$ there exists an approximate sequence $\psi_n \in W_n$, which satisfies the condition:

$$\lim_{n \to \infty} \int_{\mathbb{R}^3} (|\psi_n(r) - \psi(r)|^2 + |\nabla(\psi_n - \psi)(r)|^2) d^3r = 0, \quad (2.26)$$

By approximation (2.26) of $W_n$ and we can approximate any function $\phi \in H^1(\mathbb{R}^3)$, that is we can find a sequence $\phi_n \in W_n$ such that $D^V \phi_n \to_n D^V \phi$.

On the other hand, since for all $n$, $\int |\psi_n|^2 = 1$, we know that $\psi_n$ converges weakly to $\psi$ because $W_n$ approximate the domain $H^1(\mathbb{R}^3)$ of $D^V$. Passing to the limit we get $\langle (D^V - \lambda \mathbb{I}) \phi, \psi \rangle = 0$. The last formula is true for all $\phi \in H^1(\mathbb{R}^3)$ which implies that $(D^V - \lambda \mathbb{I}) \psi = 0$ a.e. As we assume $\lambda \notin \text{Spec}(D^V)$ then we must have $\psi = 0$ and this completes the proof.

### 2.6 Balanced operator to avoid spectral pollution in Dirac calculation

Spectral pollution is an important issue that has a long history starting with the celebrated computation of Drake and Goldman [71] in a Slater-type basis set. Several solutions that could assist in avoiding this phenomenon have been proposed in the literature [37,71–77]. In this section, we defined the balanced operator and the strategies that should be used to avoid the spurious modes, when performing the Dirac calculation [3,27]. Throughout this section, we consider $V$ a potential which tends to zero at infinity and the case of $V$ being bounded over the whole space $\mathbb{R}^3$, or of
Coulomb-type. The latter indicates that there are finitely many points \( R_1, R_2, \cdots, R_N \) (the locations of the nuclei), at which \( V \) behaves like:

\[
V(r) \sim \frac{|e^2 Z_m|}{|r - R_m|}, \quad \text{with} \quad 0 \leq e^2 Z_m \leq \frac{\sqrt{3}}{2}.
\]

and that \( V \) is bounded except at \( R_m \) where \( m \in \{1, \cdots, N\} \) and (tends to zero at infinity).

According to [27] the reason for our assumption in the case of Coulomb potential when \( e^2 Z_m \leq \frac{\sqrt{3}}{2} \) is that, in our units, this correspond to nuclei which have less than 118 protons, which covers all existing atoms. On the other hand, a typical example for which \( V \in L^p(\mathbb{R}^3) \cup L^\infty(\mathbb{R}^3) \) is the case of smeared nuclei \( V = \rho \star 1/|x| \) where \( \rho \) is a (sufficiently smooth) distribution of charge for the nuclei.

Furthermore, according to [3], there are two simple motivations in considering general potentials \( V(r) \), rather than just \(-e^2 Z/r\). First, the potential of a finite-radius nucleus:

\[
V(r) = e^2 Z \int_{\mathbb{R}^3} \frac{n(r')}{|r - r'|} dr'.
\]

is typically bounded, if \( n \) is a smooth function. Secondly, in practice, electronic potentials \( V(r) \), which will encompass, both the negative nuclear and positive potentials, where the latter is smoother than the one of pointwise nuclei.

In this section also, we are presenting the pollution in balanced basis for the Dirac operator as in [27]. We are studying some methods which allow to avoid pollution by imposing a relation between the vectors of the basis \( PH \) and \((1 - P)H\) by an operator \( L \) which is called a balanced operator.

A symmetric operator \( L \) with domain \( D(L) \) is a core for the corresponding self-adjoint operator if has the property that its closure is self-adjoint and essentially self-adjoint [63].

More specifically, consider an orthogonal projection \( P : H \rightarrow H \) and let \( L : PH \rightarrow (1 - P)H \) could possibly be unbounded such that:

- \( L \) is an injection (1-1): if \( Lx = 0 \) for \( x \in D(L) \), then \( x = 0 \),

- \( D(L) \oplus LD(L) \) is a core of \( A \).

Afterwards, the spurious eigenvalue is subsequently defined in the balanced basis [27].
Definition 2.6.1 We say that $\lambda \in \mathbb{R}$ is a $(P,L)$-spurious eigenvalue of Operator $A$ if there exists a sequence of finite dimensional spaces $(V^+_n)_{n \geq 1}$ with $(V^+_n) \subseteq V^+_{n+1}$ for any $n$ where $(V^+_n)$ refers to the upper part of the spectrum, such that

- $\bigcup_{n \geq 1} (V^+_n \oplus LV^+_n)^{D(A)} = D(A)$,
- $\lim_{n \to \infty} \text{dist}(\lambda, \sigma(A|_{V^+_n \oplus LV^+_n})) = 0$,
- $\lambda \notin \sigma(A)$.

We denote by $\text{Spu}(A,P,L)$ the set of $(P,L)$-spurious eigenvalues of the operator $A$ and $\sigma(A|_{V^+_n \oplus LV^+_n})$ the set of eigenvalues of the operator $A$ only.

Next we will study the two most used balanced operators in quantum physics and chemistry. The first one is the kinetically balanced operator, while the second one is the atomically balanced operator.
2.6.1 Kinetic balance

Kinetic balance basis function (KBBF), are chosen from Eq. (2.20).

$$\chi(x) \simeq \frac{1}{2mc^2 - V_c(x)} \sigma \cdot (-i\nabla)\phi(x).$$  \hspace{1cm} (2.27)

This suggest to impose this relation between the basis for the upper spinor $\phi$ and the lower spinor $\chi$. Thus this consists of choosing a basis \{\phi_1, \cdots, \phi_n\} for the upper spinor and taking the basis \{\sigma \cdot \nabla \phi_1, \cdots, \sigma \cdot \nabla \phi_n\} for the lower spinor [71–74]. The kinetic balance operator is defined by

$$L_{KB} = \frac{1}{2mc} \sigma \cdot (-i\nabla).$$

The main result about kinetic balance is the following theorem [27]:

**Theorem 2.6.1 (Kinetic balance)**

(i) **Bounded potential**
Assume that $V \in L^p(\mathbb{R}^3)$ for some $p > 3$, such that $\lim_{|x| \to \infty} V(x) = 0$, and

$$-1 + \text{sup}(V) < 1 + \text{inf}(V),$$  \hspace{1cm} (2.28)

Then we have

$$\text{Spu}(D^0 + V, P, L_{KB}) = [-1, -1 + \text{sup}(V)].$$

(ii) **Coulomb potential**
Assume that $-k|\mathbf{x}|^{-1}$, where $0 < k < \sqrt{3}/2$, then

$$\text{Spu}(D^0 - \frac{k}{|\mathbf{x}|}, P, L_{KB}) = [-1, 1],$$  \hspace{1cm} (2.29)

where $P$ is an orthogonal projector.

First, in the case of bounded potentials the theorem states that, spurious eigenvalues are avoided in the upper part of the spectrum, but not necessarily in the lower part. This is due to the kinetic balance condition based on a non relativistic limit for electrons in which the upper spinor is dominant. Secondly, the theorem indicates that for Coulomb potentials, the kinetic balance does not avoid the spurious modes. For the reader interested in the mathematical analysis of the kinetic balance operator, we
refer to [27]. The strategy used in [27] to prove the existence of spurious modes in the Coulomb case will be discussed shortly in the following section.

### 2.6.2 Atomic balance

Occurrence of spurious modes takes place mainly due to the singularity at \( x = 0 \) of the Coulomb potential. Chemists are rather familiar with this concept [62, 78]. Taking into account this singularity amounts to modifying the kinetic balance condition at \( x = 0 \). The atomic balance basis function (ABBF) from Eq. (2.20) becomes

\[
\chi(x) \simeq \frac{1}{2mc^2 - V_c(x)} \sigma \cdot (-i\nabla) \phi(x).
\]  

(2.30)

The atomic balance operator is now defined by:

\[
L_{AB} = \frac{c}{2mc^2 - V(x)} \sigma \cdot (-i\nabla).
\]

The main result of atomic balance is the following theorem [27].

**Theorem 2.6.2 (Atomic balance)**

Let \( V \) be such as \( \sup(V) < 2 \), \( (2 - V)^{-2} \nabla V \in L^\infty(\mathbb{R}^3) \) and

\[- \frac{k}{|x|} \leq V(x),\]

for some \( 0 \leq k < \sqrt{3}/2 \). We also assume that the positive part \( \max(V, 0) \) is in \( L^p(\mathbb{R}^3) \) for some \( p > 3 \) and that \( \lim_{|x| \to \infty} V(x) = 0 \). Then we have

\[
\overline{Spu(D^0 + V, P, L_{AB})} = [-1, -1 + \sup V],
\]

(2.31)

where \( P \) is orthogonal projector.

The theorem indicates that the atomic balance condition allows us to avoid spurious modes in the upper part of the spectrum even for Coulomb potentials. In particular, the result states that for negative bounded potentials, there will be no pollution, that is the spurious spectrum is empty.

According to these results on Coulomb potentials, spectral pollution can be generated with kinetically balanced basis, but not with atomically balanced basis. As
we are interested in the two-center system with Coulomb potentials, we will be using the atomic balance basis functions \cite{27}.

2.7 B-spline

In this section, we recall some basic definitions and facts about $B$-splines \cite{4,79}.

A spline function $S$ of degree $k$ consists of a polynomial, $p(x) = a_0 + a_1x + \cdots + a_{k-1}x^{k-1}$ on subintervals $[t_{i-1}, t_i)$ joined together with points, called knots $\{t_i\}$, defined on the real line as:

$$... \quad t_{-2} < t_{-1} < t_0 < t_1 < t_2 < \ldots$$

The $B$-splines of degree $k$ are denoted by $B^k_i$, where $\{i \in \mathbb{Z}, k \in \mathbb{N}\}$.

$B$-splines are fully determined by the following iterative formula

$$B^k_i(x) = \left(\frac{x-t_i}{t_{i+k}-t_i}\right) B^{k-1}_i(x) + \left(\frac{t_{i+k+1}-x}{t_{i+k+1}-t_{i+1}}\right) B^{k-1}_{i+1}(x), \quad (k \geq 1, i \in \mathbb{Z}). \quad (2.32)$$

where $x \in [t_i, t_{i+1})$. $B$-spline can also be written in the following form

$$B^k_i(x) = V^k_i(x)B^{k-1}_i(x) + (1 - V^k_{i+1})(x)B^{k-1}_{i+1}(x), \quad (2.33)$$

where

$$V^k_i(x) = \frac{x-t_i}{t_{i+k}-t_i}, \quad (2.34)$$

with initially

$$\begin{cases} 
    B^1_i(x) = 1, & \text{for } t_i \leq x < t_{i+1}, \\
    B^1_i(x) = 0, & \text{otherwise.} 
\end{cases} \quad (2.35)$$

where the points $t_i$ are knot coordinates. The number of knots at a given coordinate determines the continuity condition at that point. In the Coulomb singularity position particularly, the number of knot points should be maximal to allow for a discontinuous behavior of the wavefunction $\psi$ at $x = 0$. As in \cite{43}, thus the number of knot vectors...
Using and given by the sequences

\[ 1 = \xi_1 = \ldots = \xi_{k \xi} < \xi_{k \xi + 1} < \ldots < \xi_{n \xi} = \xi_{\max}, \quad (2.36) \]
\[ -1 = \eta_1 = \ldots = \eta_{k \eta} < \eta_{k \eta + 1} < \ldots < \eta_{n \eta} = \eta_{\max}, \quad (2.37) \]

Here, \( n_{\xi, \eta} \) are the number of spline functions in \( \xi \) and \( \eta \) coordinates respectively. An explicit representation of \( B \)-spline of order 3 is given in the following example.

**Example 5**

\[
B_3(x) = \begin{cases} 
1/2x^2, & 0 \leq x < 1, \\
x^2 + 3x - 3/2, & 1 \leq x < 2, \\
1/2x^2 - 3x + 9/2, & 2 \leq x < 3, \\
0, & \text{otherwise.} 
\end{cases} \quad (2.38)
\]

on the interval \( I = [0, 5] \) which can be divided into five subintervals, by the breakpoints \( \{0, 1, 2, 3, 4, 5\} \) joined together with knots vectors \( \{0, 0, 0, 1, 2, 3, 4, 5, 5, 5\} \)

![Figure 2.2: B-spline of order 3 [4]](image-url)
2.7.1 Basic properties of B-splines

In this subsection, we summarize important properties of \( B^k_i(x) \) for \( \{ i \in \mathbb{Z}, \ k \in \mathbb{N} \} \):

- \( B^k_i(x) = 0 \) for \( x \notin (t_i, t_{i+k+1}) \), while \( B^k_i(x) > 0 \) for \( x \in (t_i, t_{i+k+1}) \).
- For all \( k \) and \( x \in [t_0, t_n] \), \( \sum_{i=-\infty}^{\infty} B^k_i(x) = 1 \).
- The set of B-splines \( \{ B^k_{-k}, B^k_{-k+1}, \ldots, B^k_0 \} \) are linearly-independent on \([t_0, t_n]\).
- For \( k \geq 2 \),
  \[
  \frac{d}{dx} B^k_i(x) = \left( \frac{k}{t_{i+k} - t_i} \right) B^{k-1}_i(x) + \left( \frac{k}{t_{i+k+1} - t_{i+1}} \right) B^{k-1}_{i+1}(x). \tag{2.39}
  \]
  When \( k = 1 \), the equation is true for all \( x \) except \( x = t_i, t_{i+1}, t_{i+2} \).
- For \( k \geq 1 \), the B-splines belong to the continuity class \( C^{k-1}(\mathbb{R}) \).
- Integral of B-spline satisfies
  \[
  \int_{-\infty}^{x} B^k_i(s) ds = \left( \frac{t_{i+k+1} - t_i}{k+1} \right) \sum_{j=i}^{\infty} B^{k+1}_j(x). \tag{2.40}
  \]
- For a continuous function \( f \in [t_0, t_n] \), with a modulus of continuity \( \omega(f; \delta) = \max_{|s-t| \leq \delta} |f(s) - f(t)| \), where \( \delta = \max_{-k \leq i \leq n+1} |t_i - t_{i-1}| \), then \( \text{dist}(f, S^k_n) \leq k^r \delta^r \| f^{(r)} \| \).
2.7.2 Galerkin method with B-spline basis function for time-independent Dirac equation

The variational formulation leads to the determination of the stationary points of the Rayleigh-Ritz functional, see Eq. (2.12).

\[
\mathcal{E}[\psi] = \langle \phi | (V_c + mc^2) \phi \rangle_{L^2(\mathbb{R}^3, \mathbb{C}^2)} + \langle R_0 \phi | \chi \rangle_{L^2(\mathbb{R}^3, \mathbb{C}^2)} + \langle \chi | R_0 \phi \rangle_{L^2(\mathbb{R}^3, \mathbb{C}^2)} \\
+ \langle \chi | (V_c - mc^2) \chi \rangle_{L^2(\mathbb{R}^3, \mathbb{C}^2)} - E \left[ \langle \phi | \phi \rangle_{L^2(\mathbb{R}^3, \mathbb{C}^2)} - \langle \chi | \chi \rangle_{L^2(\mathbb{R}^3, \mathbb{C}^2)} \right],
\]

Note that integration by parts was used to write the second term in a convenient form. The notation \( \langle \cdot | \cdot \rangle_{L^2(\mathbb{R}^3, \mathbb{C}^2)} \) stands again for the Hermitian inner product on \( L^2(\mathbb{R}^3, \mathbb{C}^2) \) defined for \( \Xi \) a two-component spinor, by \( \langle \Xi | \Xi \rangle = \Xi_1^* \Xi_1 + \Xi_2^* \Xi_2 \).

In the following section, we define two operators \( C \) and \( S \) by

\[
C[\psi] = \int_{\mathbb{R}^3} \left[ mc^2 + V_c \right] |\phi|^2 + \langle R_0 \phi | \chi \rangle + \langle \chi | R_0 \phi \rangle + [V_c - mc^2] |\chi|^2, \\
S[\psi] = \int_{\mathbb{R}^3} |\phi|^2 + |\chi|^2.
\]

Using the atomically balanced bases, as described in Section 2.6.2, we get the stationary points of \( \mathcal{E} \) by setting

\[
\frac{\partial \mathcal{E}}{\partial a_i^{(1)*}} = 0, \quad \frac{\partial \mathcal{E}}{\partial a_i^{(2)*}} = 0, \quad \frac{\partial \mathcal{E}}{\partial c_i^{(1)*}} = 0, \quad \frac{\partial \mathcal{E}}{\partial c_i^{(2)*}} = 0.
\]

where \( \mathbf{a} = [a_1^{(1)}, \ldots, a_N^{(1)}, a_1^{(2)}, \ldots, a_N^{(2)}, c_1^{(1)}, \ldots, c_N^{(1)}, c_1^{(2)}, \ldots, c_N^{(2)}] \) for \( i \in [1, \cdots, N] \), are the basis function expansion coefficients. The basis chosen to expand \( \psi \) is a \( B \)-spline basis constructed as follows: first, and as in [43], the large component \( \phi \) is expanded as:

\[
\phi_{1,2}(\xi, \eta) = \sum_{n=1}^{N} a_n^{(1,2)} B_n^{(1,2)}(\xi, \eta),
\]

where \( a_n^{(1,2)} \) are the coefficients of the basis expansion and \( B_n^{(1,2)}(\xi, \eta) \) are the basis functions, for components 1 and 2, respectively. Note that this is expressed in the prolate spheroidal coordinate system \( \xi, \eta \) described in Eqs. (1.11) and (1.12).

The basis functions can then be written as the tensor product of \( B \)-spline functions.
\[
B_n^{(1,2)}(\xi, \eta) = G^{(1,2)}(\xi, \eta) b_i^k(\xi) b_j^k(\eta),
\]  

(2.46)

where \( n = [i,j] \in \mathbb{Z}^2 \), \( i \in [1, n_\xi] \) and \( j \in [1, n_\eta] \). The overall factor is defined as \([1, 44]\)

\[
G^{(1,2)}(\xi, \eta) = R\big[(\xi^2 - 1)(1 - \eta^2)\big]^{\frac{1}{2}}.
\]  

(2.47)

This factor accounts for the angular momentum dependence where \( \mu_{1,2} := j_z \mp \frac{1}{2} \) (Note that \( j_z \) is the angular momentum projection on the \( z \)-axis) and is obtained by considering the boundary condition at \( r = 0 \).

Based on the symmetry of the wavefunction \( \psi \), it can be shown that the spinor components would behave like:

\[
\psi_{1,3} \sim_{r \to 0} r^{\mu_1},
\]  

(2.48)

\[
\psi_{2,4} \sim_{r \to 0} r^{\mu_2}.
\]  

(2.49)

The pre-factor \( G^{(1,2)} \) explicitly accounts for this dependency. Moreover, it results in well-defined integrals in the Rayleigh-Ritz functional, allowing a better convergence of the method. Using the atomic balance approach, the lower spinor components are then expanded as follows:

\[
\chi = \frac{R_0}{2mc^2 - V_c} \left( \sum_{n=1}^{N} c_n^{(1)} B_n^{(1)} \right)
\]  

(2.50)

which leads in prolate spheroidal coordinates to

\[
\chi_1(\xi, \eta) = \frac{ic}{2mc^2 - V_c} \sum_{n=1}^{N} \left\{ c_n^{(2)} \left[ -\partial_r - \frac{\mu_2}{r} \right] B_n^{(2)} - c_n^{(1)} \partial_z B_n^{(1)} \right\},
\]  

(2.51)

\[
\chi_2(\xi, \eta) = \frac{ic}{2mc^2 - V_c} \sum_{n=1}^{N} \left\{ c_n^{(1)} \left[ -\partial_r + \frac{\mu_1}{r} \right] B_n^{(1)} + c_n^{(2)} \partial_z B_n^{(2)} \right\}.
\]  

(2.52)

where \( r = r(\xi, \eta) \) and \( z = (\xi, \eta) \) as in (1.11) and (1.12) for coordinates and in (1.13) for derivatives.
We obtain the following discrete generalized eigenvalue problem:

\[ \mathbf{C} \mathbf{a} = E \mathbf{S} \mathbf{a} \]  

(2.53)

where \( \mathbf{a} = [a_1^{(1)}, \ldots, a_N^{(1)}, a_1^{(2)}, \ldots, a_N^{(2)}, c_1^{(1)}, \ldots, c_N^{(1)}, c_1^{(2)}, \ldots, c_N^{(2)}] \). The matrices of Time-Independent Dirac Equation are:

\[
\begin{bmatrix}
C_{11}^{(1)} & 0 & C_{11}^{(3)} & C_{12}^{(3)} \\
0 & C_{22}^{(1)} & C_{21}^{(3)} & C_{22}^{(3)} \\
C_{11}^{(3)T} & C_{21}^{(3)T} & C_{11}^{(2)} & C_{12}^{(2)} \\
C_{12}^{(3)T} & C_{22}^{(3)T} & C_{11}^{(2)T} & C_{22}^{(2)}
\end{bmatrix},
\begin{bmatrix}
S_{11}^{(1)} & 0 & 0 & 0 \\
0 & S_{22}^{(1)} & 0 & 0 \\
0 & 0 & S_{11}^{(2)} & S_{12}^{(2)} \\
0 & 0 & S_{12}^{(2)T} & S_{22}^{(2)}
\end{bmatrix}.
\]  

(2.54)

The entries of these matrices are defined by:

\[
[C_{11}^{(1)}]_{ij} = \int d^3x \left\{(V_c + mc^2)B_i^{(1)}B_j^{(1)}\right\},
\]  

(2.55)

\[
[C_{22}^{(1)}]_{ij} = \int d^3x \left\{(V_c + mc^2)B_i^{(2)}B_j^{(2)}\right\},
\]  

(2.56)
\[ [C_{11}^{(2)}]_{ij} = \int d^3x \left\{ (\partial_x B_i^{(1)})(\partial_x B_j^{(1)}) + (\partial_r B_i^{(1)})(\partial_r B_j^{(1)}) + \frac{\mu_1}{r^2} B_i^{(1)} B_j^{(1)} - \frac{\mu_1}{r} B_i^{(1)}(\partial_r B_j^{(1)}) \right. \\
- \frac{\mu_1}{r} (\partial_r B_i^{(1)}) B_j^{(1)} \left\} \times \frac{(V_c - mc^2)c^2}{(2mc^2 - V_c)^2} \] (2.57)

\[ [C_{22}^{(2)}]_{ij} = \int d^3x \left\{ (\partial_z B_i^{(2)})(\partial_z B_j^{(2)}) + (\partial_r B_i^{(2)})(\partial_r B_j^{(2)}) + \frac{\mu_2}{r^2} B_i^{(2)} B_j^{(2)} + \frac{\mu_2}{r} B_i^{(2)}(\partial_r B_j^{(2)}) \right. \\
+ \frac{\mu_2}{r} (\partial_r B_i^{(2)}) B_j^{(2)} \left\} \times \frac{(V_c - mc^2)c^2}{(2mc^2 - V_c)^2} \] (2.58)

\[ [C_{12}^{(2)}]_{ij} = \int d^3x \left\{ (\partial_z B_i^{(1)})(\partial_z B_j^{(2)}) + (\partial_r B_i^{(1)})(\partial_r B_j^{(2)}) - (\partial_r B_i^{(1)})(\partial_r B_j^{(2)}) + \frac{\mu_2}{r} (\partial_r B_i^{(1)}) B_j^{(2)} \right\} \times \frac{(V_c - mc^2)c^2}{(2mc^2 - V_c)^2} \] (2.59)

\[ [C_{11}^{(3)}]_{ij} = \int d^3x \left\{ (\partial_x B_i^{(1)})(\partial_x B_j^{(1)}) + (\partial_r B_i^{(1)})(\partial_r B_j^{(1)}) + \frac{\mu_1}{r^2} B_i^{(1)} B_j^{(1)} - \frac{\mu_1}{r} B_i^{(1)}(\partial_r B_j^{(1)}) \right. \\
- \frac{\mu_1}{r} (\partial_r B_i^{(1)}) B_j^{(1)} \left\} \times \frac{c^2}{2mc^2 - V_c} \] (2.60)

\[ [C_{22}^{(3)}]_{ij} = \int d^3x \left\{ (\partial_z B_i^{(2)})(\partial_z B_j^{(2)}) + (\partial_r B_i^{(2)})(\partial_r B_j^{(2)}) + \frac{\mu_2}{r^2} B_i^{(2)} B_j^{(2)} + \frac{\mu_2}{r} B_i^{(2)}(\partial_r B_j^{(2)}) \right. \\
+ \frac{\mu_2}{r} (\partial_r B_i^{(2)}) B_j^{(2)} \left\} \times \frac{c^2}{2mc^2 - V_c} \] (2.61)

\[ [C_{12}^{(3)}]_{ij} = \int d^3x \left\{ (\partial_z B_i^{(1)})(\partial_z B_j^{(2)}) + (\partial_r B_i^{(1)})(\partial_r B_j^{(2)}) - (\partial_r B_i^{(1)})(\partial_r B_j^{(2)}) + \frac{\mu_2}{r} (\partial_r B_i^{(1)}) B_j^{(2)} \right\} \times \frac{c^2}{2mc^2 - V_c} \] (2.62)
As we have stated in Section 1.1, the prolate spheroidal coordinates $\xi$ and $\eta$ are related to the cylindrical coordinates $r$ and $z$. The integration measure in prolate spheroidal coordinates is given by

$$d^3x = R^3(\xi^2 - \eta^2)d\xi d\eta d\theta. \quad (2.68)$$

Note that both matrices $C$ and $S$ are very similar to those obtained using the kinetically-balanced bases [43].

In practice, this linear system is considered a standard eigenvalue solver for sparse matrices. As I mentioned previously in Section 2.6 using kinetic balance basis does not avoid spurious eigenvalue due to the fact that the singularity at $x = 0$ in Coulomb
potential type, justifying the use of atomic balance basis.
Chapter 3

Numerical results

In this chapter we study the convergence of the numerical methods presented in Chapter 2. We will also display the numerical results for two-center problems \((H_2^+ \text{ and } Th_{179}^{179+})\).

3.1 Convergence

We use \(B\)-spline basis functions of order 7 which allowes obtain high accuracy. The boundary conditions are chosen as \(\phi(\xi_{\max}, \eta) = 0\) and \(\chi(\xi_{\max}, \eta) = 0\). We use the number of varieties of elements to obtain precise results after comparing our results with [1] and [2], which are found to be convergent. The tests are the same as those presented in [43]. More specifically, we study and calculate the ground states of dithorium \((Th_{2}^{179+}\) which has \(Z_{1,2} = 90\)) and dihydrogen \((H_2^+\) which has \(Z_{1,2} = 1\)). For dithorium, the semi-inter atomic distance is set to \(R = \frac{1}{90} \approx 0.011111\text{ a.u.}\) while for dihydrogen it is set to \(R \approx 1.000\text{ a.u.}\). On the other hand, the angular momentum is set to \(j_z = 1/2\). The results of the calculation of the ground state-binding energy, which is found using \(B\)-splines (of order 7) and other different mesh sizes, are respectively shown in Table 3.1 and 3.2 for \(H_2^+\) and \(Th_{2}^{179+}\). The results presented in these tables show convergence of the method as the number of elements and the \(B\)-spline order is increased. The results obtained are relatively accurate, although there is a small difference \((\approx 1.86 \times 10^{-8}\% \text{ and } \approx 1.01 \times 10^{-4}\% \text{ for } H_2^+ \text{ and } Th_{2}^{179+}, \text{ respectively})\) between our results and the results presented in [1]. The difference can be explained by a different choice of boundary conditions, different
Table 3.1: Results of the numerical computation for the ground state of H$_2^+$ for different mesh sizes and B-spline of order 7. Here, $N_{\xi,\eta}$ is the number of elements found in each coordinates, while $N^*$ is the total number of the basis functions utilized. The maximum coordinate was fixed to $\xi_{\text{max}} = 30$ a.u. and the angular momentum to $j_z = 1/2$. The calculations are to be compared with the results from [1], where the authors obtained $E_{\text{H}_2^+} = -1.10264158103$ a.u.

<table>
<thead>
<tr>
<th>$N_{\xi}$</th>
<th>$N_{\eta}$</th>
<th>$N^*$</th>
<th>$E_{\text{H}_2^+}$ (a.u.)</th>
<th>Min-max</th>
<th>Kinetic</th>
<th>Atomic</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>8</td>
<td>182</td>
<td>-1.102590816884</td>
<td>-1.10259081695</td>
<td>-1.102590816899</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>240</td>
<td>-1.102638533873</td>
<td>-1.102638533934</td>
<td>-1.102638533914</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>12</td>
<td>306</td>
<td>-1.102641366239</td>
<td>-1.102641366228</td>
<td>-1.102641366222</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>14</td>
<td>380</td>
<td>-1.102641554428</td>
<td>-1.102641554501</td>
<td>-1.102641554498</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>16</td>
<td>462</td>
<td>-1.102641577089</td>
<td>-1.102641577085</td>
<td>-1.102641577079</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>18</td>
<td>552</td>
<td>-1.102641580210</td>
<td>-1.102641580229</td>
<td>-1.102641580219</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>20</td>
<td>650</td>
<td>-1.102641580872</td>
<td>-1.102641580825</td>
<td>-1.102641580823</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.2: Results of the numerical computation for the ground state of Th$_{179}^+$ for different mesh sizes and B-spline of order 7. $N_{\xi,\eta}$ is the number of elements existing in each coordinates, while $N^*$ is the total number of basis functions utilized. The maximum coordinate was fixed to $\xi_{\text{max}} = 15$ a.u. and the angular momentum to $j_z = 1/2$. The calculations are to be compared with the results from [1] and [2], where the authors obtained $E_{\text{Th}_{179}^+} = -9504.77424$ a.u and $E_{\text{Th}_{179}^+} = -9504.752$ a.u.

<table>
<thead>
<tr>
<th>$N_{\xi}$</th>
<th>$N_{\eta}$</th>
<th>$N^*$</th>
<th>$E_{\text{Th}_{179}^+}$ (a.u.)</th>
<th>Min-max</th>
<th>Kinetic</th>
<th>Atomic</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>8</td>
<td>182</td>
<td>-9503.998584802</td>
<td>-9504.592867005</td>
<td>-9503.999825720</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>240</td>
<td>-9504.333585765</td>
<td>-9504.687658554</td>
<td>-9504.333923392</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>12</td>
<td>306</td>
<td>-9504.466070634</td>
<td>-9504.711111628</td>
<td>-9504.466246166</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>14</td>
<td>380</td>
<td>-9504.539502492</td>
<td>-9504.722791962</td>
<td>-9504.539637808</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>16</td>
<td>462</td>
<td>-9504.586247153</td>
<td>-9504.730034585</td>
<td>-9504.586369144</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>18</td>
<td>552</td>
<td>-9504.618392312</td>
<td>-9504.735005730</td>
<td>-9504.618508491</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>20</td>
<td>650</td>
<td>-9504.641636959</td>
<td>-9504.738611929</td>
<td>-9504.641750168</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>24</td>
<td>870</td>
<td>-9504.672557123</td>
<td>-9504.743429586</td>
<td>-9504.672667124</td>
<td></td>
</tr>
</tbody>
</table>
element formulation and different treatment of the Coulomb singularity.

\[ \gamma_{1,2} = \sqrt{|j_z| + \frac{1}{2}}^2 - \alpha^2 Z_{1,2}^2. \]  

(3.1)

During the ground-state calculation, we have \( j_z = 1/2 \) and thus \( 0 < \gamma_{1,2} < 1 \) for \( Z_{1,2} < 137 \). Therefore, the wavefunction tends to have a non-integer power-law behavior close to the singularity. The B-spline basis functions, being polynomials with integer powers, they are unable to reproduce exactly this feature. Moreover, we have that

\[ \gamma_H \approx 0.999947 \quad \text{and} \quad \psi \sim r_{1,2}^{-0.000053}, \]  

(3.2)

\[ \gamma_{\text{Th}} \approx 0.568664 \quad \text{and} \quad \psi \sim r_{1,2}^{-0.431336}, \]  

(3.3)

where \( \gamma_{\text{H, Th}} \) are the gamma associated with a hydrogen or thorium atom. The behavior of the wavefunction \( \psi \) is much closer to a power-law for dihydrogen and therefore, it is better reproduced by the B-splines and thus has a faster convergence. One possible strategy that can be used to apply another prefactor in the basis function, which mimics the correct behavior. For instance, it was proposed to multiply the basis functions in (2.46) can be a feasible option, by \([1, 41, 44]\)

\[ G'_{\xi,\eta} = r_1^{-1+\gamma_1} r_2^{-1+\gamma_2}. \]  

(3.4)

with

\[ r_1 = (\xi + \eta)R, \quad r_2 = (\xi - \eta)R. \]  

(3.5)

where \( r_{1,2} \) are the distances from nucleus 1 and 2. The main problem with this method seems to be the fact that the derivative in the functional becomes singular. To deal with this, a singular coordinate transformation can be performed that allows to transform the singular non-integer behavior near the nuclei to a polynomial approximation \([41, 44]\).

In the following section we compute the full spectrum and the results are shown in Tables 3.3 and 3.4.
3.2 Full spectrum of diatomic molecules

The spectra are calculated using a mesh of 30×30 elements. The other parameters are set to the same values as those ones implemented in the previous subsection, where the convergence of the ground state had been discussed. Moreover, the value of the binding energies in the mass gap (\([-mc^2, mc^2]\)) which corresponds to bound states is shifted by \(mc^2\), by comparison with non-relativistic results. The values in the continua however, are not shifted and are calculated with the Rayleigh-Ritz method only. The result of the dithorium spectrum can be compared to those found in [80]. Both of them are generally in good agreement and compliance, although a small discrepancy can be detected for the higher excited states.

In the Rayleigh-Ritz method, the \(n_{\text{binding}}\) bound state energies shown in Tables 3.3 and 3.4 correspond to (the 2\(N\)'th first eigenvalues) energies in continuum, and 2\(N\) + 1 to 2\(N\) + 1 + \(n_{\text{binding}}\) eigenvalues of matrix \(C\). The other eigenvalues can be associated to the "discretized" negative (the 2\(N\)'th first eigenvalues) and positive (the 2\(N\) + 2 + \(n_{\text{binding}}\)'th to the 4\(N\)'th eigenvalues) energy continua.

The convergence of the excited states is very similar to the ground state. The main reason for this is that all the values are approached from above and the order of convergence is close to the one of the ground state. The same technique applies to the states in the positive energy continuum, that is for \(E \geq mc^2\). Regarding the negative energy states, the convergence occurs from below, however in any other situation, the convergence tends to follow the same trends as the rest of the cases. In addition, the energy values in the continua, particularly the smallest and largest eigenvalues, depend principally on the size of the domain. In each case, the eigenvalues of the positive and negative energy continua accumulate at the points \(mc^2\) and \(−mc^2\), respectively.

Our results in Tables 3.3 and 3.4 show also that as expected there are no spurious eigenvalues.
Table 3.3: Numerical computation of the spectrum of $H_2^+$ for a mesh size of $30 \times 30$ and B-spline of order 7. The states of the positive and negative continua are computed with the Rayleigh-Ritz, Min-Max principle, and Atomic Balance methods. The first 5 states are shown.

<table>
<thead>
<tr>
<th>Bound states</th>
<th>Binding energy (a.u.)</th>
<th>Negative(a.u.)</th>
<th>Positive(a.u.)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Min-max</td>
<td>RR</td>
<td>Atomic</td>
</tr>
<tr>
<td>1</td>
<td>-1.1026413662</td>
<td>-1.1026415808</td>
<td>-1.1026415808</td>
</tr>
<tr>
<td>2</td>
<td>-0.6675525594</td>
<td>-0.6675527718</td>
<td>-0.6675527718</td>
</tr>
<tr>
<td>3</td>
<td>-0.4287795568</td>
<td>-0.4287811584</td>
<td>-0.4287810919</td>
</tr>
<tr>
<td>4</td>
<td>-0.3608697621</td>
<td>-0.3608710695</td>
<td>-0.3608690590</td>
</tr>
<tr>
<td>5</td>
<td>-0.2554175614</td>
<td>-0.2554197033</td>
<td>-0.2553343110</td>
</tr>
</tbody>
</table>
**Table 3.4:** Numerical computation of the spectrum of $\text{Th}_{2}\text{^{179+}}$. The mesh size is indicated in the second line and B-splines are of order 7. The atomic balance shown in last column

<table>
<thead>
<tr>
<th>States</th>
<th>Naive RR</th>
<th>RR</th>
<th>Min-max</th>
<th>Atomic</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$14 \times 14$</td>
<td>$30 \times 30$</td>
<td>$30 \times 30$</td>
<td>$16 \times 16$</td>
</tr>
<tr>
<td>1</td>
<td>-9504.6525442</td>
<td>-9504.7243225</td>
<td>-9504.7475523</td>
<td>-9504.5862992</td>
</tr>
<tr>
<td>2</td>
<td>-6815.3652913</td>
<td>-6815.4657298</td>
<td>-6815.5599111</td>
<td>-6815.3230307</td>
</tr>
<tr>
<td>3</td>
<td>-4127.8799531</td>
<td>-4127.8877478</td>
<td>-4128.1451137</td>
<td>-4127.8197047</td>
</tr>
<tr>
<td>4</td>
<td>-3374.4958326</td>
<td>-3374.5117016</td>
<td>-3374.5143753</td>
<td>-3374.4569981</td>
</tr>
<tr>
<td>5</td>
<td>-2564.1326367</td>
<td>-2564.1559253</td>
<td>-2564.1719708</td>
<td>-2564.0744037</td>
</tr>
<tr>
<td>6</td>
<td>-2455.9453341</td>
<td>-2455.9537953</td>
<td>-2455.9600280</td>
<td>-2455.8837393</td>
</tr>
<tr>
<td>7</td>
<td>-2010.6579407</td>
<td>-2010.6535604</td>
<td>-2010.4321103</td>
<td>-2010.4241948</td>
</tr>
<tr>
<td>8</td>
<td>-1918.5275474</td>
<td>-1918.4056980</td>
<td>-1915.7178408</td>
<td>-1915.6761267</td>
</tr>
<tr>
<td>9</td>
<td>-1649.5111100</td>
<td>-1649.2929148</td>
<td>-1643.9543595</td>
<td>-1643.9320665</td>
</tr>
<tr>
<td>10</td>
<td>-1349.5529034</td>
<td>-1344.0855870</td>
<td>-1313.8071916</td>
<td>-1313.7606899</td>
</tr>
<tr>
<td>11</td>
<td>-1339.1123032</td>
<td>-1333.5368147</td>
<td>-1303.6850950</td>
<td>-1303.6580541</td>
</tr>
<tr>
<td>spurious</td>
<td>-1218.2113620</td>
<td>-1204.6990945</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>-1169.3956263</td>
<td>-1159.1761393</td>
<td>-1089.6415827</td>
<td>-1089.6356220</td>
</tr>
<tr>
<td>13</td>
<td>-1138.5709512</td>
<td>-1131.0151665</td>
<td>-1084.3699127</td>
<td>-1084.3519981</td>
</tr>
<tr>
<td>14</td>
<td>-1046.2053120</td>
<td>-1045.4764538</td>
<td>-1028.1920826</td>
<td>-1028.1912423</td>
</tr>
<tr>
<td>15</td>
<td>-1018.4013912</td>
<td>-984.5252901</td>
<td>-969.6816867</td>
<td>-969.64172165</td>
</tr>
</tbody>
</table>
Chapter 4

Time-dependent Dirac equation

4.1 Discretization of the time-dependent Dirac equation

In this section, we discretize the time-dependent Dirac Equation (TDDE), which is defined as:

\[ i \partial_t \psi = H \psi, \quad (x, t) \in \mathbb{R}^3 \times \mathbb{R}_+, \quad \psi(x, 0) = \psi_0(x), \quad x \in \mathbb{R}^3 \quad (4.1) \]

where \( \psi_0 \) is the initial data and is taken to be a bound state of the time-dependent Dirac operator, that is the eigenfunction associated with the general eigenvalue of \( H_0 \). The TDDE can be written as:

\[
\begin{bmatrix}
\phi(x, t) \\
\chi(x, t)
\end{bmatrix}
= \begin{bmatrix}
V_c(x) + mc^2 & R \\
R & V_c(x) - mc^2
\end{bmatrix}
\begin{bmatrix}
\phi(x, t) \\
\chi(x, t)
\end{bmatrix}
+ \begin{bmatrix}
0 & -e \sigma \cdot A(t) \\
-e \sigma \cdot A(t) & 0
\end{bmatrix}
\begin{bmatrix}
\phi(x, t) \\
\chi(x, t)
\end{bmatrix},
\]

where \( R := \sigma \cdot (-ic\nabla - eA(t)) \), and \( \sigma \) are the Pauli matrices and \( eA \) is the electromagnetic field:
where \( R_0 = \mathbf{\alpha} \cdot (-ic\nabla) \). We introduce a \( B \)-spline basis defined using the atomically balanced operator described in 2.6.2, which gives the \( j \)'th basis function spinor as:

\[
\begin{bmatrix}
\phi_{1,j} \\
\phi_{2,j} \\
\chi_{1,j} \\
\chi_{2,j}
\end{bmatrix} = \begin{bmatrix}
B_j^{(1)} \\
B_j^{(2)} \\
\frac{ic}{2mc^2 - V_c} \left\{ -\partial_r - \frac{\mu_2}{r} \right\} B_j^{(2)} - \partial_z B_j^{(1)} \\
\frac{ic}{2mc^2 - V_c} \left\{ -\partial_r + \frac{\mu_1}{r} \right\} B_j^{(1)} + \partial_z B_j^{(2)}
\end{bmatrix}
\]

(4.2)

where \( \mu_{1,2} := j_z \mp 1/2 \) and \( B_j \) are a basis spinor. The weak form of the TDDE is given by:

\[
\langle B_j | \partial_t \psi \rangle_{L^2(\mathbb{R}^3, \mathbb{C}^4)} = \langle B_j | H \psi \rangle_{L^2(\mathbb{R}^3, \mathbb{C}^4)}, \quad \text{for} \ j \in [1, N].
\]

(4.3)

We can write this equation as:

\[
\langle \phi_j | \partial_t \phi \rangle_{L^2(\mathbb{R}^3, \mathbb{C}^2)} + \langle \chi_j | \partial_t \chi \rangle_{L^2(\mathbb{R}^3, \mathbb{C}^2)} = \langle \phi_j | (V_c + mc^2) \phi \rangle_{L^2(\mathbb{R}^3, \mathbb{C}^2)} + \langle \chi_j | (V_c - mc^2) \chi \rangle_{L^2(\mathbb{R}^3, \mathbb{C}^2)}
+ \langle \phi_j | R_0 \chi \rangle_{L^2(\mathbb{R}^3, \mathbb{C}^2)} + \langle \chi_j | R_0 \phi \rangle_{L^2(\mathbb{R}^3, \mathbb{C}^2)}
- e\langle \phi_j | (\mathbf{\sigma} \cdot \mathbf{A}) \chi \rangle_{L^2(\mathbb{R}^3, \mathbb{C}^2)} - e\langle \chi_j | (\mathbf{\sigma} \cdot \mathbf{A}) \phi \rangle_{L^2(\mathbb{R}^3, \mathbb{C}^2)},
\]

(4.4)

for \( j \in [1, N] \). These equations are then discretized using the following expansion for the wavefunction as

\[
\begin{align*}
\phi_1(t, \xi, \eta) & = \sum_{n=1}^{N} a_n^{(1)}(t) B_n^{(1)}(\xi, \eta), \\
\phi_2(t, \xi, \eta) & = \sum_{n=1}^{N} a_n^{(2)}(t) B_n^{(2)}(\xi, \eta), \\
\chi_1(t, \xi, \eta) & = \frac{ic}{2mc^2 - V_c} \sum_{n=1}^{N} \left\{ c_n^{(2)}(t) \left[ -\partial_r - \frac{\mu_2}{r} \right] B_n^{(2)}(\xi, \eta) - c_n^{(1)}(t) \partial_z B_n^{(1)}(\xi, \eta) \right\}, \\
\chi_2(t, \xi, \eta) & = \frac{ic}{2mc^2 - V_c} \sum_{n=1}^{N} \left\{ c_n^{(1)}(t) \left[ -\partial_r + \frac{\mu_1}{r} \right] B_n^{(1)}(\xi, \eta) + c_n^{(2)}(t) \partial_z B_n^{(2)}(\xi, \eta) \right\},
\end{align*}
\]
where $\mu_1 = j_z - 1/2$ and $\mu_2 = j_z + 1/2$ (remember that $j_z$ is the angular momentum projection on the z-axis) $\phi_{1,2}, \chi_{1,2}$ are the large and small components respectively in the atomically balanced basis.

We then obtain a spatial discretization:

$$i S \dot{a}(t) = (C + D(t)) a(t)$$

with $a(t) = [a_1^{(1)}(t), ..., a_n^{(1)}(t), a_1^{(2)}(t), ..., a_n^{(2)}(t), c_1^{(1)}(t), ..., c_n^{(1)}(t), c_1^{(2)}(t), ..., c_n^{(2)}(t)]$, the time dependent unknown.

There are various types of scheme that can be used for the time discretization:

- Explicit Euler scheme:

$$S a^{n+1} = S a^n - i \Delta t_n (C + D^n) a^n$$

where $a^n = a(t_n)$ for $n \in N$.

- Semi-implicit scheme (Crank-Nicolson scheme):

$$S a^{n+1} = S a^n - \frac{\Delta t_n}{2} (C + D^n) a^n - i \frac{\Delta t_n}{2} (C + D^{n+1}) a^{n+1} \quad (4.5)$$

- Other time discretizations are naturally possible, such as Runge-Kutta or Simplicetic integration schemes [81],

$$a(t_f) = T \exp \left[ -i \int_{t_i}^{t_f} S^{-1} (C + D(t)) \right] a(t_i) = \exp \left[ -i S^{-1} (C + D(t_i + \delta t/2)) \right] a(t_i) + O(\delta t^3) \quad (4.6)$$

Matrices $S, C$, are identical to the ones defined above. The only time-dependent matrix $D(t)$ is the one that includes the electromagnetic field. It is obtained by discretizing in space the following terms of the weak functional:

$$D(t) := -e \langle \phi_j | (\sigma \cdot A(t)) \chi \rangle_{L^2(\mathbb{R}^3, \mathbb{C}^2)} - e \langle \chi_j | (\sigma \cdot A(t)) \phi \rangle_{L^2(\mathbb{R}^3, \mathbb{C}^2)} \quad (4.7)$$
By using the basis expansion, it can be written as

\[
D = \begin{bmatrix}
0 & 0 & D^{(3)}_{11} & D^{(3)}_{12} \\
0 & 0 & D^{(3)}_{21} & D^{(3)}_{22} \\
D^{(4)}_{11} & D^{(4)}_{12} & 0 & 0 \\
D^{(4)}_{21} & D^{(4)}_{22} & 0 & 0
\end{bmatrix}.
\]  

(4.8)

\[
[D^{(3)}_{11}]_{ij} = i e \int d^3x \left\{ A_z B_i^{(1)} (\partial_z B_j^{(1)}) - (A_r - iA_\theta) \left[ -B_i^{(1)} (\partial_r B_j^{(1)}) + \frac{\mu_1}{r} B_i^{(1)} B_j^{(1)} \right] \right\} \quad \times \frac{c}{2mc^2 - V_c}
\]  

(4.9)

\[
[D^{(3)}_{22}]_{ij} = i e \int d^3x \left\{ A_z B_i^{(2)} (\partial_z B_j^{(2)}) - (A_r + iA_\theta) \left[ -B_i^{(2)} (\partial_r B_j^{(2)}) - \frac{\mu_2}{r} B_i^{(2)} B_j^{(2)} \right] \right\} \quad \times \frac{c}{2mc^2 - V_c}
\]  

(4.10)

\[
[D^{(3)}_{12}]_{ij} = i e \int d^3x \left\{ -(A_r - iA_\theta) B_i^{(1)} (\partial_z B_j^{(2)}) - A_z \left[ -B_i^{(1)} (\partial_r B_j^{(2)}) - \frac{\mu_1}{r} B_i^{(1)} B_j^{(2)} \right] \right\} \quad \times \frac{c}{2mc^2 - V_c}
\]  

(4.11)

\[
[D^{(3)}_{21}]_{ij} = i e \int d^3x \left\{ (A_r + iA_\theta) B_i^{(2)} (\partial_z B_j^{(1)}) + A_z \left[ -B_i^{(2)} (\partial_r B_j^{(1)}) + \frac{\mu_1}{r} B_i^{(2)} B_j^{(1)} \right] \right\} \quad \times \frac{c}{2mc^2 - V_c}
\]  

(4.12)
and

\[ [D_{11}^{(4)}]_{ij} = i e \int d^3 x \left\{ -A_z (\partial_z B^{(1)}_i) B^{(1)}_j + (A_r + i A_\theta) \left[ -(\partial_r B^{(1)}_i) B^{(1)}_j + \frac{\mu_1}{r} B^{(1)}_i B^{(1)}_j \right] \right\} \times \frac{c}{2 mc^2 - V_c} \] (4.13)

\[ [D_{22}^{(4)}]_{ij} = i e \int d^3 x \left\{ -A_z (\partial_z B^{(2)}_i) B^{(2)}_j + (A_r - i A_\theta) \left[ -(\partial_r B^{(2)}_i) B^{(2)}_j - \frac{\mu_2}{r} B^{(2)}_i B^{(2)}_j \right] \right\} \times \frac{c}{2 mc^2 - V_c} \] (4.14)

\[ [D_{12}^{(4)}]_{ij} = i e \int d^3 x \left\{ -(A_r - i A_\theta) (\partial_z B^{(1)}_i) B^{(2)}_j - A_z \left[ -(\partial_r B^{(1)}_i) B^{(2)}_j + \frac{\mu_1}{r} B^{(1)}_i B^{(2)}_j \right] \right\} \times \frac{c}{2 mc^2 - V_c} \] (4.15)

\[ [D_{21}^{(4)}]_{ij} = i e \int d^3 x \left\{ (A_r + i A_\theta) (\partial_z B^{(2)}_i) B^{(1)}_j + A_z \left[ -(\partial_r B^{(2)}_i) B^{(1)}_j - \frac{\mu_2}{r} B^{(2)}_i B^{(1)}_j \right] \right\} \times \frac{c}{2 mc^2 - V_c} \] (4.16)

A prolate spheroidal coordinates are used to numerically evaluate these integrals.
4.2 Mathematical properties

The semi discrete scheme has several nice mathematical properties which are now detailed.

- $S$ is an Hermitian matrix (and thus has real eigenvalues). Although 0 can be an eigenvalue, it will be necessarily unique, as no spectral pollution is expected with atomically balanced bases [27].

- The use of prolate spheroidal coordinates leads to a very convenient position for local mesh refinement of the molecule nuclei at the corners of the domain.

- One of the main advantages of the proposed approach, comes from the fact that the TDDE solver is consistent with the eigenvalue solver. In particular in the field-free case, we have:

\[
    i \partial_t \psi = H_0 \psi, \quad \psi(\cdot, 0) = \phi_0(\cdot)
\]

where $H_0\phi_0 = E_0\phi_0$, with $E_0$ the ground state energy, has the following exact solution $\phi_0(\cdot) \exp(-iE_0t)$. This property is satisfied at the discrete level up to the order of the time discretization, as the numerical ground state is constructed using the same atomically balanced basis and same mesh as the TDDE solver. Indeed, in that case, $D$ is identically zero and the semi-discrete scheme is written as, for $t \geq 0$

\[
i S\dot{a}(t) = C a(t)
\]

with $a(0)$, defined by $C a(0) = E_0 S a(0)$. From the explicit scheme:

\[
S a^1 = S a(0) - i \Delta t_0 C a(0) = S a(0) - i \Delta t_0 E_0 S a(0)
\]

That is:

\[
a^1 = (1 - i \Delta t_0 E_0) a(0)
\]
That is by induction and for time steps $\Delta t_i$:

$$iSa\left(\sum_{l=0}^{n} \Delta t_l\right) = Ca\left(\sum_{l=0}^{n} \Delta t_l\right)$$

Assuming that $a^n = \Pi_{t=0}^{n-1} (1 - i\Delta t E_0) a(0)$ and from

$$Sa^{n+1} = (S - i\Delta t_n C)a^n$$

we have by induction

$$a^{n+1} = (1 - i\Delta t_n E_0) a^n = \Pi_{t=0}^{n} (1 - i\Delta t E_0) a(0)$$

where $a^n = [a_1^{(1),n}, a_1^{(2),n}, a_N^{(1),n}, a_N^{(2),n}, c_1^{(1),n}, c_1^{(2),n}, ..., c_N^{(1),n}, c_N^{(2),n}]$, which leads to the expected result as

$$\Pi_{t=0}^{n} (1 - i\Delta t E_0) = 1 - iE_0 \sum_{l=0}^{n} \Delta t_l + O(n\Delta t^2) = \exp(-iE_0 \sum_{l=0}^{n} \Delta t_l) + O(n\Delta t^2)$$

where $\Delta t_\infty = \max_{0 \leq j \leq n} \Delta t_j$. This property trivially satisfied is very important from a practical point of view.

In the case of a semi-implicit (Crank-Nicolson) scheme, we then get

$$Sa^1 = Sa(0) - \frac{i\Delta t_0}{2}Ca(0) - \frac{i\Delta t_0}{2}Ca^1$$

that is

$$Sa^1 = Sa(0) - \frac{i\Delta t_0}{2}E_0Sa(0) - \frac{i\Delta t_0}{2}Ca^1$$

then

$$(S + \frac{\Delta t_0}{2}C)a^1 = S(1 - \frac{i\Delta t_0}{2}E_0)a(0)$$

That is

$$a^1 = (1 - \frac{i\Delta t_0}{2}E_0)(S + \frac{\Delta t_0}{2}C)^{-1}Sa(0)$$
Now for $\Delta t_0$ small enough

$$\left(S + i \frac{\Delta t_0}{2} C\right)^{-1} = \left(\mathbb{I} - i \frac{\Delta t_0}{2} S^{-1} C - \frac{\Delta t_0^2}{4} \left(S^{-1} C\right)^2\right) S^{-1} + \mathcal{O}(\Delta t_0^3)$$

so that

$$a^1 = e^{-i \Delta t_0 E_0} a(0) + \mathcal{O}(\Delta t_0^3)$$

By induction, we get

$$a^{n+1} = \Pi_{l=1}^{n} \left[\left(\mathbb{I} + i \frac{\Delta t_l}{2} S^{-1} C\right)^{-1} \left(\mathbb{I} - i \frac{\Delta t_l}{2} S^{-1} C\right)\right] a(0) = e^{-i E_0 \sum_{l=0}^{n} \Delta t_l} a(0) + \mathcal{O}(n \Delta t_0^3)$$

and conclude again using similar arguments.

- From above, stability is ensured in the explicit case when the spectral radius of the discrete evolution operator satisfies

$$\rho\left(\Pi_{l=0}^{n} \left(\mathbb{I} - i \Delta t_l S^{-1} (C + D^l)\right)\right) \leq 1.$$ 

In the field-free case (there is no electromagnetic field), the spectrum was computed using the atomic balanced method. In that case, and as proven by Lewin [17], there is no spurious eigenvalue and all the eigenvalues are also real. We can conclude that, assuming that the eigenvalue solver is exact, the explicit scheme is theoretically unstable. In the semi-implicit case, the scheme writes

$$Sa^{n+1} = Sa^n - i \frac{\Delta t_n}{2} (C + D^n)a^n - i \frac{\Delta t_n}{2} (C + D^{n+1})a^{n+1}$$

so that, we formally have

$$a^{n+1} = \Pi_{l=0}^{n} \left(\mathbb{I} + i \frac{\Delta t_l}{2} S^{-1} (C + D^{l+1})\right)^{-1} \left(\mathbb{I} - i \frac{\Delta t_l}{2} S^{-1} (C + D^l)\right) a^0$$

The requirement for stability is then that

$$\rho\left(\Pi_{l=0}^{n} \left(\mathbb{I} + i \frac{\Delta t_l}{2} S^{-1} (C + D^{l+1})\right)^{-1} \left(\mathbb{I} - i \frac{\Delta t_l}{2} S^{-1} (C + D^l)\right)\right) \leq 1$$
Note that in the laser-free case

\[ \rho \left( \Pi_{i=0}^{n} (I + i \frac{\Delta t}{2} S^{-1} C)^{-1} (I - i \frac{\Delta t}{2} S^{-1} C) \right) \leq \Pi_{i=0}^{n} \rho \left( (I + i \frac{\Delta t}{2} S^{-1} C)^{-1} (I - i \frac{\Delta t}{2} S^{-1} C) \right) \leq 1 \]

Now as \( S^{-1} C \) has real eigenvalues, this condition is trivially satisfied and then, as

\[ \rho \left( (I + i \frac{\Delta t}{2} S^{-1} C)^{-1} (I - i \frac{\Delta t}{2} S^{-1} C) \right) = 1 \]

and as a consequence, \( |a^{n+1}| \leq |a^0| \), where \( |a^0| \) denotes the \( \ell^2 \) norm of \( a^0 \), and is dependent of the order of the B-splines which are used. In the laser-field case with electromagnetic field, note that \( S^{-1} (C + D^n) \) does not necessarily have real eigenvalues. By regularity of the electromagnetic field, we can however deduce that \( D^{n+1} = D^n + O(\Delta t^n) \). We can reformulate the problem into

\[ \rho \left( \frac{I + i \Delta t A^n}{I + i \Delta t A^n + O(\Delta t^n)} \right) \leq 1 \]

for some complex matrix \( A^n \). The stability condition is ensured up to a \( \Delta t_n^2 \) term at each time iteration. For the same reasons as above, the following scheme would then be stable:

\[ Sa^{n+1} = Sa^n - i \frac{\Delta t_n}{2} (C + D^n)a^n - i \frac{\Delta t_n}{2} (C + D^n)a^{n+1} \]

• We assume that for \( \psi_0 \in H \) the solution to TDDE (4.1) formally belongs to \( C^1(0, T; V) \), where \( V \subseteq L^2(\mathbb{R}^3, \mathbb{C}^4) \) is an Hilbert space compactly imbedded and dense in \( H \) and approximated by a finite dimensional vector space \( V_N \). We also assume that \( (B_j)_j := [(B_j(1,2), \chi_j^{(1,2)})_{1 \leq j \leq N}] \) is a basis of \( V_N \), such that \( \overline{V_N}^V = V \). Although a full mathematical study of the well-posedness of

\[ i \partial_t \psi = H(t) \psi, \quad \psi(0, \cdot) = \psi_0(\cdot) \]
would be necessary to determine $V$ and $H$, we can still give some relevant information about the error estimate without an explicit knowledge of these spaces. We follow the usual procedure, which is for instance presented in [82]. Under the above assumptions we define the canonical projector, $P_{hN}$, from $V$ to $V_N$ as follows

$$P_{hN} \psi(t_n) = \sum_{j=1}^{N} \psi_j(t_n) \otimes B_j$$

with $B_j \in V_N$ and

$$\psi_j(t_n) = \langle \psi(t_n, \cdot) | B_j \rangle_{L^2(\mathbb{R}^3, \mathbb{C}^4)}$$

The numerical approximation $\psi_{hN}^n$ is defined as follows

$$\psi_{hN}^n = \sum_{j=1}^{N} \psi_{hN,j}^n \otimes B_j$$

where

$$\psi_{hN,j}^n = [a^{(1,2)}(t_n)_j, c^{(1,2)}(t_n)_j]^T \in \mathbb{C}^4$$

and the numerical error:

$$e_{hN}^n := \psi_{hN}^n - P_{hN} \psi(t_n) = \sum_{j=1}^{N} \left( \psi_{hN,j}^n - \psi_j(t_n) \right) \otimes B_j$$

We also set:

$$e_j^n := \langle e_{hN}^n | B_j \rangle_{L^2(\mathbb{R}^3, \mathbb{C}^4)}$$

Now from the scheme

$$\frac{1}{\Delta t_n} \langle \psi_{hN}^{n+1} - \psi_{hN}^n | B_j \rangle_{L^2(\mathbb{R}^3, \mathbb{C}^4)} + \frac{1}{2} \langle H(t_{n+1}) \psi_{hN}^{n+1} - H(t_n) \psi_{hN}^n | B_j \rangle_{L^2(\mathbb{R}^3, \mathbb{C}^4)} = 0$$
we get

\[
\frac{1}{\Delta t_n} \langle \psi_{hN}^{n+1} - P_{hN} \psi(t_{n+1}) | \mathcal{B}_j \rangle_{L^2(\mathbb{R}^3, \mathbb{C}^4)} - \frac{1}{\Delta t_n} \langle \psi_{hN}^n - P_{hN} \psi(t_n) | \mathcal{B}_j \rangle_{L^2(\mathbb{R}^3, \mathbb{C}^4)} \\
+ \frac{1}{2} \langle H(t_{n+1}) \psi_{hN}^{n+1} - H(t_n) \psi_{hN}^n | \mathcal{B}_j \rangle_{L^2(\mathbb{R}^3, \mathbb{C}^4)} = \frac{1}{\Delta t_n} \langle P_{hN} \psi(t_n) - P_{hN} \psi(t_{n+1}) | \mathcal{B}_j \rangle_{L^2(\mathbb{R}^3, \mathbb{C}^4)}
\]

which can also be rewritten

\[
\frac{1}{\Delta t_n} \langle \psi_{hN}^{n+1} - P_{hN} \psi(t_{n+1}) | \mathcal{B}_j \rangle_{L^2(\mathbb{R}^3, \mathbb{C}^4)} - \frac{1}{\Delta t_n} \langle \psi_{hN}^n - P_{hN} \psi(t_n) | \mathcal{B}_j \rangle_{L^2(\mathbb{R}^3, \mathbb{C}^4)} \\
+ \frac{1}{2} \langle H(t_{n+1}) (\psi_{hN}^{n+1} - P_{hN} \psi(t_{n+1})) | \mathcal{B}_j \rangle_{L^2(\mathbb{R}^3, \mathbb{C}^4)} + \frac{1}{2} \langle H(t_n) (\psi_{hN}^n - P_{hN} \psi(t_n)) | \mathcal{B}_j \rangle_{L^2(\mathbb{R}^3, \mathbb{C}^4)} \\
= \frac{1}{\Delta t_n} \langle P_{hN} \psi(t_n) - P_{hN} \psi(t_{n+1}) | \mathcal{B}_j \rangle_{L^2(\mathbb{R}^3, \mathbb{C}^4)} - \frac{1}{2} \langle H(t_{n+1}) P_{hN} \psi(t_{n+1}) \rangle_{L^2(\mathbb{R}^3, \mathbb{C}^4)}
\]

That is

\[
\frac{1}{\Delta t_n} \langle \epsilon_{hN}^{n+1} - \epsilon_{hN}^n | \mathcal{B}_j \rangle_{L^2(\mathbb{R}^3, \mathbb{C}^4)} + \frac{1}{2} \langle H(t_{n+1}) \epsilon_{hN}^{n+1} | \mathcal{B}_j \rangle_{L^2(\mathbb{R}^3, \mathbb{C}^4)} + \frac{1}{2} \langle H(t_n) \epsilon_{hN}^n | \mathcal{B}_j \rangle_{L^2(\mathbb{R}^3, \mathbb{C}^4)} \\
= \frac{1}{\Delta t_n} \langle P_{hN} \psi(t_n) - P_{hN} \psi(t_{n+1}) | \mathcal{B}_j \rangle_{L^2(\mathbb{R}^3, \mathbb{C}^4)} \\
- \frac{1}{2} \langle H(t_{n+1}) P_{hN} (t_{n+1}) + H(t_n) P_{hN} \psi(t_n) | \mathcal{B}_j \rangle_{L^2(\mathbb{R}^3, \mathbb{C}^4)}
\]

We set

\[
\epsilon_{hN}^n := \frac{1}{\Delta t_n} \left( P_{hN} \psi(t_n) - P_{hN} \psi(t_{n+1}) \right) - \frac{1}{2} \left( H(t_{n+1}) P_{hN} (t_{n+1}) + H(t_n) P_{hN} \psi(t_n) \right)
\]

which is also equal to

\[
\langle \epsilon_{hN}^n | \mathcal{B}_j \rangle_{L^2(\mathbb{R}^3, \mathbb{C}^4)} = \left\langle \frac{1}{\Delta t_n} \left( P_{hN} \psi(t_n) - P_{hN} \psi(t_{n+1}) \right) - \frac{1}{2} H(t_{n+1}) \left( P_{hN} \psi(t_{n+1}) - \psi(t_{n+1}, \cdot) \right) \\
- \frac{1}{2} H(t_n) \left( P_{hN} \psi(t_n) - \psi(t_n, \cdot) \right) + \frac{1}{2} H(t_{n+1}) \psi(t_{n+1}, \cdot) \\
+ \frac{1}{2} H(t_n) \psi(t_n, \cdot) | \mathcal{B}_j \right\rangle_{L^2(\mathbb{R}^3, \mathbb{C}^4)}
\]
From
\[
\frac{d}{dt}(P_{hN}\psi) = P_{hN} \frac{\partial \psi}{\partial t}
\]
and for all \(j\) and all \(n \geq 1\)
\[
\left\langle \frac{\partial \psi}{\partial t}(t_n, \cdot) \right| B_j \right\rangle_{L^2(\mathbb{R}^3, \mathcal{C}^4)} = \left\langle H(t_n)\psi(t_n, \cdot) \right| B_j \right\rangle_{L^2(\mathbb{R}^3, \mathcal{C}^4)}
\]
So that
\[
\langle \epsilon_{hN} | B_j \rangle_{L^2(\mathbb{R}^3, \mathcal{C}^4)} = \left\langle \frac{1}{\Delta t_n}(P_{hN}\psi(t_n) - P_{hN}\psi(t_{n+1})) + \frac{1}{2} \frac{\partial \psi}{\partial t}(t_n, \cdot) + \frac{1}{2} \frac{\partial \psi}{\partial t}(t_{n+1}, \cdot) - H(t_{n+1}) (P_{hN}\psi(t_{n+1}) - \psi(t_{n+1}, \cdot))
\right. \\
- \left. \frac{1}{2} H(t_n) (P_{hN}\psi(t_n) - \psi(t_n, \cdot)) \right| B_j \right\rangle_{L^2(\mathbb{R}^3, \mathcal{C}^4)}
\]
We now set
\[
\delta_{hN}^n := \frac{1}{\Delta t_n}(P_{hN}\psi(t_n) - P_{hN}\psi(t_{n+1})) + \frac{1}{2} \frac{\partial \psi}{\partial t}(t_n, \cdot) + \frac{1}{2} \frac{\partial \psi}{\partial t}(t_{n+1}, \cdot)
\]
and
\[
\nu_{hN}^n = -\frac{1}{2} H(t_{n+1}) (P_{hN}\psi(t_{n+1}) + \psi(t_{n+1}, \cdot)) + H(t_n) (P_{hN}\psi(t_n) - \psi(t_n, \cdot))
\]
with \(\epsilon_{hN}^n = \delta_{hN}^n + \nu_{hN}^n\). Following [82] and assuming that \(\psi \in C^3(0, T; H)\) we get
\[
|\delta_{hN}^n|_H \leq \frac{\Delta t_n}{8} \int_{t_n}^{t_{n+1}} \left| \frac{\partial^3 \psi}{\partial t^3}(s) \right|_H ds + \frac{1}{\Delta t_n} \int_{t_n}^{t_{n+1}} \left| (I - P_{hN}) \frac{\partial \psi}{\partial t}(s) \right|_H ds
\]
Note that \(\langle \nu_{hN}^n | B_j \rangle_{L^2(\mathbb{R}^3, \mathcal{C}^4)}\) goes to zero when \(h \to 0\), due to the density of \(V_N\) is \(V\). Details are skipped (at this stage). Finally, from
\[
\frac{1}{\Delta t_n} \langle \epsilon_{hN}^{n+1} - \epsilon_{hN}^n | B_j \rangle_{L^2(\mathbb{R}^3, \mathcal{C}^4)} + \frac{1}{2} \langle H(t_{n+1})\epsilon_{hN}^{n+1} + H(t_n)\epsilon_{hN}^n | B_j \rangle_{L^2(\mathbb{R}^3, \mathcal{C}^4)} = \Delta t_n \langle \delta_{hN}^n + \nu_{hN}^n | B_j \rangle_{L^2(\mathbb{R}^3, \mathcal{C}^4)}
\]
we have, without approximation

\[ \mathbf{S} \mathbf{e}_n^{n+1} = \mathbf{S} \mathbf{e}_n - \frac{i \Delta t_n}{2} (\mathbf{C} + \mathbf{D}^n) \mathbf{e}_n - \frac{i \Delta t_n}{2} (\mathbf{C} + \mathbf{D}^{n+1}) \mathbf{e}_n + \Delta t_n (\delta^n + \nu^n) \]

where

\[ \mathbf{e}_n = \left[ \psi_1^{(1)}(t_n) - a_1^{(1),n}, ..., \psi_{h_N}^{(1)}(t_n) - a_{h_N}^{(1),n}, \psi_1^{(2)}(t_n) - a_1^{(2),n}, ..., \psi_{h_N}^{(2)}(t_n) - a_{h_N}^{(2),n}, \right. \\
\left. \psi_1^{(3)}(t_n) - c_1^{(1),n}, ..., \psi_{h_N}^{(3)}(t_n) - c_{h_N}^{(1),n}, \psi_1^{(4)}(t_n) - c_1^{(2),n}, ..., \psi_{h_N}^{(4)}(t_n) - c_{h_N}^{(2),n} \right] \]

and \( \delta^n = \left( \langle \delta^n | \mathcal{B}_j \rangle \right)_{L^2(\mathbb{R}^3, \mathbb{C}^4)} \), \( \nu^n = \left( \langle \nu^n | \mathcal{B}_j \rangle \right)_{L^2(\mathbb{R}^3, \mathbb{C}^4)} \). Now we deduce

\[ \left( \mathbf{S} + \frac{i \Delta t_n}{2} (\mathbf{C} + \mathbf{D}^{n+1}) \right) \mathbf{e}_n^{n+1} = \left( \mathbf{S} - \frac{i \Delta t_n}{2} (\mathbf{C} + \mathbf{D}^n) \right) \mathbf{e}_n + \Delta t_n (\delta^n + \nu^n) \]

Then

\[ \mathbf{e}_n^{n+1} = \left( \mathbf{S} + \frac{i \Delta t_l}{2} (\mathbf{C} + \mathbf{D}^{l+1}) \right)^{-1} \left( \mathbf{S} - \frac{i \Delta t_l}{2} (\mathbf{C} + \mathbf{D}^l) \right) \mathbf{e}_n \]

\[ + \Delta t_n \left( \mathbf{S} + \frac{i \Delta t_l}{2} (\mathbf{C} + \mathbf{D}^{n+1}) \right)^{-1} (\delta^n + \nu^n) \]

Finally from

\[ |\psi_{h_N}^n - \psi(t_n, \cdot)|_H \leq |\psi_{h_N}^n - P_{h_N} \psi(t_n)|_H + |(I - P_{h_N}) \psi(t_n, \cdot)|_H \]

Under the strong but reasonable assumptions for TDDE (4.1) that made at the beginning of this paragraph, we can formally conclude of the convergence of the method.
Chapter 5

Conclusion

In this thesis, we studied some computational methods for solving the Dirac Equation for both time-independent and time-dependent cases. In this purpose, a Galerkin method is applied using B-spline basis function with prolate spheroidal coordinates. This choice of coordinate system is very convenient for the numerical implementation because the Coulomb singularities are located in domain boundaries. In particular we investigated the numerical convergence of Galerkin techniques combined with atomically balanced operator which allows us to avoid spectral pollution for the Dirac operator. Specifically, we studied and calculated the ground and excited states of two-center problems (molecules $H_2^+$ and $Th_2^{197+}$). We use the number of different elements to obtain accurate results and we found that our results are very closed to those in the literature. High order B-spline basis functions were also used to obtain high accuracy. We computed the full spectrum of $H_2^+$ and $Th_2^{197+}$ using a mesh of $30 \times 30$ elements. We concluded that, there were no spurious eigenvalue in these numerical results. The solution obtained from these methods can be used as an initial data and is taken to be a Cauchy data of the time dependent Dirac equation (TDDE). In this equation Galerkin methods combined with atomically balanced operator are used to determine the time dependent unknown coefficients. The numerical methods for solving the TDDE have already been implemented on a high performance computer and will be tested in the new future.
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