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Abstract

Databases may not always satisfy their integrity constraints (ICs) and a number of different reasons can be held accountable for this. However, in most cases an important part of the data is still consistent with the ICs, and can still be retrieved through queries posed to the database. Consistent query answers are characterized as ordinary answers obtained from every minimally repaired and consistent version of the database. Database repairs wrt a wide class of ICs can be specified as stable models of disjunctive logic programs. Thus, Consistent Query Answering (CQA) for first-order queries is translated into cautious reasoning under the stable models semantics.

The use of logic programs does not exceed the intrinsic complexity of CQA. However, using them in a straightforward manner is usually inefficient. The goal of this thesis is to develop optimized techniques to evaluate queries over inconsistent databases by using logic programs. More specifically, we optimize the structure of programs, model computation, and evaluation of queries from them. We develop a system which implements optimized logic programs and efficient methods to compute consistent answers to first-order queries.

Moreover, we propose the use of the well-founded semantics (WFS) as an alternative way to obtain consistent answers. We show that for a certain class of queries and ICs, the well founded interpretation of a program retrieves the same consistent answers as the stable models semantics. The WFS has lower data complexity than the stable models semantics.

We also extend the use of logic programs for retrieving consistent answers to aggregate queries, and we develop a repair semantics for Multidimensional Databases.
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Chapter 1

Introduction

Integrity constraints (ICs) play an important role in databases. They capture the intended meaning (semantics) of the data in the database. Nevertheless, databases may become inconsistent wrt ICs due to several reasons:

(a) In virtual data integration [54] of multiple data sources, that are possibly individually consistent regarding local ICs, the system may become inconsistent wrt the global ICs.

(b) A stand alone relational database management system may not have mechanisms to express/maintain certain ICs.

(c) In legacy systems, data may not satisfy new semantic constraints.

(d) In the presence of user or informational constraints, which are used, but not necessarily enforced by the system, etc.

Even though, ICs may be violated by databases, in most cases only a small portion of the data is inconsistent wrt those ICs. Moreover, an inconsistent database can still give us useful information. In addition, it could be impossible or simply undesirable to restore consistency of the database, because (a) There is no permission to modify the data. (b) It is an expensive process. (c) There are no mechanisms to enforce the ICs. (d) It can be better for performance purposes not to enforce them, etc.

Thus, if the inconsistent database is going to be queried we need to distinguish between the data (database tuples) that is affected by ICs violations and the data
that is not. Therefore, it becomes necessary and reasonable to develop methods for retrieving consistent answers to queries from inconsistent databases.

The notion of consistent answer to a first-order (FO) query was initially defined in [2], along with a mechanism for computing them. Intuitively, a ground tuple $\bar{t}$ is a consistent answer to a query $Q(\bar{x})$ in a database instance $D$ if it is an (ordinary) answer to $Q(\bar{x})$ in every minimal, under set inclusion, repair of $D$. A repair is a database instance $D'$ over the same schema that is obtained from $D$ by deleting or inserting whole database tuples, satisfies the ICs, and departs minimally from $D$ under set inclusion.

**Example 1.1** Consider the database schema $\text{Student}(\text{Name}, \text{Depart})$. The functional dependency (FD) $\text{Name} \rightarrow \text{Depart}$ establishes that each student name is associated with a unique department value. The first two tuples of the following database instance violate the functional dependency:

<table>
<thead>
<tr>
<th>Student</th>
<th>Name</th>
<th>Depart</th>
</tr>
</thead>
<tbody>
<tr>
<td>smith</td>
<td>cs</td>
<td></td>
</tr>
<tr>
<td>smith</td>
<td>math</td>
<td></td>
</tr>
<tr>
<td>jones</td>
<td>math</td>
<td></td>
</tr>
</tbody>
</table>

Consistency can be minimally restored by deleting either tuple $\text{Student}(\text{smith}, \text{cs})$ or tuple $\text{Student}(\text{smith}, \text{math})$. If we delete both tuples, the resulting database is not a repair since it does not satisfy minimality. Therefore, there are two database repairs:

<table>
<thead>
<tr>
<th>Student</th>
<th>Name</th>
<th>Depart</th>
</tr>
</thead>
<tbody>
<tr>
<td>smith</td>
<td>cs</td>
<td></td>
</tr>
<tr>
<td>jones</td>
<td>math</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Student</th>
<th>Name</th>
<th>Depart</th>
</tr>
</thead>
<tbody>
<tr>
<td>smith</td>
<td>math</td>
<td></td>
</tr>
<tr>
<td>jones</td>
<td>math</td>
<td></td>
</tr>
</tbody>
</table>

We can see that certain information persists in the repairs, e.g. tuple $\text{Student}(\text{jones}, \text{math})$ is in both repairs, since it does not violate the FD. On the other hand, the
inconsistent tuples $\text{Student}(\text{smith, cs})$ and $\text{Student}(\text{smith, math})$ do not persist in all the repairs. If we want to know the name of the students in the $\text{math}$ department, we can pose the query $\text{Student}(x, \text{math})$. The answer to this query is $(\text{jones})$ in both repairs, therefore the consistent answer is $(\text{jones})$.

Moreover, for the boolean disjunctive query $\text{Student}(\text{smith, cs}) \lor \text{Student}(\text{smith, math})$ the consistent answer is $\text{yes}$, since both database repairs satisfy either one of the tuples in the query. Notice that if we had deleted all the inconsistent data, we would have lost this information.

Even though the notion of consistent answer is given in terms of database repairs, it does not mean that we need to compute all the database repairs to obtain consistent answers. Actually, the computation of all the database repairs could be exponential, as it is illustrated in the example below.

**Example 1.2** [11] Consider the database schema $R(A, B)$ with FD $A \rightarrow B$, and the following database instance that is inconsistent wrt the FD:

<table>
<thead>
<tr>
<th>R</th>
<th>A</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>n</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>n</td>
<td>1</td>
</tr>
</tbody>
</table>

There are $2^n$ database repairs, hence it is not viable to evaluate queries by computing all the database repairs.
Since the computation of repairs seems to be non practical in some cases, different methods to compute consistent answers that avoid the explicit computation of database repairs have been proposed in the literature. The methods can be classified into two groups [11]: methods based on query transformation, and methods that use a compact representation of repairs.

1) Query Transformation: Given a FO query $Q$ and a set of ICs, generate a new FO query $Q'$ such that when posed to a database, its usual answers correspond to the consistent answers to $Q$ wrt the ICs.

The first method for computing consistent answers to first-order queries based on query transformation was proposed in [2], and implemented in [22]. This method works for quantifier free conjunctive queries, and for a restricted set of ICs, such as functional dependencies, and full set inclusion dependencies. However, it does not consider more general queries or ICs with existential quantifiers, like referential ICs. This method is polynomial in data complexity. Other polynomial time methods based on query rewriting are presented in [27, 39], which also work for restricted set of ICs and classes of conjunctive queries with limited forms of projection.

2) Compact Representation of Repairs: Given a database instance and a set of ICs, the goal is to construct an efficient representation of all the repairs for the database instance, and use it to answer queries.

Compact representations of repairs were presented first in [4, 5], where repairs wrt functional dependencies are represented as maximal independent sets in conflict graphs. This approach was also adopted in [26, 27] to represent database repairs regarding denial constraints, and compute consistent answers to quantifier free first-order queries.

Another form of compact representation of repairs, which moreover permits to handle Consistent Query Answering (CQA) for more complex classes of queries and
ICs, is the representation of database repairs as stable models [44, 68] of disjunctive logic programs [33]. The latter act as an executable and compact logical specifications of repairs. Disjunctive logic programs [33] have been introduced as a tool for knowledge representation and non-monotonic reasoning. The stable models semantics [44, 68] is the most accepted semantics for this kind of programs.

Disjunctive repair programs with stable models semantics [44, 68] were first introduced in [3, 46] to specify database repairs. Simpler and more general repair programs were later introduced in [6, 7] for CQA. The logic programming approach is more general than the methods presented before. It works for all universal ICs and queries that are first-order or even expressed in Datalog with negation. In [13] the methodology was extended to handle sets of acyclic referential ICs. Later, in [16] the methodology was extended to handle databases that may contain null values. In [7, 16] it was shown that there is a one to one correspondence between the stable models of the repair program and the database repairs wrt $RIC$-acyclic sets of ICs [16] (cf. Definition 2.2).

Moreover, logic-based approaches to CQA in the context of data integration systems were presented in [12, 15, 34, 55]. In a data integration system, a set of independent databases, possibly individually consistent wrt local ICs, are integrated into a new, global, virtual database. This new global database may become inconsistent wrt different global ICs. In [14] a logic programming framework for CQA in peer-to-peer data exchange systems is described.

In the general case, the data complexity of CQA is $\Pi^p_2$-complete [28]. Consequently, in the worst case, it is necessary to use an expressive language such as disjunctive logic programs under stable models semantics, for which query evaluation has the same data complexity [30]. Nevertheless, it is possible to identify classes of ICs and queries, for which CQA has lower data complexity. Some polynomial time
cases of CQA have been identified in [2, 7, 27, 39].

In this thesis, we are interested in optimizing and implementing the general logic programming approach to CQA from stand alone databases. Essentially, we are concerned with improving the structure of repair programs (cf. Chapter 4), model computation, and query evaluation from them (cf. Chapter 5). For instance, we develop optimization techniques that reduce the amount of data involved in the computation of queries, in such a way that only relevant base data and program rules are involved in query evaluation.

The optimized techniques presented in Chapter 5 are implemented in the "Consistency Extractor System", which is described in Chapter 9. Also, in Chapter 9 we report experimental results that show the gain, in terms of execution time of queries, of our optimized methods for computing query answers.

We also explore the use of the well-founded semantics of programs [75] to CQA. This semantics has lower data complexity than the stable models semantics, and therefore, it becomes a good alternative for cases in which CQA has lower data complexity. The analysis of the WFS of programs is done in Chapter 7.

Moreover, we extend logic programs to compute consistent answers to aggregate queries with scalar functions, and aggregate queries with group-by statements. This is presented in Chapter 6.

Scalar queries apply one of the aggregate functions min, max, count, sum, avg over an attribute of a database relation, and return a unique value for the whole relation. The group-by queries perform grouping on the values of an attribute or a set of attributes, and apply one of the aggregate functions over each group. In this way, a single value for each group is computed, instead of a unique value for the whole relation. The semantics of consistent answers to scalar aggregate queries was given in [4]. The semantics of consistent answers to aggregate queries with group-by
statements adopted in this thesis follows the spirit of the semantics presented in [4].

Moreover, we develop a repair semantics for Multidimensional Databases (MDBs) [48]. This kind of databases differs from the relational databases considered so far in terms of data schema and ICs. We show that multidimensional ICs can easily be violated and affect the processing of queries. As a consequence, a new framework to deal with inconsistencies and retrieve consistent answers is needed for Multidimensional Databases.

This thesis is organized as follows: In Chapter 2 we recall some concepts and terminology. Chapter 3 presents the statement of the problem and the thesis contributions. Chapter 4 contains the optimizations performed on the structure of repair programs. Chapter 5 presents optimized methods to evaluate programs. In Chapter 6 we describe the specification of repair programs to compute consistent answers to aggregate queries. Chapter 7 studies the well-founded semantics of programs for CQA. Chapter 8 presents the repair semantics for Multidimensional Databases. Chapter 9 describes the “Consistency Extractor System”, which is an optimized implementation of CQA based on logic programs. Also, this chapter presents experimental results. Final conclusions, future work, open problems, and contributions are discussed in Chapter 10.
Chapter 2

Background

In this chapter we recall the main concepts and terminology related to disjunctive Datalog programs and the stable models semantics. We also introduce basic concepts of databases, integrity constraints, database repairs, and consistent query answering.

2.1 Disjunctive Datalog Programs and Stable Model Semantics

A disjunctive Datalog rule \( r \) is an expression of the form:

\[
a_1(\bar{x}_1) \lor \cdots \lor a_n(\bar{x}_n) \leftarrow b_1(\bar{y}_1), \ldots, b_k(\bar{y}_k), \ not \ b_{k+1}(\bar{y}_{k+1}), \ldots, \ not \ b_m(\bar{y}_m), \tag{2.1}
\]

where \( a_i(\bar{x}_i), b_i(\bar{y}_i) \) are atoms in a relational first-order language, \( a_i, b_i \) are relation names (predicates), and \( \bar{x}_i, \bar{y}_i \) are lists of variables and constants that match the arity, i.e. number of attributes, of \( a_i, b_i \) respectively. Here, \( not \) represents weak negation, also known as default negation, and the symbol \( \lor \) is conjunction. A literal is an atom, e.g. \( p(\bar{c}) \) or its negation \( not \ p(\bar{c}) \). For a set of literals \( \mathcal{L} \), \( not.\mathcal{L} \) is the set of literals that are complementary to those in \( \mathcal{L} \). For a literal \( L \), \( not.L \) denotes the literal that is complementary to \( L \).

The disjunction \( a_1(\bar{x}_1) \lor \cdots \lor a_n(\bar{x}_n) \) is the head of \( r \), and it is denoted by \( H(r) \), while the conjunction \( b_1(\bar{y}_1), \ldots, b_k(\bar{y}_k), \ not \ b_{k+1}(\bar{y}_{k+1}), \ldots, \ not \ b_m(\bar{y}_m) \) is the body of \( r \), denoted by \( B(r) \). We identify with \( B^+(r) \) the set of positive literals occurring in the...
body of the rule i.e. \( B^+(r) = \{b_1(\bar{y}_1), \ldots, b_k(\bar{y}_k)\} \), and \( B^-(r) \) denotes the set of complements of negative literals in the body of \( r \) i.e. \( B^-(r) = \{b_{k+1}(\bar{y}_{k+1}), \ldots, b_m(\bar{y}_m)\} \).

A disjunctive program is a finite set of rules. If the rules do not involve disjunction, i.e. \( n = 1 \) for every rule in the program, then the program is called a \textit{disjunction free} or \textit{normal} program. If \( k = m = 0 \), then \( r \) is a fact, and we omit the symbol \( \leftarrow \). A program is called \textit{positive} if \( m = 0 \) for every rule. For a disjunctive Datalog program \( \Pi \) and set of facts \( D \), we denote by \( \Pi[D] \) the program \( \Pi \cup D \).

We call \textit{extensional} predicates to the predicates (EDB) that occur only in the body of the rules i.e. they are defined by the facts of a database. Otherwise they are called \textit{intensional} predicates (IDB), i.e. predicates that are defined by the rules in the program.

For any program \( \Pi \), the \textit{Herbrand} universe \([64]\), denoted by \( \mathcal{U}_\Pi \), is the set of all constants appearing in \( \Pi \). In case no constant appears in the program, an arbitrary constant is added to \( \mathcal{U}_\Pi \). The \textit{Herbrand} base, \( \mathcal{B}_\Pi \), is the set of all ground atoms constructible from the predicate symbols appearing in \( \Pi \) and the constants of \( \mathcal{U}_\Pi \). The Herbrand instantiation of a program \( \Pi \) corresponds to all the instances of rules of the form (2.1) in \( \Pi \), where variables are replaced with constants from \( \mathcal{U}_\Pi \). We denote by \( \text{ground}(\Pi) \) the instantiated or \textit{ground} program \( \Pi \). A ground program is also called a \textit{propositional} program.

An interpretation \( I \) for a program \( \Pi \) is a subset \( I \subseteq \mathcal{B}_\Pi \). A ground atom \( p(\vec{c}) \) is true wrt \( I \) if \( p(\vec{c}) \in I \), and false otherwise. A ground rule \( r \) of the form (2.1) is satisfied by \( I \) if either: (a) some of the atoms in \( H(r) \) is in \( I \) i.e. \( H(r) \cap I \neq \emptyset \), or (b) some of the negative literals in the body of \( r \) is in \( I \), i.e. \( B^-(r) \cap I \neq \emptyset \), or (c) some of the positive literals in the body of \( r \) i.e. some literal in \( B^+(r) \), is false wrt \( I \). Otherwise, the rule is not satisfied. The interpretation \( I \) is a \textit{model} of program \( \Pi \) if it satisfies all the rules in \( \text{ground}(\Pi) \). Moreover, a model for \( \text{ground}(\Pi) \) is \textit{minimal} if
no proper subset of it is a model of \( \text{ground}(\Pi) \), i.e. if no proper subset of it satisfies all the rules in \( \text{ground}(\Pi) \).

We adopt the stable models semantics \([44, 68]\) as the semantics for a disjunctive Datalog program. According to it, a disjunctive program can have several minimal stable models. An interpretation \( I \) is a stable model of program \( \Pi \) if it is a minimal model of the Gelfond-Lifschitz (GL) reduction of \( \Pi \) wrt \( I \), such a reduction is an instantiated program without negation obtained from \( \text{ground}(\Pi) \) by: (a) deleting all the rules having a ground literal of the form \( \text{not} \, p(\bar{c}) \) with \( p(\bar{c}) \in I \), (b) eliminating all the ground literals of the form \( \text{not} \, p(\bar{c}) \) from the remaining rules. The set of all the stable models of a program \( \Pi \) is denoted by \( \text{SM}(\Pi) \).

**Example 2.1** For program \( \Pi: M(x) \lor Q(x) \leftarrow R(x), \text{not} \, S(x) \), with \( U = \{a\} \), and interpretation \( I = \{R(a), M(a)\} \), the ground program \( \text{ground}(\Pi) \) is: \( M(a) \lor Q(a) \leftarrow R(a), \text{not} \, S(a) \). The GL reduction of \( \Pi \) regarding \( I \) is: \( M(a) \lor Q(a) \leftarrow R(a) \). Here interpretation \( I \) is a minimal model of program \( \Pi \), and therefore \( \{R(a), M(a)\} \) is a stable model of \( \Pi \). Program \( \Pi \) has two stable models: \( \mathcal{M}_1 = \{R(a), M(a)\} \) and \( \mathcal{M}_2 = \{R(a), Q(a)\} \).

In our setting, stable models are sets of ground atoms. They are total interpretations, i.e. atoms are either true or false in the model, but never unknown. More specifically, any ground atom that is not in the model is considered false, by applying the closed world assumption \([69]\) to the model. For instance, in Example 2.1 atom \( Q(a) \) is not in stable model \( \mathcal{M}_1 \), and therefore it is considered false regarding \( \mathcal{M}_1 \). Also, atom \( M(a) \) is false wrt \( \mathcal{M}_2 \), and atom \( S(a) \) is false regarding both stable models.

In the logic programming framework under stable models semantics, there are two main notions of reasoning, the cautious and the brave reasoning. In the former, a literal \( L \) is entailed by the program if it is true in every stable model of the program.
In the latter, a literal \( L \) is entailed by the program if it is true in at least one stable model of the program. For instance, in Example 2.1, atom \( R(a) \) is cautiously true, since \( R(a) \in M_1 \) and \( R(a) \in M_2 \). On the contrary, atom \( Q(a) \) is only bravely true since it is true only in model \( M_2 \).

In addition, two programs \( \Pi_1 \) and \( \Pi_2 \) are bravely (resp. cautiously) equivalent wrt a query \( Q \), denoted \( \Pi_1 \equiv_Q \Pi_2 \), if for any set \( D \) of facts, brave (resp. cautious) answers to \( Q \) from the program \( \Pi_1 \cup D \) are the same as the brave (resp. cautious) answers to \( Q \) from \( \Pi_2 \cup D \).

### 2.2 Databases and Integrity Constraints

We consider a relational database schema \( \Sigma = (\mathcal{U}, \mathcal{R}, \mathcal{B}) \), where \( \mathcal{U} \) is the possibly infinite database domain with \textit{null} \( \in \mathcal{U} \), \( \mathcal{R} \) is a fixed set of database predicates, each of them with a finite, and ordered set of attributes, and \( \mathcal{B} \) is a fixed set of built-in predicates, like comparison predicates, e.g. \( \{<, >, =, \neq \} \). \( R[i] \) denotes the attribute in position \( i \) of predicate \( R \in \mathcal{R} \). Database instances of a relational schema \( \Sigma \) are finite collections \( D \) of ground atoms of the form \( R(c_1, \ldots, c_n) \), which are called database tuples, where \( R \in \mathcal{R} \), and \( (c_1, \ldots, c_n) \) is a tuple of constants, i.e. elements of \( \mathcal{U} \). The extensions for built-in predicates are fixed, and possibly infinite in every database instance. There is also a fixed set \( IC \) of integrity constraints, that are sentences in the first-order language \( \mathcal{L}(\Sigma) \) determined by \( \Sigma \). They are expected to be satisfied by any database instance of \( \Sigma \), but they may not.

An \textit{integrity constraint} is a sentence \( \psi \in \mathcal{L}(\Sigma) \) of the form:

\[
\forall \bar{x}(\bigwedge_{i=1}^{m} P_i(\bar{x}_i) \longrightarrow \exists \bar{z}(\bigvee_{j=1}^{n} Q_j(\bar{y}_j, \bar{z}_j) \lor \varphi)),
\]

(2.2)

where \( P_i, Q_j \in \mathcal{R}, \bar{x} = \bigcup_{i=1}^{m} \bar{x}_i, \bar{z} = \bigcup_{j=1}^{n} \bar{z}_j, \bar{y}_j \subseteq \bar{x}, \bar{x} \cap \bar{z} = \emptyset, \bar{z}_i \cap \bar{z}_j = \emptyset \) for
Here \( \phi \) is a formula containing only disjunctions of built-in atoms from \( B \) whose variables appear in the antecedent of the implication.\(^2\) We will assume that there exists a propositional atom \( \text{false} \in B \) that is always false in the database. Domain constants different from \( \text{null} \) may appear in a constraint of the form (2.2).

In this thesis we will consider universal and referential ICs. When writing them, we usually will not write the prefix of universal quantifiers.

A \textit{universal integrity constraint} (UIC) is a sentence in \( L(\Sigma) \) that is logically equivalent to a sentence of the form:

\[
\forall \bar{x} (\bigwedge_{i=1}^{m} P_i(x_i) \rightarrow \bigvee_{j=1}^{n} Q_j(y_j) \lor \phi),
\]

that is, a formula of the form (2.2) with \( \bar{z} = \emptyset \), i.e. without existentially quantified variables.

A \textit{referential integrity constraint} (RIC) is a sentence of the form:\(^3\)

\[
\forall \bar{x} (P(\bar{x}) \rightarrow \exists \bar{z} Q(\bar{y}, \bar{z})),
\]

that is, a formula of the form (2.2) with \( m = n = 1 \), \( \phi = \emptyset \), \( \bar{y} \subseteq \bar{x} \), and \( P, Q \in \mathcal{R} \).

The class of ICs of the form (2.2) includes most of the ICs commonly found in database practice, e.g. a \textit{denial constraint} can be expressed as \( \forall \bar{x} (\bigwedge_{i=1}^{m} P_i(x_i) \rightarrow \text{false}) \). Functional dependencies can be expressed by several implications of the form (2.2), each of them with a single equality in the consequent. Partial inclusion dependencies are RICs, and full inclusion dependencies are UICs. We can also specify unary constraints, also called \textit{check constraints}, that allow to express conditions on each row of a table, so they can be formulated with one predicate in the antecedent of (2.2) and

\(^1\)Note that if \( z_i \cap \bar{z}_j \neq \emptyset \) the formula can be rewritten as an equivalent formula such that \( z_i \cap \bar{z}_j = \emptyset \).\(^2\)The left hand side of an implication is called the antecedent, while that the right hand side is called the \textit{consequent} of the implication.\(^3\)For simplification purposes, we assume that the existential variables appear in the last attributes of \( Q \), but they may appear anywhere else in \( Q \).
only a formula $\varphi$ in the consequent. For example, $\forall xy(P(x,y) \rightarrow y > 0)$ is a unary constraint.

**Example 2.2** For $\Sigma = \{\text{Student}(id, name), \text{Grad}(id, name), \text{Assistant}(id, course)\}$, the following are UICs:

- The functional dependency (FD) $\text{Student} : id \rightarrow name$, expressed in $\mathcal{L}(\Sigma)$ by
\[
\forall id\text{name}_1\text{name}_2 (\text{Student}(id, \text{name}_1) \land \text{Student}(id, \text{name}_2) \rightarrow \text{name}_1 = \text{name}_2)
\]

- The full inclusion dependency (IND) $\text{Grad}[id, name] \subseteq \text{Student}[id, name]$, expressed by $\forall id\text{name} (\text{Grad}(id, name) \rightarrow \text{Student}(id, name))$.

The non-full inclusion dependency $\text{Assistant}[id] \subseteq \text{Student}[id]$ can be expressed as a RIC: $\forall id\text{course}(\text{Assistant}(id, course) \rightarrow \exists \text{name} \text{Student}(id, name))$. Here $x = (id, course)$, $y = (id)$, and $z = (name)$. □

We consider a fixed finite set $IC$ of ICs of the form (2.2). Notice that sets of constraints of this form are always logically consistent, in the classical sense, since empty databases always satisfy them.

**Definition 2.1** [21] The directed dependency graph $G(IC)$ for a set $IC$ of ICs of the form (2.2) is defined as follow: each database predicate $P$ in $D$ is a node, and there is an edge $(P_i, P_j)$ from $P_i$ to $P_j$ iff there exists a constraint $ic \in IC$ such that $P_i$ appears in the antecedent of $ic$ and $P_j$ appears in the consequent of $ic$. In addition, there is an edge $(P_i, P_i)$ from $P_i$ to $P_i$ if $P_i$ appears in the antecedent of an $ic$ which has only built-in predicates in its consequent. A node is called a sink (source) if it has only incoming (outgoing) edges. □
Example 2.3 Figure 2.1 shows the dependency graph $G(IC)$ for the set $IC$ of UICs containing $ic_1 = \forall x(S(x) \rightarrow Q(x))$ and $ic_2 = \forall x(Q(x) \rightarrow R(x))$, and the RIC $ic_3 = \forall x(Q(x) \rightarrow \exists y T(x,y))$.

Edges 1 and 2 correspond to the universal constraints $ic_1$ and $ic_2$ resp., and edge 3 to the referential IC. Nodes $R$ and $T$ are sink nodes, $S$ is a source node. □

A connected component in a graph is a maximal subgraph such that, for every pair $(A, B)$ of its vertices, there is a path from $A$ to $B$ or from $B$ to $A$. For a graph $G$, $C(G) := \{c | c$ is a connected component in $G\}$; and $V(G)$ is the set of vertices of $G$.

Definition 2.2 [16] Given a set $IC$ of UICs and RICs, $IC_U$ denotes the set of UICs in $IC$. The contracted dependency graph of $IC$, $G^C(IC)$, is obtained from $G(IC)$ by replacing, for every $c \in C(G(IC_U))$, the vertices in $V(c)$ by a single vertex and deleting all the edges associated to the elements of $IC_U$. Finally, $IC$ is said to be RIC-acyclic if $G^C(IC)$ has no cycles. □

Example 2.4 (example 2.3 cont.) Figure 2.2 shows the contracted dependency graph $G^C(IC)$, which is obtained by replacing in $G(IC)$ the edges 1 and 2, and their end vertices by a vertex labelled with $\{Q, R, S\}$.

Since there are no loops in $G^C(IC)$, the set $IC$ is RIC-acyclic. However, if we add a new UIC: $\forall xy(T(x,y) \rightarrow R(y))$ to $IC$, all the vertices belong to the same connected component. Figure 2.3 shows $G(IC)$ and $G^C(IC)$, respectively. Since there is a self-loop in $G^C(IC)$, the set of ICs is not RIC-acyclic.

\[\text{Notice that for every } c \in C(G(IC_U)) \text{ it holds } c \in C(G(IC)).\]
A set of UICs is always RIC-acyclic, as expected.

A database instance $D$ is consistent if it satisfies the given set $IC$ of ICs. Otherwise, it is inconsistent wrt $IC$. The semantics of constraint satisfaction in presence of null values we consider is the one defined in [16]. In order to present it, we need to introduce the concept of relevant attribute.

**Definition 2.3** [16] For $t$ a term, i.e. a variable or a domain constant, let $pos^R(\psi, t)$ be the set of positions in predicate $R \in \mathcal{R}$ where term $t$ appears in IC $\psi$. The set $\mathcal{A}$ of relevant attributes for an IC $\psi$ of the form (2.2) is:

$$\mathcal{A}(\psi) = \{R[i] \mid x \text{ is variable present at least twice in } \psi,^5 \text{ and } i \in pos^R(\psi; x)\} \cup \{R[i] \mid c \text{ is a constant in } \psi \text{ and } i \in pos^R(\psi; c)\},$$

where $R[i]$ denotes a position (or the correspondent attribute) in relation $R$. □

The relevant attributes include the attributes needed to check the satisfaction of the constraints, e.g. the attributes in joins, in built-ins, etc. Note that if the built-ins have variables that are redundant or not needed, it might have the undesirable effect

---

^5If a variables appears at least twice in a IC, then it is involved in a join, or it is in the head and in the body of the IC, or it is in a built-in atom. In all these cases, the variable is relevant.
of transforming an attribute in relevant when it does not need to. For example the constraint $\forall xy(P(x, y) \rightarrow y > 3 \lor x = x)$ is equivalent to $\forall xy(P(x, y) \rightarrow y > 3)$, but the first has relevant attributes $x$ and $y$ and the second one, only $y$.

**Definition 2.4** [16] For a set of attributes $\mathcal{A}$ and a predicate $P \in \mathcal{R}$, $P^\mathcal{A}$ denotes the predicate $P$ restricted to the attributes in $\mathcal{A}$. $D^\mathcal{A}$ denotes the database $D$ with all its database atoms projected onto the attributes in $\mathcal{A}$, i.e. $D^\mathcal{A} = \{P^\mathcal{A}(\Pi_\mathcal{A}(\bar{t})) \mid P(\bar{t}) \in D\}$, where $\Pi_\mathcal{A}(\bar{t})$ is the projection on $\mathcal{A}$ of tuple $\bar{t}$. $D^\mathcal{A}$ has the same underlying domain $U$ as $D$.

**Example 2.5** Consider a UIC $\psi : \forall xyz(P(x, y, z) \rightarrow R(x, y))$ and the following database instance $D$:

<table>
<thead>
<tr>
<th>P</th>
<th>X</th>
<th>Y</th>
<th>Z</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>b</td>
<td>null</td>
<td></td>
</tr>
<tr>
<td>b</td>
<td>null</td>
<td>a</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>R</th>
<th>X</th>
<th>Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>b</td>
<td></td>
</tr>
</tbody>
</table>

Here $x$ and $y$ appear twice in $\psi$, therefore $\mathcal{A}(\psi) = \{P[1], R[1], P[2], R[2]\}$. The value in $z$ is not relevant to check the satisfaction of the constraint, because we want to verify if the values in the first two attributes in $P$ also appear in $R$, which is equivalent to checking if $\forall xy(P^\mathcal{A}(\psi)(x, y) \rightarrow R^\mathcal{A}(\psi)(x, y))$ is satisfied by $D^\mathcal{A}(\psi)$, where $D^\mathcal{A}(\psi)$ is:

<table>
<thead>
<tr>
<th>$P^\mathcal{A}(\psi)$</th>
<th>X</th>
<th>Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>b</td>
<td></td>
</tr>
<tr>
<td>b</td>
<td>null</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$R^\mathcal{A}(\psi)$</th>
<th>X</th>
<th>Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>b</td>
<td></td>
</tr>
</tbody>
</table>

Intuitively, a constraint is satisfied if any of the relevant attributes has a *null* value or the constraint is satisfied in the traditional way, that is, as first-order satisfaction and with null values treated as any other constant.
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In order to verify if an attribute takes the null value, the special predicate IsNull(·) is added to the language, with IsNull(c) true iff c is null. This predicate is needed since using the built-in comparison atom c = null will not work in traditional database management systems, where this equality would be always evaluated as unknown (the unique names assumption does not apply to null values [69]).

The semantics of constraint satisfaction in presence of null values is defined as follows.

**Definition 2.5** [16] A constraint ψ of the form (2.2) is satisfied in the database instance \( D \), denoted \( D \models_N \psi \), iff \( D^{A(\psi)} \models \psi^N \), where \( \psi^N \) is:

\[
\forall \bar{x} \left( \bigwedge_{i=1}^{m} P^A(\psi)(\bar{x}_i) \rightarrow \left( \bigvee_{v_j \in A(\psi) \cap \bar{x}} \text{IsNull}(v_j) \lor \exists \bar{z} \left( \bigvee_{j=1}^{n} Q^A(\psi)(\bar{y}_j, \bar{z}_j) \lor \varphi) \right) \right) \right),
\]

(2.5)

with \( \bar{x} = \bigcup_{i=1}^{m} \bar{x}_i \) and \( \bar{z} = \bigcup_{j=1}^{n} \bar{z}_j \). \( D^{A(\psi)} \models \psi^N \) refers to the classical first-order satisfaction with null treated as any other constant in \( \mathcal{U} \).

In other words, an IC of the form (2.2) is satisfied (a) whenever there exists a null value in any of the relevant attributes in its antecedent, (b) if no null values appear in the antecedent, then the second disjunction in the consequent of formula (2.5) is satisfied, which correspond to the consequent of the original IC restricted to the relevant attributes. This check can be done as usual, treating nulls as any other domain constant.

**Example 2.6** (example 2.5 cont.) To check if \( D \models_N \psi \) with \( \psi : \forall xyz(P(x, y, z) \rightarrow R(x, y)) \), we need to verify if \( D^{A(\psi)} \models \forall xy(P^A(\psi)(x, y) \rightarrow (\text{IsNull}(x) \lor \text{IsNull}(y) \lor R^A(\psi)(x, y))) \). For \( x = a \) and \( y = b \), \( D^{A(\psi)} \models P^A(\psi)(a, b) \), since none of them is a null value, i.e. IsNull(a) and IsNull(b) are both false, we need to check if \( D^{A(\psi)} \models R^A(\psi)(a, b) \), which in this case is true.
For \( x = b \) and \( y = \text{null} \), \( D^{A(\psi)} \models P^{A(\psi)}(b, \text{null}) \), since there is a null in a relevant attribute, i.e. \( \text{IsNull}(\text{null}) \) is true, the constraint is trivially satisfied. As a consequence, and since there are no tuples that violate the IC, the database instance \( D \) is consistent regarding IC.

The database instance \( D' \) below is inconsistent regarding the UIC \( \psi : \forall xyz (P(x, y, z) \rightarrow R(x, y)) \).

<table>
<thead>
<tr>
<th>P</th>
<th>X</th>
<th>Y</th>
<th>Z</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>b</td>
<td>null</td>
<td></td>
</tr>
<tr>
<td>b</td>
<td>b</td>
<td>a</td>
<td></td>
</tr>
</tbody>
</table>

\[ R \]

This is because, for \( x = b \) and \( y = b \), \( D^{A(\psi)} \models P^{A(\psi)}(b, b) \), but since none of them is a null value, we need to check if \( D^{A(\psi)} \models R^{A(\psi)}(b, b) \), which in this case is false. \( \square \)

The predicate \( \text{IsNull} \) can be used to specify \textit{NOT NULL}-constraints, which are common in commercial database management systems. A \textit{NOT NULL}-constraint prevents certain attributes from taking a null value. As discussed before, this constraint is different from having \( x \neq \text{null} \).

**Definition 2.6** \[16\] A \textit{NOT NULL}-constraint (NNC) is a denial constraint of the form

\[
\forall \bar{x} (P(\bar{x}) \land \text{IsNull}(x_i) \rightarrow \text{false}),
\]

where \( x_i \in \bar{x} \) is in the position of the attribute that cannot take null values. For a NNC \( \psi \), \( D \models_N \psi \) iff \( D \models \psi \) in the classical sense, treating \text{null} as any other constant.

\( \square \)

Notice that a NNC is not of the form (2.2), because it contains the special predicate \( \text{IsNull} \). Nevertheless, when constructing the dependency graph for a set of ICs, NNCs...
will be treated as any unary IC, i.e. if there is a NNC on predicate $P$ then there will exist an edge $(P, P)$ from node $P$ to $P$ in the graph $G(IC)$.

**Example 2.7** Consider the database schema $Student(ID, Name)$, the primary key of $Student$ can be specified by the UIC: $\forall x y z (Student(x, y) \land Student(x, z) \rightarrow y = z)$ together with the NNC $\forall x y (Student(x, y) \land IsNull(x) \rightarrow false)$. The UIC specifies that the first attribute of the relation is the primary key of it, and the NNC prevents that this attribute takes a null value.

The dependency graph for this set of ICs contains the edge $(Student, Student)$. □

### 2.3 Database Repairs and Repair Programs

When inconsistencies arise in a database instance $D$, consistency can be restored by deleting and/or inserting tuples. In particular, RICs (of the form (2.4)) are repaired by tuple deletions or tuple insertion with null values. In this way, a repair is a new database instance with the same schema as $D$ that satisfies the ICs and differs minimally (under set inclusion) from the $D$ [2].

In order to formally define database repairs, we need to introduce the following concepts:

**Definition 2.7** [2] Let $D, D'$ be database instances over the same schema and domain. The *distance*, $\Delta(D, D')$, between $D$ and $D'$ is the symmetric difference $\Delta(D, D') = (D \setminus D') \cup (D' \setminus D)$. □

It is possible to define a partial order between database instances.

**Definition 2.8** [16] Let $D, D', D''$ be database instances over the same schema and domain $U$. It holds $D' \leq_D D''$ iff:

1. For every atom $P(\bar{a}) \in \Delta(D, D')$, with $\bar{a} \in (U \setminus \{null\})$,\(^6\) it holds that $P(\bar{a}) \in (U \setminus \{null\})$.

\(^6\)that $\bar{a} \in (U \setminus \{null\})$ means that each of the elements in tuple $\bar{a}$ belongs to $U \setminus \{null\}$.
For every atom $Q(\bar{a}, \text{null}) \in \Delta(D, D')$,\footnote{\textit{null} is a tuple of null values, that for simplification purposes, are placed in the last attributes of $Q$, but could be anywhere else in $Q$.} with $\bar{a} \in (U \setminus \{\text{null}\})$, there exists a $\bar{b} \in U$ such that $Q(\bar{a}, \bar{b}) \in \Delta(D, D'')$ and $Q(\bar{a}, \bar{b}) \notin \Delta(D, D')$. $\square$

This partial order is used to define the \textit{repairs} of an inconsistent database.

\textbf{Definition 2.9} [16] Given a database instance $D$ and a set $IC$ of ICs of the form (2.2), and NNCs of the form (2.6), a repair of $D$ wrt $IC$ is a database instance $D'$ over the same schema of $D$, such that:

\begin{enumerate}[\textbf{(b)}]
\item $D' \models^w IC$,
\item $D'$ is $\leq_D$-\textit{minimal} in the class of database instances that satisfy $IC$ wrt $\models^w$, i.e. there is no database $D''$ in this class with $D'' <_D D'$, where $D'' <_D D'$ means $D'' \leq_D D'$ but not $D' \leq_D D''$.
\end{enumerate}

The set of repairs of $D$ wrt $IC$ is denoted by $\text{Rep}(D, IC)$. $\square$

In the absence of \textit{null}, this definition of repair coincides with the one in [2].

We assume that our set $IC$ of ICs, consisting of ICs of the form (2.2) and NNCs of the form (2.6) are \textit{non-conflicting}, in the sense that there is no NNC on an attribute of a relation that is existentially quantified in an IC of the form (2.2).

\textbf{Example 2.8} The database instance $D = \{S(a), S(b), R(b)\}$ is inconsistent wrt $IC$: $\forall x(S(x) \rightarrow R(x))$, since $S(a)$ is in $D$, but $R(a)$ is not. Consistency can be restored by inserting $R(a)$ or deleting $S(a)$. Table 2.1 shows the two database repairs of $D$ and the difference, in terms of whole tuples, wrt the original database instance $D$. 
The database instance $D_3 = \{\}$ is consistent wrt $IC$, but it is not a repair since it does not satisfy minimality. In fact, $\Delta(D, D_3) = \{S(a), S(b), R(b)\}$, and $D_2 <_D D_3$.

For database instance $D = \{P(a, null), P(b, c), R(a, b)\}$ and $IC: \forall xy(P(x, y) \rightarrow \exists z R(x, z))$, there are two repairs: $D_1 = \{P(a, null), P(b, c), R(a, b), R(b, null)\}$, with $\Delta(D, D_1) = \{R(b, null)\}$, and $D_2 = \{P(a, null), R(a, b)\}$, with $\Delta(D, D_2) = \{P(b, c)\}$. The database instance $D_3 = \{P(a, null), P(b, c), R(a, b), R(b, d)\}$, for any $d \in \mathcal{U}$ different from null, is not a repair: Since $\Delta(D, D_3) = \{R(b, d)\}$, we have $D_1 <_D D_3$ and, therefore $D_3$ is not $\leq_D$-minimal. □

Database repairs can be specified as stable models (SM) of disjunctive logic programs \cite{44, 68}. The idea is that, given an inconsistent database instance $D$ and a set $IC$ of RIC-acyclic ICs, a disjunctive repair program $\Pi(D, IC)$ is constructed, such that there is a one-to-one correspondence between the stable models of $\Pi(D, IC)$ and the repairs of $D$ \cite{7, 16}.

<table>
<thead>
<tr>
<th>Annotation</th>
<th>Atom</th>
<th>The tuple $P(\bar{a})$ is ...</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_d$</td>
<td>$P(\bar{a}, t_d)$</td>
<td>$P(\bar{a})$ is true in the database.</td>
</tr>
<tr>
<td>$t_a$</td>
<td>$P(\bar{a}, t_a)$</td>
<td>$P(\bar{a})$ is advised to be made true.</td>
</tr>
<tr>
<td>$f_a$</td>
<td>$P(\bar{a}, f_a)$</td>
<td>$P(\bar{a})$ is advised to be made false.</td>
</tr>
<tr>
<td>$t^*$</td>
<td>$P(\bar{a}, t^*)$</td>
<td>$P(\bar{a})$ is true or is made true.</td>
</tr>
<tr>
<td>$t^{**}$</td>
<td>$P(\bar{a}, t^{**})$</td>
<td>$P(\bar{a})$ is true in the repair.</td>
</tr>
</tbody>
</table>

Table 2.2: Annotation Constants

As mentioned before, repair programs use annotation constants, whose role is to enable the definition of atoms that can become true in the repairs or false in order to satisfy the ICs. The idea is to use logic rules to specify how a database violates
certain ICs, and how the database can become consistent wrt the ICs. Actually, each atom of the form \( P(\bar{a}) \) can receive one of the constants in Table 2.2.

Annotations are performed according to the following sequential steps: first ground atoms \( P(\bar{c}) \) from the database receive an extra argument \( t_d \), as a consequence, \( P(\bar{a}, t_d) \) becomes a fact in \( \Pi(D, IC) \). Next, for each IC a disjunctive rule is constructed in such a way that the body of the rule captures the violation condition for the IC; and the head describes how to restore the consistency by deleting or inserting the corresponding tuples. These endorsements are seized by the \( t_a, f_a \) annotations. For instance, atom \( P(\bar{a}, t_a) \) establishes the insertion of \( P(\bar{a}) \); and \( P(\bar{a}, f_a) \), the deletion of \( P(\bar{a}) \).

As an illustration, for the inclusion dependency \( \forall x (S(x) \rightarrow R(x)) \), the disjunctive program rule:

\[
S(x, f_a) \lor R(x, t_a) \leftarrow S(x, t_d), \ not \ R(x, t_d), \tag{2.7}
\]

states that if the tuple \( S(x, t_d) \) is a program fact, but \( R(x, t_d) \) is not, then consistency is restored by deleting \( S(x) \), which receives constant \( f_a \) in the head of the rule, or by inserting \( R(x) \), which receives the \( t_a \) constant.

The \( t^* \) constant is introduced in order to keep repairing the database if there is interaction of ICs. Thus, it becomes highly significant in cases where the insertion of a tuple may generate a new IC violation, e.g. if due to a different IC, \( S(c, t_a) \) is generated and \( R(c) \) is not in the database, or \( R(c) \) has been made false, the constraint is violated once again. The aftermath is that the program rule (2.7) has to be changed to:

\[
S(x, f_a) \lor R(x, t_a) \leftarrow S(x, t^*), \ not \ R(x, t_d), \tag{2.8}
\]

where the atom \( S(x, t^*) \) becomes true if either \( S(x, t_d) \) or \( S(x, t_a) \) are true. Moreover, rule (2.9) has to be added to the program. This rule captures the case when \( S(c, t_a) \) has been generated, but \( R(c) \) has been made false, which again causes the violation
Finally, atoms with constant $t^{**}$ are the ones that become true in the repairs. They are used to read off the database atoms in the repairs. The following program was introduced in [7, 13].

**Definition 2.10** [7, 13] The repair program $\Pi(D, IC)$ for a database instance $D$ and set $IC$ of UICs, RICs and NNCs is composed by the following rules:

1. $dom(a)$, for each constant $a \in (U - \{null\})$.
2. $P(\bar{a}, t_d)$, for each atom $P(\bar{a}) \in D$.
3. For every UIC $\psi$ of the form (2.3), the set of rules:
   \[ \bigvee_{i=1}^{n} P_i(\bar{x}_i, f_a) \vee \bigvee_{j=1}^{m} Q_j(\bar{y}_j, t_a) \leftarrow \bigwedge_{i=1}^{n} P_i(\bar{x}_i, t^*), \bigwedge_{Q_j \in Q'} Q_j(\bar{y}_j, f_a), \bigwedge_{Q_k \in Q''} not Q_k(\bar{y}_k, t_d), \bigwedge_{x_i \in (A(\psi) \cap \bar{\varphi})} dom(x_i), \bar{\varphi}, \]
   for every set $Q'$ and $Q''$ of atoms appearing in formula (2.3) such that $Q' \cup Q'' = \bigcup_{i=1}^{n} Q_i$ and $Q' \cap Q'' = \emptyset$, where $A(\psi)$ is the set of relevant attributes for $\psi$, $\bar{x} = \bigcup_{i=1}^{n} x_i$, and $\bar{\varphi}$ is a conjunction of built-ins that is equivalent to the negation of $\varphi$.
4. For every RIC $\psi$ of the form (2.4), the rules:
   \[ P(\bar{x}, f_a) \vee Q(\bar{y}, \overline{null}, t_a) \leftarrow P(\bar{x}, t^*), not aux_{\psi}(\bar{y}), dom(\bar{y}). \]
   And for every $z_i \in \bar{z}$:
   \[ aux_{\psi}(\bar{y}) \leftarrow Q(\bar{y}, \bar{z}, t^*), not Q(\bar{y}, \bar{z}, f_a), dom(\bar{y}), dom(z_i). \]
5. For every NNC of the form (2.6), the rule:
   \[ P(\bar{x}, f_a) \leftarrow P(\bar{x}, t^*), x_i = null. \]
6. For each predicate $P \in R$, the annotation rules:
   \[ P(\bar{x}, t^*) \leftarrow P(\bar{x}, t_d). \quad P(\bar{x}, t^*) \leftarrow P(\bar{x}, t_a). \]
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7. For every predicate $P \in \mathcal{R}$, the interpretation rules:

$$P(\bar{x}, t^{**}) \leftarrow P(\bar{x}, t_a). \quad P(\bar{x}, t^{**}) \leftarrow P(\bar{x}, t_d), \text{ not } P(\bar{x}, f_a).$$

8. For every predicate $P \in \mathcal{R}$, the program denial constraint:

$$\leftarrow P(\bar{x}, t_a), P(\bar{x}, f_a).$$

The rules in 1. capture the database constants except for the null, which are stored in an auxiliary predicate $dom$. The rules in 2. establish the program facts which are the elements of the database. The rules in 3., 4., and 5. capture in the right-hand side the violation of ICs of the form (2.3), (2.4), and (2.6), respectively, and with the left-hand side the intended way of restoring consistency.

In particular, the set of predicates $Q'$ and $Q''$ in rules in 3. are used to check that in all the possible combinations, the consequent of an UIC is not being satisfied. The rules in 4. enforce the satisfaction of a RIC, for instance if $P(\bar{a}, t^*)$ is true and $aux(\bar{a})$ is false, i.e. there is no $\bar{z}$ such that $Q(\bar{a}, \bar{z})$ is true or was made true by the repair program, then there consistency can be restored by deleting $P(\bar{a})$ or by adding $Q(\bar{a}, \text{null})$ to the database. Notice that the $aux$ predicate permits to check the existence of such $Q(\bar{a}, \bar{z})$ atom.

Moreover, since the satisfaction of UICs and RICs needs to be checked only if none of the relevant attributes of the antecedent are null, we use $dom(\bar{x})$ in rules in 3., and in the two rules in 4. $dom(\bar{y})$ denotes the conjunction of the atoms $dom(y_j)$ for $y_j \in \bar{y}$. Notice that rules in 4. are implicitly based on the fact that the relevant attributes for a RIC of the form (2.4) are $A = \{y \mid y \in \bar{y}\}$.

The rules in 6. capture the atoms that become true in the program. The rules in 7. capture the atoms that become true in the repairs. The rule in 8. represents the program denial constraints, i.e. the rules that discard the models where a same tuple is both deleted and inserted.
Program constraints are head-free rules; program denial constraints are program constraints with only positive and built-in atoms in the body. (Database) denial constraints are ICs, i.e., conditions that have to be satisfied by the database relations, that can be written as program denial constraints. However, the role of a program constraint (denial or not) is to discard the stable models that violate them. In the following, we will use "(denial) constraint" for the database case, and "program (denial) constraint" for programs.

Database repairs are retrieved from the stable models of $\Pi(D, IC)$: for each stable model $M$ of $\Pi(D, IC)$, a repair is generated by selecting the atoms with $t^{**}$ constant in $M$.

**Example 2.9** The repair program $\Pi(D, IC)$ for $D = \{ P(a, b, \text{null}), P(b, b, a), R(a, b), S(a, b, b), S(\text{null}, b, b) \}$, and $IC: \forall x y z (P(x, y, z) \rightarrow R(x, y)), \forall x y (R(x, y) \rightarrow \exists z S(x, y, z))$, and $\forall x y z (S(x, y, z) \land \text{IsNull}(x) \rightarrow \text{false})$ contains the following rules:

1. $\text{dom}(a), \text{dom}(b)$.
2. $P(a, b, \text{null}, t_d), P(b, b, a, t_d), R(a, b, t_d), S(a, b, b, t_d), S(\text{null}, b, b, t_d)$.
3. $P(x, y, z, f_a) \lor R(x, y, t_a) \leftarrow P(x, y, z, t^*), R(x, y, f_a), \text{dom}(x), \text{dom}(y)$.
   
   $P(x, y, z, f_a) \lor R(x, y, t_a) \leftarrow P(x, y, z, t^*), \neg R(x, y, t_d), \text{dom}(x), \text{dom}(y)$.

4. $R(x, y, f_a) \lor S(x, y, \text{null}, t_a) \leftarrow R(x, y, t^*), \neg \text{aux}(x, y), \text{dom}(x), \text{dom}(y)$.

   $\text{aux}(x, y) \leftarrow S(x, y, z, t^*), \neg S(x, y, z, f_a), \text{dom}(x), \text{dom}(y), \text{dom}(z)$.

5. $S(x, y, z, f_a) \leftarrow S(x, y, z, t^*), x = \text{null}$.

6. $P(x, y, z, t^*) \leftarrow P(x, y, z, t_d)$.

   $P(x, y, z, t^*) \leftarrow P(x, y, z, t_a)$.

   $R(x, y, t^*) \leftarrow R(x, y, t_d)$.

   $R(x, y, t^*) \leftarrow R(x, y, t_a)$.

   $S(x, y, z, t^*) \leftarrow S(x, y, z, t_d)$.

   $S(x, y, z, t^*) \leftarrow S(x, y, z, t_a)$.
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7. \( P(x, y, z, t^{**}) \leftarrow P(x, y, z, t_a) \).

\[ P(x, y, z, t^{**}) \leftarrow P(x, y, z, t_d), \text{ not } P(x, y, z, f_a). \]

\[ R(x, y, t^{**}) \leftarrow R(x, y, t_a). \]

\[ R(x, y, t^{**}) \leftarrow R(x, y, t_d), \text{ not } R(x, y, f_a). \]

\[ S(x, y, z, t^{**}) \leftarrow S(x, y, z, t_a). \]

\[ S(x, y, z, t^{**}) \leftarrow S(x, y, z, t_d), \text{ not } S(x, y, z, f_a). \]

8. \( \leftarrow P(x, y, z, t_a), P(x, y, z, f_a). \)

\[ \leftarrow R(x, y, t_a), R(x, y, f_a). \]

\[ \leftarrow S(x, y, z, t_a), S(x, y, z, f_a). \]

The rules in 3. establish the form of repairing the database according to the UIC, i.e. by making \( P(x, y, z) \) false or \( R(x, y) \) true. These rules are constructed by choosing all the possible sets \( Q' \) and \( Q'' \) such that \( Q' \cup Q'' = \{R(x, y)\} \) and \( Q' \cap Q'' = \emptyset \).

The first rule in 3 considers \( Q' = \{R(x, y)\} \) and \( Q'' = \emptyset \). The second corresponds to \( Q' = \emptyset \) and \( Q'' = \{R(x, y)\} \). Note that \( \text{dom} \) atoms are only generated for the relevant attributes to check the UIC. The rules in 4. specify the form of restoring consistency wrt the RIC, i.e. by deleting \( R(x, y) \) or inserting tuple \( S(x, y, null) \). \( \text{dom} \) atoms are only generated for the variables in the antecedent of the RIC. The rule 5 establishes the way of restoring consistency wrt the NNC, i.e. by eliminating atom \( S(x, y, z) \).

This program has two stable models:

\[ M_1 = \{ \text{dom}(a), \text{dom}(b), P(a, b, \text{null}, t_d), P(a, b, \text{null}, t^{*}), P(b, b, a, t_d), P(b, b, a, t^{*}), R(a, b, t_d), R(a, b, t^{*}), S(a, b, b, t_d), S(a, b, b, t^{*}), S(\text{null}, b, b, t_d), S(\text{null}, b, b, t^{*}), S(b, b, \text{null}, t_d), S(b, b, \text{null}, t^{*}), S(\text{null}, b, b, f_a), S(\text{null}, b, b, f^{*}), P(a, b, \text{null}, t^{**}), P(b, b, a, t^{**}), R(a, b, t^{**}), R(b, b, t_a), R(b, b, t^{*}), R(b, b, t^{**}), S(b, b, \text{null}, t_a), S(b, b, \text{null}, t^{*}), S(b, b, \text{null}, t^{**}), S(a, b, b, t^{**}) \}. \]
\[ M_2 = \{\text{dom}(a), \text{dom}(b), P(a, b, \text{null}, t_d), P(a, b, \text{null}, t^*), P(b, b, a, t_d), P(b, b, a, t^*), R(a, b, t_d), R(a, b, t^*), S(a, b, b, t_d), S(a, b, b, t^*), S(\text{null}, b, b, t_d), aux(a, b), S(\text{null}, b, b, f_a), S(\text{null}, b, b, t^*), P(a, b, \text{null}, t^{**}), P(b, b, a, f_a), R(a, b, t^{**}), S(a, b, b, t^{**})\} \]  

Thus, consistency is recovered by inserting atoms \( \{R(b, b), S(b, b, \text{null})\} \) \( \{R(b, b, t_a), S(b, b, \text{null}, t_a)\} \in \mathcal{M}_1 \) and deleting atom \( S(\text{null}, b, b) \) \( S(\text{null}, b, b, f_a) \in \mathcal{M}_1 \); or by deleting atoms \( \{P(b, b, a), S(\text{null}, b, b)\} \) \( \{P(b, b, a, f_a), S(\text{null}, b, b, f_a)\} \in \mathcal{M}_2 \). The repairs are \( \{P(a, b, \text{null}), R(a, b), S(a, b, b), P(b, b, a), R(b, b), S(b, b, \text{null})\} \) and \( \{P(a, b, \text{null}), R(a, b), S(a, b, b)\} \), as expected.  

It was proved in [7, 16] that the repair program of Definition 2.10 is a correct specification of database repairs wrt RIC-acyclic sets of UICs of the form (2.3), RICs of the form (2.4), and NNCs of the form (2.6).

There are different notions of minimality of database repairs in the literature. For instance, in [3], minimality is based in cardinality of the set of changes. In [10, 38, 76] minimality is based in cardinality of the set of updates, i.e. changes of attributes values as opposed to whole tuples. Also, there are different repair policies in the literature. As an illustration, in [27] the database instance is assumed to be possibly incorrect but complete, then repairs are obtained by deletion of tuples only, i.e. the insertion of new tuples is not consider as an option to restore consistency. In [17] the database instance is assumed to be possibly incorrect and incomplete, then functional dependencies are repaired by deletion, and referential ICs by adding arbitrary elements of the domain. These and other alternative policies can be specified by repair programs.
2.4 Consistent Query Answering

First-order queries are formulas over the same first-order language $\mathcal{L}$ of the integrity constraints.

**Definition 2.11** Given a database instance $D$, a tuple of constants $\bar{t}$ is an answer to a query $Q(\bar{x})$ in $D$ iff $D \models Q(\bar{t})$, i.e. $Q(\bar{x})$ becomes true in $D$ when the variables are replaced by the corresponding constants in $\bar{t}$.

A consistent answer to a FO query posed to a possibly inconsistent database $D$ wrt a set $IC$ of ICs is defined as follows:

**Definition 2.12** [2] Given a database instance $D$, a tuple $\bar{t}$ is a consistent answer to a query $Q(\bar{x})$ in $D$ iff $\bar{t}$ is an answer to query $Q(\bar{x})$ in every repair $D'$ of $D$. Moreover, if a query $Q$ is an $\mathcal{L}$-sentence, i.e. a boolean query, the consistent answer is *yes* if $Q$ is true in every repair $D'$ of $D$; and *no*, otherwise. The set of consistent answers to a query $Q$ in $D$ wrt $IC$ is denoted by $\text{ConsA}(Q)$.

In order to use repair programs to compute consistent answers, first-order queries posed over inconsistent databases are translated into logic programs. Given a query $Q$, a new query $\Pi(Q)$ is generated by first expressing it as a Datalog program [64], and next replacing every positive literal $P(\bar{s})$ by $P(\bar{s}, \bar{t}^{**})$, and every negative literal $\neg P(\bar{s})$ by $\neg P(\bar{s}, \bar{t}^{**})$. Thus, in order to get consistent answers, $\Pi(Q)$ is “run” together with the corresponding repair program $\Pi(D, IC)$. As a consequence, consistent query answering is translated into cautious reasoning under the stable models semantics [44, 68].
Example 2.10 (example 2.9 cont.) For the Datalog query $Q$: $\text{Ans}(x, y) \leftarrow R(x, y)$, $\Pi(Q)$ is $\text{Ans}(x, y) \leftarrow R(x, y, t^{**})$. There are two stable models of $\Pi(D, IC) \cup \Pi(Q)$:

$M_1 = \{ \text{dom}(a), \text{dom}(b), P(a, b, \text{null}, t_d), P(a, b, \text{null}, t^*), P(b, b, a, t_d), P(b, b, a, t^*), R(a, b, t_d), R(a, b, t^*), S(a, b, b, t_d), S(a, b, b, t^*), S(\text{null}, b, b, t_d), \text{aux}(a, b), S(\text{null}, b, b, f_a), S(\text{null}, b, b, t^*), P(a, b, \text{null}, t^{**}), P(b, b, a, t^{**}), R(a, b, t^{**}), R(b, b, t_a), R(b, b, t^*), S(b, b, \text{null}, t_a), S(b, b, \text{null}, t^*), S(b, b, \text{null}, t^{**}), S(a, b, b, t^{**}), \text{Ans}(a, b), \text{Ans}(b, b)\}$

$M_2 = \{ \text{dom}(a), \text{dom}(b), P(a, b, \text{null}, t_d), P(a, b, \text{null}, t^*), P(b, b, a, t_d), P(b, b, a, t^*), R(a, b, t_d), R(a, b, t^*), S(a, b, b, t_d), S(a, b, b, t^*), S(\text{null}, b, b, t_d), \text{aux}(a, b), S(\text{null}, b, b, f_a), S(\text{null}, b, b, t^*), P(a, b, \text{null}, t^{**}), P(b, b, a, f_a), R(a, b, t^{**}), S(a, b, b, t^{**}), \text{Ans}(a, b)\}$

The only $\text{Ans}$-atom in common is $\text{Ans}(a, b)$, therefore $\text{ConsA}(Q) = (a, b)$. \hfill \Box

In the general case, CQA over inconsistent databases is an expensive computational task. In fact, its worst case data complexity is similar to the complexity of cautious reasoning under stable models semantics, i.e. $\Pi_2^P$-complete [30]. Nevertheless, it is possible to identify classes of ICs and queries for which data complexity is lower than the worst-case data complexity. Some polynomial cases of CQA have been reported in [2, 7, 27, 39].
Chapter 3

Thesis Contributions

3.1 Statement of the Problem and Objectives

Since, in the general case, CQA over inconsistent databases is as expensive as the evaluation of disjunctive logic programs under the stable models semantics (in data complexity) [28, 30], we need the expressive language of disjunctive logic programs to handle CQA. Nevertheless, using logic programs in a straightforward way is usually inefficient. Therefore, it becomes relevant to optimize logic programs and query evaluation from them.

In this thesis, we are interested in optimizing and implementing the general logic programming approach to CQA for stand-alone databases. Essentially, we are concerned with improving the structure of repair programs, model computation, and query evaluation from them. Structural optimizations of programs involve changing the program without affecting the repair semantics. This implies the elimination of redundant rules, auxiliary predicates, and (some) annotation constants.

With respect to improving the evaluation of logic programs, there are two important issues to consider: First, consistent answers are obtained from stable models for the combination of the repair and query programs. But, in most of the cases only a subset of the program and the database facts is needed to compute answers to a specific query. We explore the use of magic sets (MS) methodologies [8] to capture that subset. MS optimizes the bottom-up processing of queries by simulating a top-down evaluation of queries [23], which permits to focalize on a part of the program.
and base data, instead of considering the whole sets of rules and facts. Actually, only the rules and database facts that involve predicates and parameters related to the predicates and values in the query are taken into account. In particular, with MS only a relevant subset of the database is used for query evaluation.

Second, we develop a method that reduces the flow of data between the database system and the reasoning system. This method selects and imports only the relevant base data to compute queries from the database system, where the data resides, into the reasoning system where programs are evaluated.

We implement optimized logic programs and methods to compute consistent answers from them. The optimized system, which is based on logic programming, retrieves consistent answers to queries from stand alone relational databases. This is very relevant, because as far as we know, there is no other implementation of CQA for universal and referential ICs, and general first-order queries. Our system implements the semantics of constraints satisfaction defined in [16], and presented in Chapter 2, which works for databases that may contain null values.

Furthermore, it is possible to identify classes of ICs and queries for which CQA has lower data complexity. For example, CQA regarding sets of universal ICs and projection free conjunctive queries is polynomial in data complexity [2]. In [7], head-cycle free disjunctive repair programs are detected and translated into equivalent normal programs with lower computational complexity (coNP-complete) [30]. Other lower complexity classes for CQA are identified in [27, 39]. For all those cases, alternative methods for CQA can be implemented.

In this direction, we show that there are classes of ICs and queries for which we can compute consistent answers by using a core computation as an alternative to computing and querying all the stable models of the repair program and query program. The core of the original database (or of the repair program) wrt a set of
ICs is the set of database atoms in the intersection of all its repairs, or equivalently, of database atoms in the intersection of all stable models of the repair program. The core can be captured by the well-founded semantics of the program, in which case the core can be computed in polynomial time [60]. Core computations have been considered before for CQA for aggregate queries [4].

The well-founded semantics for normal logic programs was introduced in [75], and later extended to disjunctive logic programs [60, 67]. It has been used as an alternative to the stable models semantics [43, 44, 68]. In this thesis, we show that under certain conditions, for UICs and RICs, and conjunctive queries without existential quantifiers, the intersection of the stable models of the program composed by the repair and query program, coincides with the set of true atoms in the well-founded interpretation (WFI) of that program, generalizing some preliminary results obtained in [3] (for a different kind of repair programs). This property is significant, because in those cases CQA becomes polynomial in data complexity.

Additionally, we analyze the use of the WFS as a first step towards answering ground disjunctive queries, leaving the stable models semantics for a second stage, only if necessary. We also consider the use of the WFS as a general way of computing consistent answers, and by doing so and by complexity theoretic reasons, just providing a lower complexity approximation to CQA. As an illustration, with the WFS we retrieve a subset of the consistent answers to positive Datalog queries wrt RIC-acyclic sets of ICs (cf. Definition 2.2).

Moreover, we extend logic programs to compute consistent answers to aggregate queries with scalar functions, and aggregate queries with group-by statements. Our motivation is to use both, the logic programs to specify database repairs, and the capabilities of DLV system to compute aggregates over stable models. As we mentioned before, the former queries apply one of the aggregate functions min, max, count, sum,
avg over an attribute of a database relation, and return a unique value for the whole relation. On the opposite, queries with group-by statements perform grouping on the values of an attribute or a set of attributes, and apply one of the aggregate functions over each group. The semantics for consistent answers to scalar aggregate queries was given in [4]. The semantics for consistent answers to aggregate queries with group-by statements is presented in this thesis. By using repair programs, we exploit the aggregation capabilities of current reasoning systems to compute aggregate functions over stable models, such as the DLV system [61], a state of the art system for disjunctive logic programming.

Finally, CQA has been mostly analyzed in relational databases and in data integration systems, but there is no literature on CQA for Multidimensional Databases (MDB). For this reason, we develop a semantic framework for CQA for Multidimensional Databases [48]. We focus on Multidimensional Data Warehouses (MDWs), which are data repositories that integrate data from different sources, and keep historical data [24]. Basically, MDWs consist mainly of dimensions and facts. The former reflect the way in which the data is organized, e.g. time, location, customers, etc. The latter correspond to quantitative data related to the dimensions, e.g. facts related with sales may be associated to the dimensions time and location, and should be understood as the sales at the locations in certain periods of time.

In a multidimensional data model [48], dimensions are represented by hierarchical schemas together with a set of dimension constraints, while the facts are represented by tables that refer to the dimensions. Dimensions are considered as the static part of the data warehouses, whereas the facts are considered as the dynamic part, so that the update operations affect mainly the fact tables. However, in [50, 51] it was shown that dimensions can be updated; dimensions constraints can be violated; and therefore, MDWs may become inconsistent wrt them, affecting the evaluation of
queries. For MDBs a new repair semantics is required, since the relational notion of database repair presented in [2] cannot be applied to MDBs, mainly because of the different data schemas and ICs. This is presented in Chapter 8.

3.2 Overview of Results

Even though we cannot reduce the intrinsic complexity of CQA over inconsistent databases, we can optimize the computation of consistent answers from inconsistent databases. The contributions of this dissertation can be summarized as follows:

1. A simplified version of the repair programs of Definition 2.10. Essentially, the annotations on database facts and auxiliary predicates are eliminated. Moreover, we make an intelligent generation of program denial constraints, so that they are generated only when needed. The program denial constraints are the rules that avoid that atoms becomes simultaneously annotated with both $t_a$ and $f_a$ constants.

2. A suitable Magic Sets methodology for disjunctive repair programs. Magic sets techniques allow to focalize on parts of the repair programs and facts that are relevant to answer a query. We prove that our magic sets methodology is sound and complete when it is applied to disjunctive repair programs with program denial constraints.

3. A methodology to import into a reasoning system the relevant base data to compute queries from a database instance.

4. The development, implementation, and description of the "Consistency Extractor System", an optimized logic programming-based implementation to compute consistent answers to FO queries from stand alone relational databases.
5. An analysis of the use of the well-founded semantics for CQA. We identify classes of ICs and queries for which the well-founded semantics of programs [60, 67] provides the same consistent answers to queries as the stable models semantics [44, 68].

6. A logic programming specification of database repairs to compute consistent answers to aggregate queries with both *scalar* functions and *group-by* statements. We also provide a guide to compute consistent answers to aggregate queries in the DLV reasoning system [61].

7. A repair semantics for Multidimensional Databases. We define a suitable notion of repair for multidimensional dimension instances.
4.1 Introduction

In this chapter we describe structural optimizations to the logic programs in Definition 2.10.

Basically, structural modifications involve changing the program without affecting the repair semantics. Thus, we eliminate redundant rules, auxiliary predicates, and some annotation constants. In addition, we make an intelligent generation of program constraints, so that they are generated only when needed. Moreover, classes of ICs are identified, for which repair programs do not contain program constraints at all. This is important because, apart of eliminating unnecessary model checking, it allows for the application of magic sets as implemented in the DLV system (cf. Chapter 5), which currently requires the absence of program constraints. It has been shown that magic sets considerably improve the evaluation of queries [29].

Through structural optimizations we obtain simpler repair programs, which are easier to evaluate by a reasoning system.

The remain of the chapter is structured as follows. Section 4.2 presents the changes on annotations, predicates and rules. Section 4.3 describes a method to generate relevant program constrains for repair programs. Section 4.4 presents the new optimized repair programs. Section 4.5 finalizes this chapter.
4.2 Auxiliary Annotations, Predicates, and Redundant Rules

The construction of repair programs and their evaluation can be improved by applying suitable structural modifications. For instance, in order to generate the program facts and domain constants, it is necessary to process the whole database, because facts need to be annotated. This technically means bringing the database into main memory. Therefore, given a large data set the construction of programs may become a slow process.

First, instead of manually inserting database facts into repair programs once annotated with the $t_d$ constant, the facts are imported directly from the database without any annotation; and that constant is eliminated from the programs. In consequence, the database predicate $P$ and its version that becomes expanded with an extra argument for the annotations have to be told apart. Therefore, the expanded version of a predicate $P$ is replaced by an underscored version of the predicate, e.g. $P(\bar{a}, t_a)$ becomes $P_-(\bar{a}, t_a)$.

Second, the auxiliary $dom$ predicate is also eliminated. That predicate was introduced to extract database constants, which are useful to check satisfiability of ICs. Thus, instead of checking that variables are restricted to the database domain, we check that variables do not take null values. This is achieved by adding in rules regarding ICs conditions of the form $\bar{x} \neq \text{null}$, instead of using $\text{dom}(\bar{x})$.

Finally, instead of having two interpretation rules for each database predicate, only one rule is used (cf. rules 7 in Definition 2.10). As previously introduced, the interpretation rules are:

$$P_-(\bar{x}, t^{**}) \leftarrow P_-(\bar{x}, t_a). \quad (4.1)$$

$$P_-(\bar{x}, t^{**}) \leftarrow P(\bar{x}), \text{not } P_-(\bar{x}, f_a). \quad (4.2)$$

These rules define the atoms that become true in the repairs; which are the ones
advised to be true (Rule 4.1) or original database facts that are not advised to be false (Rule 4.2). Now, for each database predicate there is a single interpretation rule, namely:

$$P_{-}(\bar{x}, \text{t}^{*}) \leftarrow P_{-}(\bar{x}, \text{t}^{*}), \text{not } P_{-}(\bar{x}, \text{f}_{\text{a}}). \quad (4.3)$$

With these modifications database facts do not have to be preprocessed by adding annotations to them, and the number of rules in the repair programs decreases. Notice that since the dom atoms were defined for each database constant in the database domain, the elimination of the dom rules becomes relevant for large databases.

### 4.3 Relevant Program Constraints

Program constraints of repair programs permit to discard incoherent models, i.e. models containing atoms annotated with both ta and fa. We can identify cases of ICs for which a repair program will never generate such models. In those cases, program constraints can be eliminated. Apart from eliminating unnecessary model checking, the elimination of program constraints allows for the application of magic sets as implemented in the DLV system (cf. Chapter 5).

It can be seen that a repair program will have rules defining $P_{-}(\bar{x}, \text{t}_{\text{a}})$, and $P_{-}(\bar{x}, \text{f}_{\text{a}})$, for an atom $P(\bar{x})$ only if there exists at least two different ICs having $P(\bar{x})$ both in the antecedent of an IC and in the consequent of another IC. In those cases, program constraint for $P$ should be kept.

**Example 4.1** Given the database instance $D = \{S(a)\}$, and set IC: $\forall x(S(x) \rightarrow Q(x)), \forall x(Q(x) \rightarrow R(x))$, $\Pi(D, IC)$ has the following rules:

$S(a)$. 
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\[
\begin{align*}
S_-(x,t^*) & \leftarrow S_-(x) \\
S_-(x,t^{**}) & \leftarrow S_-(x), \text{ not } S(x, f_a) \\
S_-(x,f_a) \lor Q_-(x) & \leftarrow S_-(x), Q_-(x,f_a), x \neq \text{null} \\
S_-(x,f_a) \lor R_-(x) & \leftarrow S_-(x), R_-(x,f_a), x \neq \text{null} \\
Q_-(x,f_a) \lor R_-(x) & \leftarrow Q_-(x), R_-(x,f_a), x \neq \text{null} \\
\end{align*}
\]
(Similarly for \(Q\) and \(R\))

In the case of predicate \(S\) (and \(R\)) there is no way to generate an atom with constant \(t^*\) (\(f_a\) for \(R\)). Thus, the program constraints for \(S\) and \(R\) are always satisfied, and therefore, they can be eliminated. In contrast, for predicate \(Q\) both annotations are needed in the program, hence its program constraint has to be kept; otherwise we get incoherent stable models. The stable models of program \(\Pi(D, IC)\) without the program constraints are:

\[
\begin{align*}
\mathcal{M}_1 & = \{S(a), S(a,t^*), S(a,t^{**}), Q_-(a,t_a), Q_-(a,t^*), Q_-(a,t^{**}), R_-(a,t_a), R_-(a,t^*), R_-(a,t^{**})\}, \\
\mathcal{M}_2 & = \{S(a), S(a,t^*), S(a,t^{**}), Q_-(a,t_a), Q_-(a,t^*), Q_-(a,f_a)\}, \\
\mathcal{M}_3 & = \{S(a), S(a,t^*), S(a,f_a)\}.
\end{align*}
\]

\(\mathcal{M}_2\) is an incoherent stable model and, therefore it cannot be considered as a model of program \(\Pi(D, IC)\), since what we obtain from it is not a database repair. Actually, the database repairs are: \(\{S(a), Q(a), R(a)\}\), and \(\emptyset\), which can be generated from stable models \(\mathcal{M}_1\) (\(\{Q_-(a,t_a), R_-(a,t_a)\} \in \mathcal{M}_1\)) and \(\mathcal{M}_3\) (\(S(a,f_a) \in \mathcal{M}_3\)). \(\Box\)

This idea can be formalized by appealing to the interaction between predicates as
involved in ICs, which is captured by the dependency graph of Definition 2.1.

**Example 4.2** (example 4.1 cont.) Figure 4.1 shows the dependency graph \( G(IC) \) for the set \( IC: \forall x(S(x) \rightarrow Q(x)), \) and \( \forall x(Q(x) \rightarrow R(x)) \).

![Figure 4.1: Dependency Graph \( G(IC) \) for a Set of UICs](image)

Node \( S \) is connected to \( Q \) due to the first IC, \( Q \) is connected to \( R \) due to the second IC. \( S \) is a source node, \( R \) is a sink node. □

**Definition 4.1** Given a database instance \( D \), and a set \( IC \) of ICs, program \( \Pi'(D, IC) \) can be obtained from \( \Pi(D, IC) \) by deleting program constraints for the predicates that are sinks or sources in the dependency graph \( G(IC) \). □

**Example 4.3** (example 4.1 and 4.2 cont.) Program \( \Pi'(D, IC) \) has the same set of rules as program \( \Pi(D, IC) \), except for the program constraints for predicates \( S \) and \( R \). This happens because, since \( S \) is a source node and \( R \) is sink in the dependency graph in Figure 4.1, program constraints related to them can be deleted. □

**Proposition 4.1** Given a database instance \( D \), and a set \( IC \) of ICs, \( \Pi'(D, IC) \) has the same stable models as \( \Pi(D, IC) \).

**Proof:** From Definition 4.1 we know that \( SM(\Pi(D, IC)) \subseteq SM(\Pi'(D, IC)) \), hence we need to show that \( SM(\Pi'(D, IC)) \subseteq SM(\Pi(D, IC)) \).

By contradiction, let us assume that there exists a stable model \( M' \) for program \( \Pi'(D, IC) \) that is not a model of \( \Pi(D, IC) \). \( M' \) is an incoherent model, otherwise it would be a model of \( \Pi(D, IC) \). Therefore, for a given predicate \( P \), \( M' \) contains both
$P.(\bar{a}, t_a)$, and $P.(\bar{a}, f_a)$, and there is no a program constraint of the form: $\leftarrow P.(\bar{a}, t_a)$,
$P.(\bar{a}, f_a)$ in program $\Pi'(D, IC)$. Since there is no a program constraint for predicate $P$ in program $\Pi'(D, IC)$, either it is a sink or a source node in the dependency graph.

Nevertheless, if it is a sink (source) node, then there is no a rule in program $\Pi'(D, IC)$
having $P.(\bar{a}, f_a)$ in its head ($P.(\bar{a}, t_a)$ if source), therefore $P.(\bar{a}, f_a)$ ($P.(\bar{a}, t_a)$ if source)
cannot be true in model $\mathcal{M}'$. But $P.(\bar{a}, t_a)$ is in $\mathcal{M}'$. We have reached a contradiction.

Moreover, it is possible to identify classes of ICs for which repair programs do not have any program constraints.

**Corollary 4.1** If set $IC$ of ICs contains only formulas of the form $\forall (\bigwedge_{i=1}^{n} P_i(\bar{x}_i)) \rightarrow \varphi$, where $P_i(\bar{x}_i)$ is an atom and $\varphi$ is a formula containing built-ins only, or NNCs of the form (2.6), then the dependence graph $G(IC)$ has only sink nodes. In consequence, the repair program $\Pi'(D, IC)$ has no program constraints.

**Proof:** Directly from the dependence graph $G(IC)$.}

This corollary includes important classes of ICs such as key constraints, functional dependencies, unary constraints, i.e. constraints of the form (2.2), with one database predicate in the antecedent of the IC and only a built-in formula in the consequent, and also NNCs. For all these ICs, we can evaluate programs with magic sets options directly in the DLV system. In Chapter 5 we show that the magic sets technique improves considerably the bottom-up evaluation of programs.

### 4.4 Optimized Repair Programs

By using all the transformations introduced so far, we obtain a new definition for the repair program.
**Definition 4.2** Given a database instance $D$, a set $IC$ of UICs, RICs, and NNCs, the repair program $\Pi^*(D, IC)$ contains:

1. $P(\bar{a})$, for each atom $P(\bar{a}) \in D$.

2. For every UIC $\psi$ of the form (2.3), the set of rules:
   $$\bigvee_{i=1}^{n} P_i(\bar{x}_i, \bar{t}_a) \lor \bigvee_{j=1}^{m} Q_j(\bar{y}_j, \bar{t}_a) \leftarrow \bigwedge_{i=1}^{n} P_i(\bar{x}_i, \bar{t}^*), \bigwedge_{Q_j \in Q'} \bigwedge_{\bar{x}_l \in A(\psi) \cap \bar{x}} x_l \neq \text{null}, \varphi,$$
   for every set $Q'$ and $Q''$ of atoms appearing in formula (2.3) such that $Q' \cup Q'' = \bigcup_{j=1}^{m} Q_j(\bar{y}_j)$ and $Q' \cap Q'' = \emptyset$, where $A(\psi)$ is the set of relevant attributes for $\psi$, $\bar{x} = \bigcup_{i=1}^{n} x_i$, and $\varphi$ is a conjunction of built-ins that is equivalent to the negation of $\varphi$.

3. For every RIC $\psi$ of the form (2.4), the rules:
   $$P_1(\bar{x}, \bar{t}_a) \lor Q_1(\bar{y}, \text{null}, \bar{t}_a) \leftarrow P_1(\bar{x}, \bar{t}^*), \text{not aux}_{\psi}(\bar{y}), \bar{y} \neq \text{null}.$$
   And for every $z_i \in \bar{z}$:
   $$\text{aux}_{\psi}(\bar{y}) \leftarrow Q_1(\bar{y}, \bar{z}, \bar{t}^*), \text{not } Q_1(\bar{y}, \bar{z}, \bar{t}_a), \bar{y} \neq \text{null}, z_i \neq \text{null}.$$

4. For every NNC of the form (2.6), the rule:
   $$P_1(\bar{x}, \bar{t}_a) \leftarrow P_1(\bar{x}, \bar{t}^*), x_1 = \text{null}.$$

5. For each predicate $P \in R$, the annotation rules:
   $$P_1(\bar{x}, \bar{t}^*) \leftarrow P_1(\bar{x}), \quad P_1(\bar{x}, \bar{t}^{**}) \leftarrow P_1(\bar{x}, \bar{t}_a).$$

6. For every predicate $P \in \mathcal{R}$, the interpretation rule:
   $$P_1(\bar{x}, \bar{t}^{**}) \leftarrow P_1(\bar{x}, \bar{t}^*), \text{not } P_1(\bar{x}, \bar{t}_a).$$

7. For every predicate $P \in \mathcal{R}$ that is not a sink or a source node in $G(IC)$, the program constraint:
   $$P_1(\bar{x}, \bar{t}_a), P_1(\bar{x}, \bar{t}_a).$$

As we would expect, the new optimized repair programs produce the same database repairs than the original ones.
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Theorem 4.1 Given a database instance $D$, and a set $IC$ of UICs, RICs, and NNCs of the forms (2.3), (2.4) and (2.6), respectively, the repair program $\Pi(D, IC)$ as in Definition 2.10 and the program $\Pi^*(D, IC)$ produce the same database repairs. □

Before proving the theorem, we introduce some concepts and obtain some results that are needed for the proof of Theorem 4.1.

Definition 4.3 [29] Given a model $M$ of a program $\Pi$, a predicate symbol $P$, and a set of interpretations $I$:

(a) $M[P]$ denotes the set of atoms in $M$ whose predicate symbol is $P$.

(b) $\Pi[P]$ is the set of rules of $\Pi$ whose head contains predicate $P$.

(c) $M[\Pi]$ is the set of atoms in $M$ whose predicate symbol appears in the head of some rule in program $\Pi$.

(d) $I[P] = \{ M[P] \mid M \in I \}$, $I[\Pi] = \{ M[\Pi] \mid M \in I \}$.

Intuitively, we first prove (cf. Proposition 4.2) that the elimination of annotation constants and rules from repair programs does not affect the semantics of programs. Second, we show that the interpretation rules of programs $\Pi(D, IC)$ and $\Pi^*(D, IC)$ generate the same atoms annotated with $t^\bullet$, which are the atoms that become true in the repairs.

For the proof of Proposition 4.2, and Theorem 4.1 we simplify the notation as follows: $\Pi$ denotes the repair program $\Pi(D, IC)$, and $\Pi^*$ denotes the repair program $\Pi^*(D, IC)$. Also, we define two sets: $AC$ contains the following annotation constants $f_a$, $t_a$, $t_d$, $t^*$, $\{\}$, where $\{\}$ is used to indicate "no annotation" of database facts in program $\Pi^*$. The second set is $IR$ which only contains constant $t^\bullet$. $SM(\Pi)[AC]$ is
the set of stable models of program $\Pi$ restricted to the atoms that have annotation constants in $AC$ (for $\Pi^*$, $SM(\Pi^*)[AC]$ contains also database facts without annotations). $\Pi[AC]$ is the repair program restricted to the rules whose head atom contains one of the annotation arguments in $AC$. $\Pi[IR]$ denotes the interpretation rules of the repair program. Consequently, $\Pi = \Pi[IR] \cup \Pi[AC]$.

**Proposition 4.2** $M$ is a stable model of $\Pi[AC]$ iff $M'$ is a stable model of $\Pi^*[AC]$ with $M = M'$ wrt the atoms with annotation constants $f_a, t_a, t^*$.

**Proof:** We just need to prove that the elimination of annotation $t_d$, $\text{dom}$ atoms, and program constraints does not affect the semantics of repair programs and, therefore programs $\Pi$ and $\Pi^*$ have the same stable models, restricted to atoms with annotation constants $f_a, t_a, t^*$.

(a) The elimination of annotation $t_d$ of repair programs does not affect the semantics of the program.

In program $\Pi^*$ annotation $t_d$ is eliminated and database facts are used as they come from the database, e.g. they are atoms of the form $P(\bar{a})$. It is easy to see that $P(\bar{a}, t_d)$ and $P(\bar{a})$ refer to the same database facts, since they are retrieved from the same database instance $D$. Moreover, due to the elimination of $t_d$ annotation, in program $\Pi^*$ the version of $P$ that is expanded with other annotations is replaced by an underscored version, e.g. $P(\bar{a}, t_a)$, becomes $P.(\bar{a}, t_a)$, etc. This is just a syntactic change. Therefore, the elimination of annotation $t_d$ does not alter the semantics of the repair program.

(b) The replacement of $\text{dom}(\bar{x})$ in rules, by conditions of the form $\bar{x} \neq \text{null}$ does not affect the semantics of the program.

$\text{dom}$ atoms are used to capture the active domain of the database without $\text{null}$. By replacing it by $\bar{x} \neq \text{null}$, we ensure that $x$ does not take the null value. Also,
since stable models are minimal models, they only consider the constants in the active domain. As a consequence, we can eliminate dom of repair programs without affecting their semantics.

(c) The elimination of program constraints as established in Proposition 4.1 does not affect the semantics of the program.

Proof of Theorem 4.1: Having Proposition 4.2, we just need to prove that the interpretation rules of programs Π* and Π define the same atoms annotated with t**.

It is easy to see that the programs Π and Π* can be split [63] into a bottom program Π[AC] (resp. Π*[AC]) and a top program Π[IR] (resp. Π*[IR]), using as a splitting set all the atoms except the ones annotated with t**. This implies that the programs can be hierarchically evaluated in the following way: The models of program Π are $SM(Π) = \bigcup_M SM(M \cup Π[IR])$, for each stable model M in $SM(Π)[AC]$.

Therefore, now we will prove that:

(1) For every stable model $M''$ that belongs to $SM(M \cup Π[IR])$ with $M$ in $SM(Π)[AC]$, there exists a stable model $M'$ that belongs to $SM(M' \cup Π*[IR])$, with $M'$ in $SM(Π*)[AC]$, such that $M''[t**] = M'[t**]$, that is, $M''$ and $M'$ contain the same atoms annotated with t**.

By contradiction, let us assume that there exists a stable model $M''$ in $SM(M \cup Π[IR])$ with $M$ in $SM(Π)[AC]$, and there is not a stable model $M'$ that belongs to $SM(M' \cup Π*[IR])$ with $M'$ in $SM(Π*)[AC]$, such that $M''[t**] = M'[t**]$.

We have two cases depending if the repair obtained from $M''$ is empty or not.

(a) The repair obtained from $M''$ is empty. So $M''$ does not have atoms with the t** constant. In this case $M'' = M$ with $M$ in $SM(Π)[AC]$. Then, according to Proposition 4.2 we know that there exists a model $M'$ in $SM(Π*)[AC]$ such that $M = M'$. Therefore, given the fact that $M'' = M$, we now also have that
$M'' = M'$. Now, if $M^*$ has no atoms with $t^{**}$, $M''[t^{**}]$ would be equal to $M^*[t^{**}]$ (both would be empty) and this would lead to a contradiction. Then, $M^*[t^{**}]$ should not be empty. Hence, there exists an atom $P.(c, t^{**})$ in $M^*$. Then, $M'$ has $P.(c, t^*)$ and does not have $P.(c, f_a)$. If $M'$ has $P.(c, t^*)$ then $P(c)$ is true or $P.(c, t_a)$ is true in $M'$. However, if either of both situations happens, and given the facts that $P.(c, f_a)$ is false in $M'$, and $M = M'$, then $M''$ satisfies $P(c, t^{**})$ as well. Because of the interpretation rules in $II[IR]$. But, $M''[t^{**}] = \emptyset$. We have reached a contradiction.

(b) The repair obtained from $M''$ is not empty. In this case, there exists an atom $P.(c, t^{**})$ in $M''$ such that there is no model $M^*$ that satisfies $P.(c, t^{**})$. If atom $P.(c, t^{**})$ is true in $M''$ then we have that $P(c, t_d)$ is in $M$, ($M$ in $SM(II)[AC]$) in which case $P.(c, f_a)$ is not in $M$, or $P.(c, t_d)$ is not in $M$, in which case $P.(c, t_a)$ is in $M$. In both cases we have that atom $P.(c, t^*)$ is true in $M$. In addition, because of Proposition 4.2 we know that exists a stable model $M'$ in $SM(II^*)[AC]$, such that $M = M'$. Now, there are two cases to consider: $P.(c, t_d)$ is in $M$ and $P.(c, t_d)$ is not in $M$.

First, for $P.(c, t_d)$ in $M$, we have that since $P.(c, t^*)$ is in $M$, $P.(c, f_a)$ has to be false in $M$. Then, since $M = M'$ and because of the interpretation rule in $II^* P.(c, t^{**}) \leftarrow P.(c, t^*)$, not $P.(c, f_a)$, we have that there exists a model $M^*$ such that $P.(c, t^{**})$ is in $M^*$. Then we have reached a contradiction. Second, for $P.(c, t_d)$ not in $M$, we have that since $P.(c, t^*)$ is in $M$, $P.(c, t_a)$ has to be true in $M$ and $P.(c, f_a)$ has to be false in $M$. Then, since $M = M'$ and because of the interpretation rule in $II^* P.(c, t^{**}) \leftarrow P.(c, t^*)$, not $P.(c, f_a)$, we have that there exists a model $M^*$ such that $P.(c, t^{**})$ is in $M^*$. We have reached a contradiction.
(2) For every stable model $M^*$ that belongs to $SM(M' \cup \Pi^*[IR])$, with $M'$ in $SM(\Pi^*)[AC]$, there exists a stable model $M''$ that belongs to $SM(M \cup (\Pi)[IR])$ with $M$ in $SM(\Pi)[AC]$, such that $M^*[t^*] = M''[t^*]$.

By contradiction, let us assume that there exists a model $M^*$ that belongs to $SM(M' \cup \Pi^*[IR])$ with $M'$ in $SM(\Pi^*)[AC]$, and there is not a stable model $M''$ that belongs to $SM(M \cup (\Pi)[IR])$ with $M$ in $SM(\Pi)[AC]$, such that $M^*[t^*] = M''[t^*]$.

Here we have two cases depending if the repair obtained from $M^*$ is empty or not.

(a) The repair obtained from $M^*$ is empty. So $M^*$ does not have atoms with the $t^*$ constant. In this case $M^* = M'$ with $M'$ in $SM(\Pi^*)[AC]$. Then, because of Proposition 4.2 we know that there exists a model $M$ in $SM(\Pi)[AC]$ such that $M' = M$. So given the fact that $M^* = M'$, we now also have that $M^* = M$.

Now, if $M^*$ has no atoms with $t^*$, $M^*[t^*]$ would be equal to $M''[t^*]$ (both would be empty) and this would lead to a contradiction. Then, $M''[t^*]$ should not be empty.

Then, there exists an atom $P(\bar{c},t^*)$ in $M''$. There are two cases to analyze, $P(\bar{c},t_d)$ is in $M$ or $P(\bar{c},t_d)$ is not in $M$. First, if $P(\bar{c},t_d)$ is in $M$, then, $P(\bar{c})$ is in $M'$ and $P_\pi(\bar{c},t^*)$ is in $M'$. Moreover, since $P(\bar{c},t^*)$ is in $M''$, $P(\bar{c},f_a)$ is not in $M$ and $P_\pi(\bar{c},f_a)$ is not in $M'$. Given the interpretation rule in $\Pi^*$ $P_\pi(\bar{c},t^*) \leftarrow P_\pi(\bar{c},t^*)$, not $P_\pi(\bar{c},f_a)$, we have $P_\pi(\bar{c},t^*)$ is in $M^*$. But, $M^*[t^*]$ is empty. We have reached a contradiction. Now, we need to analyze for $P(\bar{c},t_d)$ is not in $M$. Since $P(\bar{c},t^*)$ is in $M''$, $P(\bar{c},f_a)$ is not in $M$ and $P(\bar{c},t_a)$ is in $M$.

Then, given the fact that $M = M'$, then $P_\pi(\bar{c},t_a)$ is in $M'$, and $P_\pi(\bar{c},t^*)$ is in $M'$. Hence given the interpretation rule in $\Pi^*$ $P_\pi(\bar{c},t^*) \leftarrow P_\pi(\bar{c},t^*)$, not $P_\pi(\bar{c},f_a)$, we have $P_\pi(\bar{c},t^*)$ is in $M^*$. But, $M^*[t^*]$ is empty. We have reached a contradiction.

(b) The repair obtained from $M^*$ is not empty, so there exists $P_\pi(\bar{c},t^*)$ in $M^*$. If
atom $P(\bar{c}, t^{**})$ is true in $M^*$ then we have that $P(\bar{c}, t^*)$ is true in $M'$ ($M'$ is in $SM(\Pi^*)[AC]$), and $P(\bar{c}, f_a)$ is false in $M'$. If $P(\bar{c}, t^*)$ is true, then either $P(\bar{c})$ or $P(\bar{c}, t_a)$ are true in $M'$. In addition, because of Proposition 4.2 we know that exists a model $M$ in $SM(\Pi)[AC]$, such that $M' = M$. Now there are two cases to consider: $P(\bar{c})$ is in $M'$ or $P(\bar{c})$ is not in $M'$. First we will assume that $P(\bar{c})$ is true in $M'$, and therefore that $P(\bar{c}, f_a)$ is false. Then because $M = M'$, and by using the interpretation rule $P(\bar{c}, t^{**}) \leftarrow P(\bar{c}, t_d)$, not $P(\bar{c}, f_a)$ of $\Pi$, $P(\bar{c}, t^{**})$ is in $M''$. Then $M''$ exists and we have reached a contradiction. Now, if $P(\bar{c})$ is not in $M'$ we have that $P(\bar{c}, t_a)$ is in $M'$. Then because $M = M'$, and by using the interpretation rule $P(\bar{c}, t^{**}) \leftarrow P(\bar{c}, t_d)$ of $\Pi$, $P(\bar{c}, t^{**})$ is in $M''$. Then $M''$ exists and we have reached a contradiction. □

**Example 4.4** The repair program $\Pi^*(D, IC)$ for $D = \{P(a, b, null), P(b, b, a), R(a, b), S(a, b, b), S(null, b, b)\}$, and IC: $\forall xyz(P(x, y, z) \rightarrow R(x, y)), \forall xy(R(x, y) \rightarrow \exists z S(x, y, z))$, and $\forall xyz(S(x, y, z) \land IsNull(x) \rightarrow \text{false})$ contains the following facts and rules:

1. $P(a, b, null). P(b, b, a). R(a, b). S(a, b, b). S(null, b, b).$

2. $P(x, y, z, f_a) \vee R(x, y, t_a) \leftarrow P(x, y, z, t^*), R(x, y, f_a), x \neq \text{null}, y \neq \text{null}.$

3. $P(x, y, z, f_a) \vee R(x, y, t_a) \leftarrow P(x, y, z, t^*), not R(x, y), x \neq \text{null}, y \neq \text{null}.$

4. $R(x, y, f_a) \vee S(x, y, null, t_a) \leftarrow R(x, y, t^*), not aux(x, y), x \neq \text{null}, y \neq \text{null}.$

5. $R(x, y, t^*) \leftarrow R(x, y).$

6. $R(x, y, t^*) \leftarrow R(x, y, t_a).$

7. $S(x, y, z, t^*) \leftarrow S(x, y, z).$

8. $S(x, y, z, t^*) \leftarrow S(x, y, z, t_a).$
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6. \( P(x, y, z, t^*) \leftarrow P(x, y, z, t^*), \) \( \text{not } P(x, y, z, f_a) \).
\( R(x, y, t^*) \leftarrow R(x, y, t^*), \) \( \text{not } R(x, y, f_a) \).
\( S(x, y, z, t^*) \leftarrow S(x, y, z, t^*), \) \( \text{not } S(x, y, z, f_a) \).

Note that program constraints are only generated for predicate \( S \) since for this predicate there are rules generating atoms with both \( t_a \) and \( f_a \) annotations. This program has two stable models:

\[
\mathcal{M}_1 = \{ P(a, b, null), P(b, b, a), R(a, b), S(a, b, b), S(null, b, b), P.(a, b, null, t^*), \]
\[
P(b, b, a, t^*), R.(a, b, t^*), S.(a, b, b, t^*), S.(null, b, b, f_a), S.(null, b, b, t^*), \]
\[
aux(a, b), R.(b, b, t_a), P.(a, b, null, t^*), P.(b, b, a, t^*), R.(a, b, t^*), R.(b, b, t^*), \]
\[
S.(b, b, null, t_a), R.(b, b, t^*), S.(b, b, null, t^*), S.(b, b, null, t^*), S.(a, b, b, t^*) \}.
\]

\[
\mathcal{M}_2 = \{ P(a, b, null), P(b, b, a), R(a, b), S(a, b, b), S(null, b, b), P.(a, b, null, t^*), \]
\[
P.(b, b, a, t^*), R.(a, b, t^*), S.(a, b, b, t^*), S.(null, b, b, f_a), S.(null, b, b, t^*), \]
\[
aux(a, b), P.(b, b, a, f_a), P.(a, b, null, t^*), R.(a, b, t^*), S.(a, b, b, t^*) \}.
\]

Stable models of program \( \Pi^*(D, IC) \) contain less predicates than the models of \( \Pi(D, IC) \) (cf. Example 2.9), which is due to the fact that \( dom \) predicate was eliminated from repair programs. Moreover, they construct the same database repairs, as expected.

From now on, repair programs are those given in Definition 4.2, and they will be denoted just by \( \Pi(D, IC) \), as before.

Moreover, for a database \( D \) and a RIC-acyclic set \( IC \) of UICs, RICs, and NNCs, the program \( \Pi(D, IC) \) without its program constraints is \textit{locally stratified}.
Definition 4.4 [68] A program $\Pi$ is \textit{locally stratified} if its Herbrand base can be partitioned into sets $S_0, S_1, \ldots$ (called strata) such that, for each rule

$$A_1 \lor \cdots \lor A_l \leftarrow B_1, \ldots, B_m, \text{not } C_1, \ldots, \text{not } C_n,$$

in $\text{ground}(\Pi)$, there exists an $i \geq 1$ such that all $A_1, \ldots, A_l$ belong to $S_i$, all $B_1, \ldots, B_m$, belong to $S_0 \cup \cdots \cup S_i$, and all $C_1, \ldots, C_n$ belong to $S_0 \cup \cdots \cup S_{i-1}$. For such a partition, we use $\Pi_i$ to denote the set of all rules from $\text{ground}(\Pi)$ whose consequent belong to $S_i$. □

The notion of \textit{locally stratified} programs differs from the definition of \textit{stratified} programs.

Definition 4.5 [66] A program $\Pi$ is \textit{stratified} if there exists a level mapping $\| \|$ from predicates (names) of $\Pi$ to natural numbers, such that for every rule $r$ of $\Pi$:

(a) For any positive literal $l \in B^+(r)$, and for any literal $l'$ in $H(r)$, $\| l \| \leq \| l' \|$

(b) For any negative literal $l \in B^-(r)$, and for any literal $l'$ in $H(r)$, $\| l \| < \| l' \| □$

The difference between \textit{locally stratified} and \textit{stratified} programs is that in the former the strata are generated by considering atoms on the ground version of program $\Pi$. However, in the latter the strata are generated by considering the set of predicates appearing in program $\Pi$.

We will use the next result in Chapter 5, to prove that we can use the magic sets technique in the evaluation of repair programs. The magic set method we define is applied to repair programs without considering its program constraints.

Proposition 4.3 For a database instance $D$ and a RIC-acyclic set $IC$ of UICs, RICs and NNCs of the forms (2.3), (2.4), and (2.6), respectively, the repair program $\Pi(D, IC)$ without its program constraints is locally stratified.
Proof: Given a database $D$ and a set of RIC-acyclic UICs, RICs, and NNCs, let \( \{V_1, \ldots, V_r\} \) be the set of vertices of \( G^C(IC) \). Since this graph is obtained by contracting vertices of \( G(IC) \), each vertex in \( G^C(IC) \) is a set of predicates of \( \mathcal{R} \). In fact, \( \bigcup_{i=1}^r V_i = \mathcal{R} \), and \( V_j \cap V_k = \emptyset \), for \( V_j, V_k \in V \). Since \( G^C(IC) \) is acyclic, we can safely assume that the vertices are numbered in a topological ordering, i.e. for every edge \((V_i, V_j)\), we have \( i < j \). Then, for \( \Pi'(D, IC) := \Pi(D, IC) \setminus PC \), where \( PC \) is the set of program constraints in program \( \Pi(D, IC) \), we can consider the following strata:

\[
S_0 = \{P(\bar{x}) \mid P \in \mathcal{R} \text{ and } \bar{x} \in \mathcal{U}\},
\]
\[
S_1 = \{P.(\bar{x}, y) \mid P \in V_r, \bar{x} \in \mathcal{U}, \text{ and } y \in \{t^*, t_a, f_a\}\},
\]
\[
S_2 = \{aux_i(\bar{x}) \mid V_r \text{ has an incoming edge in } G^C(IC) \text{ corresponding to the referential integrity constraint } IC_i, \text{ and } \bar{x} \in \mathcal{U}\},
\]
\[
S_3 = \{P.(\bar{x}, y) \mid P \in V_{r-1}, \bar{x} \in \mathcal{U}, \text{ and } y \in \{t^*, t_a, f_a\}\},
\]
\[
S_4 = \{aux_i(\bar{x}) \mid V_r \text{ has an incoming edge in } G^C(IC) \text{ corresponding to the referential integrity constraint } IC_i, \text{ and } \bar{x} \in \mathcal{U}\},
\]
\[
\ldots
\]
\[
S_i = \{P.(\bar{x}, y) \mid P \in V_{r-\lfloor \frac{i+1}{2} \rfloor}, \bar{x} \in \mathcal{U}, \text{ and } y \in \{t^*, t_a, f_a\}\}, \text{ for } i \leq (2r - 1) \text{ and odd},
\]
\[
S_i = \{aux_i(\bar{x}) \mid V_{r-\lfloor \frac{i+1}{2} \rfloor} \text{ has an incoming edge in } G^C(IC) \text{ corresponding to the RIC } IC_i, \text{ and } \bar{x} \in \mathcal{U}\}, \text{ for } i \leq (2r - 1) \text{ and even},
\]
\[
\ldots
\]
\[
S_{2r-1} = \{P.(\bar{x}, y) \mid P \in V_1, \bar{x} \in \mathcal{U}, \text{ and } y \in \{t^*, t_a, f_a\}\},
\]
\[
S_{2r} = \{P.(\bar{x}, y) \mid P \in \mathcal{R}, \bar{x} \in \mathcal{U}, \text{ and } y \in \{t^{**}\}\}
\]

It is easy to check that this stratification satisfies the conditions on every rule of program \( \Pi'(D, IC) \) and, therefore program \( \Pi'(D, IC) \) is locally stratified. \( \square \)

Notice that, since there is no recursion in FO queries, the query program \( \Pi(Q) \) is always stratified, then it holds that program \( \Pi(D, IC) \cup \Pi(Q) \) is locally stratified.
Proposition 4.4 For a database instance $D$, a RIC-acyclic set $IC$ of UICs, RICs and NNCs of the forms (2.3), (2.4), and (2.6), respectively, and a FO query $Q$, program $\Pi(D, IC, Q) := \Pi(D, IC) \cup \Pi(Q)$ without its program constraints is locally stratified.

Proof: Consider the strata for program $\Pi'(D, IC) := \Pi(D, IC) \setminus PC$, i.e. the repair program without its program constraints, defined in the proof of Proposition 4.3. Since program $\Pi(Q)$ only has rules with the head atom $Ans$, which is not present anywhere else in program $\Pi'(D, IC)$ (and neither in $\Pi(D, IC)$), and atoms of the form $P_{-}(\bar{x}, t^{**})$ and $\text{not } P_{-}(\bar{x}, t^{**})$ in their bodies. The program $\Pi'(D, IC, Q) := \Pi'(D, IC) \cup \Pi(Q)$ can be evaluated by considering the additional stratum $S_{2r+1} = \{Ans(\bar{x}) \mid \bar{x} \in U\}$. Therefore, program $\Pi'(D, IC, Q)$ is locally stratified. $\square$

4.5 Summary

In this chapter repair programs have been simplified and optimized by eliminating redundant rules, facts and annotations. It is important to remark that the processing of database facts has been eliminated. Now database facts are used as they come from the database, without adding any annotation. In Chapter 9 we will see that the elimination of the $t_{d}$ constant permits to import database facts directly into the reasoning system.

Moreover, it was shown that program constraints, which are the rules that avoid the generation of incoherent models, are not always needed. Thus, we defined a methodology to detect database predicates for which program constraints should not be generated. Their elimination is important because it avoids unnecessary model checking in a reasoning system. In addition, important classes of ICs are identified for which repair programs can be specified without program constraints. It becomes relevant when magic sets techniques are applied with the DLV system (cf. Chapter 5), which implements magic sets for programs without program constraints.
Furthermore, it was proven that the new optimized programs (without program constraints) are locally stratified. This result will be used in Chapter 5 to prove that the MS methodology we define is sound and complete.
Chapter 5

Optimizing Query Evaluation from Repair Programs

5.1 Introduction

In this chapter we present optimizations of the evaluation of repair and query programs to obtain consistent answers.

Consistent answers are obtained from stable models of the combination of the repair and query programs. Nevertheless, in most of the cases the former -so as its stable models- contain more information than necessary to answer the query, because repair programs are built considering all database predicates and database facts. However, query predicates are related to a subset of the database predicates.

Furthermore, we are not interested in obtaining complete stable models (or repairs), but only in obtaining the consistent answers to our queries. In consequence, it is important to optimize the evaluation of the repair programs by considering only predicates and facts that are relevant to the query. This is precisely the purpose of the magic sets (MS) technique [8], that achieves it by simulating a top-down [23] -and then query directed- evaluation of the query through bottom-up propagation [23]. This technique produces a new program that contains a subset of the original rules, along with a set of new, “magic”, rules.

Classic MS techniques for Datalog programs [8, 70] have been extended to logic programs with unstratified negation under stable models semantics [35], to disjunctive logic programs with stratified negation [45], with an optimized version [29] being
implemented in DLV. For this kind of programs, the MS technique is sound and complete, i.e. the method computes all and only correct answers for the query. We know by personal communication with the authors of [29, 35], that the same result can be obtained as a combination of [29, Theorem 1] and [35, Theorem 3]. This result holds for disjunctive programs with possibly unstratified negation, under certain conditions (cf. Section 5.2). In [47] a sound but incomplete methodology is presented for disjunctive programs with constraints of the form \( \leftarrow C(\bar{x}) \), where \( C(\bar{x}) \) is a conjunction of literals (i.e. positive or negated atoms).

In this chapter, we present a sound and complete MS methodology for our disjunctive repair programs with their program constraints, which fall in the category of program constraints with only positive intensional literals in the body. The methodology works for the kind of programs we have, but not necessarily in the general case of disjunctive programs with program constraints.

It works as follows: the set of program constraints \( PC \) is separated from the rest of the rules, then the MS technique, as defined in [29, 35], is applied to the resulting program. The latter is possible, since our disjunctive programs with program constraints satisfy the conditions to apply MS as defined in [29, 35] (we explain this in detail in Section 5.2). At the end of this process, the program constraints are put back into the resulting program, and so enforcing that the rewritten program has only coherent models.

Moreover, we develop another optimization technique that can be used as an alternative to the MS method. This technique also captures the relevant database predicates to compute a specific query. The relevant predicates are used to generate reduced repair programs, i.e. programs that consider the relevant predicates to compute a query. This new repair program is evaluated together with the query program. It is shown that the relevant predicates produced by this method correspond to
the predicates selected by the MS technique. In Chapter 9 we perform experiments to show the effectiveness of the relevant predicates methodology for CQA, and we compare it with the MS technique for query evaluation.

Optimizations to the evaluation of programs make query processing more efficient. In general, consistent query answering over inconsistent databases is an expensive computational task (worst case \( \Pi^P_2 \)-complete in data complexity [17, 27]). Therefore, speeding up query evaluation over large data sets becomes particularly relevant.

The rest of the chapter is organized as follows: Section 5.2 introduces the magic sets methodology for disjunctive repair programs with program constraints. In Section 5.3 we specify how to apply magic sets in the DLV systems to our repair programs. In Section 5.4 we present a method to generate reduced repair programs based on relevance of predicates. In Section 5.5 we discuss related work on optimizations of the logic approach for CQA. Section 5.6 finalizes this chapter.

5.2 Magic Sets for Repair Programs

Given a query and a program, the MS selects the relevant rules from the program to compute the answers to the query, and pushes down the constants in the query to restrict the tuples involved in the computation of the answers. The MS methodology carries this out by sequentially performing three well defined steps: adornment, generation and modification. The method will be illustrated using the following repair program and query, where rules have been enumerated for reference.

**Example 5.1** Given a database instance \( D = \{S(a), T(a)\} \), a set \( IC \) with \( \forall x(S(x) \rightarrow Q(x)), \forall x(Q(x) \rightarrow R(x)) \) and \( \forall x(T(x) \rightarrow W(x)) \), and query \( Q: \text{Ans}(x) \leftarrow S(x) \). The program \( \Pi(D, IC, Q) := \Pi(D, IC) \cup \Pi(Q) \) consists of the rules:
1. \( S(a), T(a) \).
2. \( S(x, f_a) \lor Q(x, t_a) \leftarrow S(x, t^*), Q(x, f_a), x \neq \text{null} \).
3. \( S(x, f_a) \lor Q(x, t_a) \leftarrow S(x, t^*), \text{not } Q(x), x \neq \text{null} \).
4. \( Q(x, f_a) \lor R(x, t_a) \leftarrow Q(x, t^*), R(x, f_a), x \neq \text{null} \).
5. \( Q(x, f_a) \lor R(x, t_a) \leftarrow Q(x, t^*), \text{not } R(x), x \neq \text{null} \).
6. \( T(x, f_a) \lor W_-(x, t_a) \leftarrow T(x, t^*), W_-(x, f_a), x \neq \text{null} \).
7. \( T(x, f_a) \lor W_-(x, t_a) \leftarrow T(x, t^*), \text{not } W(x), x \neq \text{null} \).
8. \( S(x, t^*) \leftarrow S(x, t_a) \).
9. \( S(x, t^*) \leftarrow S(x) \).
10. \( Q(x, t^*) \leftarrow Q(x, t_a) \).
11. \( Q(x, t^*) \leftarrow Q(x) \).
12. \( R(x, t^*) \leftarrow R(x, t_a) \).
13. \( R(x, t^*) \leftarrow R(x) \).
14. \( T(x, t^*) \leftarrow T(x, t_a) \).
15. \( T(x, t^*) \leftarrow T(x) \).
16. \( W_-(x, t^*) \leftarrow W_-(x, t_a) \).
17. \( W_-(x, t^*) \leftarrow W(x) \).
18. \( S(x, t^{**}) \leftarrow S(x, t^*) \), \text{not } S(x, f_a) \).
19. \( Q(x, t^{**}) \leftarrow Q(x, t^*) \), \text{not } Q(x, f_a) \).
20. \( R(x, t^{**}) \leftarrow R(x, t^*) \), \text{not } R(x, f_a) \).
21. \( T(x, t^{**}) \leftarrow T(x, t^*) \), \text{not } T(x, f_a) \).
22. \( W_-(x, t^{**}) \leftarrow W_-(x, t^*) \), \text{not } W_-(x, f_a) \).
23. \( \underline{\text{not } Q(x, t_a)}, Q(x, f_a) \).
24. \( \underline{\text{Ans}}(x) \leftarrow S(x, t^{**}) \).

The stable models are:

\[
M_1 = \{ T(a), S(a), T_-(a, t^*), S_-(a, t^*), Q_-(a, t_a), S_-(a, t^{**}), Q_-(a, t^*), R_-(a, t_a), \\
Q_-(a, t**), R_-(a, t^*), R_-(a, t^{**}), \underline{\text{Ans}}(a), W_-(a, t_a), T_-(a, t^{**}), W_-(a, t^*), \\
W_-(a, t^{**}) \},
\]

\[
M_2 = \{ T(a), S(a), T_-(a, t^*), S_-(a, t^*), Q_-(a, t_a), S_-(a, t^{**}), Q_-(a, t^*), R_-(a, t_a), \\
Q_-(a, t**), R_-(a, t^*), R_-(a, t^{**}), \underline{\text{Ans}}(a), T_-(a, f_a) \},
\]
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\[ M_3 = \{ T(a), S(a), T_-(a, t^*), S_-(a, t^*), S_-(a, f_a), W_-(a, t_a), T_-(a, t**), W_-(a, t^*), W_-(a, t**) \}, \]
\[ M_4 = \{ T(a), S(a), T_-(a, t^*), S_-(a, t^*), S_-(a, f_a), T_-(a, f_a) \}. \]

Since there are no ground Ans-atoms in common, there are no cautious answers to the query, and then no consistent answers. □

Given the program \( \Pi(D, IC, Q) \), the MS technique is applied to the program \( \Pi^-(D, IC, Q) := \Pi(D, IC, Q) \setminus PC \), where \( PC \) contains the program constraint: \( \leftarrow Q_\cdot(\bar{x}, t_a), Q_\cdot(\bar{x}, f_a) \).

For the adornment step, the relationship between the query predicates and the predicates of program \( \Pi^- \) are explicitly defined. The output of this step is a new adorned program, where each intensional predicate (IDB) is of the form \( P^A \), where \( A \) is a string of letters \( b, f \), meaning bound and free, respectively, whose length is equal to the arity of predicate \( P \).

Starting from the given query, adornments are created. First \( \Pi(Q) : Ans(x) \leftarrow S_-(x, t**) \) becomes:
\[
Ans^f(x) \leftarrow S^f(x, t**),
\]
meaning that the first argument of \( S_- \) is a free variable, and the second one is bound. Notice that since annotation are constants, they are always bound. The adorned predicate \( S^f \) is used to propagate bindings (adornments) onto the rules defining atoms with predicate \( S \). For instance, \( S^fb \) propagates bindings to the rules 2, 3, 8, 9 and 18. As an illustration, the non-disjunctive rules 8 and rule 9 become, respectively:
\[
S^f(x, t^*) \leftarrow S^f(x, t_a). \quad S^f(x, t^*) \leftarrow S(x).
\]
Extensional predicates (EDB), i.e. facts as $S(x)$ in the previous rule, only bind variables and do not receive any annotation.

When an adorned predicate is in the head of a disjunctive rule, the adornments are propagated to the body literals, and to the other head atoms. For instance, the adorned predicate $S_{lb}$ when used in rule 2, propagates adornments over the body atoms of the rule, and to the head atom $Q_l(x, t_a)$. Therefore, rule 2 becomes:

$$S_{lb}(x, f_a) \lor Q_{lb}(x, t_a) \leftarrow S_{lb}(x, t^*), Q_{lb}(x, f_a), x \neq \text{null}.$$

Note that the adorned predicate $Q_{lb}$ also has to be processed. Therefore, predicate $Q_{lb}$ produces adornments on rules defining atoms with predicate $Q$, i.e. in rules 2, 3, 4, 5, 10, 11, and 19. For instance, $Q_{lb}$ used in rule 4 produces:

$$Q_{lb}(x, f_a) \lor R_{lb}(x, t_a) \leftarrow Q_{lb}(x, t^*), R_{lb}(x, f_a), x \neq \text{null}.$$

Again, the new adorned predicate $R_{lb}$ has to be processed.

After all the adornments are properly propagated, the adorned program below is generated:

**Program 5.1**

\[
\text{Ans}^f(x) \leftarrow S_{lb}^f(x, t^{**}).
\]

\[
S_{lb}^f(x, f_a) \lor Q_{lb}^f(x, t_a) \leftarrow S_{lb}^f(x, t^*), Q_{lb}^f(x, f_a), x \neq \text{null}.
\]

\[
S_{lb}^f(x, f_a) \lor Q_{lb}^f(x, t_a) \leftarrow S_{lb}^f(x, t^*), \text{not } Q(x), x \neq \text{null}.
\]

\[
S_{lb}^f(x, t^*) \leftarrow S_{lb}^f(x, t_a).
\]

\[
S_{lb}^f(x, t^*) \leftarrow S(x).
\]

\[
S_{lb}^f(x, t^{**}) \leftarrow S_{lb}^f(x, t^*), \text{not } S_{lb}^f(x, f_a).
\]

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Different strategies can be used to process atoms and propagate bindings. The process of passing bindings is called *sideways information passing strategies* (SIPS) [8]. Any SIP strategy has to ensure that all of the body and head atoms are processed. We follow the strategy adopted in [29], which is implemented in DLV. According to it, only EDB predicates bind new variables, i.e., variables that do not carry a binding already. As an illustration, suppose we have the adorned predicate $P^{fb}$ and the following rule:

$$P(x, y, z) \lor T(x, y) \leftarrow R(z), S(x, z),$$

$R$ being a EDB predicate. The adorned rule is:

$$P^{fb}(x, y, z) \lor T^{fb}(x, y) \leftarrow R(z), S^{fb}(x, z).$$

Notice that variable $z$ is free according to the adorned predicate $P^{fb}$. However, the EDB atom $R(z)$ binds this variable, and propagates this binding to atom $S(x, z)$, where variable $z$ becomes *bound* producing the adorned predicate $S^{fb}$.

Furthermore, when an adorned predicate is processed on a disjunctive rule, only the atoms associated with the adorned predicate produce new bindings. Other head
atoms only receive bindings but cannot produce new ones. As an illustration, the adorned predicate $S^{bb}$ processed in Rule (5.1) produces Rule (5.2):

\[ S(x, f_a) \lor Q(x, y, t_a) \leftarrow S(x, t^*), Q(x, y, f_a), x \neq \text{null}. \]  \hspace{1cm} (5.1)

\[ S^{bb}(x, f_a) \lor Q^{bfb}(x, y, t_a) \leftarrow S^{bb}(x, t^*), Q^{bfb}(x, y, f_a), x \neq \text{null}, \]  \hspace{1cm} (5.2)

that is, only variable $x$ is bound in atom $Q(x, y, t_a)$, but $y$ stays free.

The next step is the generation of magic rules; those that simulate a top-down evaluation of the query. They are generated for each rule of the adorned program. The generation differs for disjunctive and non-disjunctive adorned rules.

In the case of non-disjunctive adorned rules, for each adorned atom $P_A$ in the body of an adorned rule, a magic rule is generated as follows:

(a) The head of the magic rule becomes the magic version of $P_A$, i.e. an atom with predicate symbol $\text{magic}_{P_A}$, from which all the variables labelled with $f$ in $A$ are deleted.

(b) The atoms in the body of the magic rule become the magic version of the adorned rule head, followed by the atoms (if any) that produced bindings on atom $P_A$.

As an illustration, considering the adorned atom $S^{fb}(x, t_a)$ for the adorned rule:

\[ S^{fb}(x, t^*) \leftarrow S^{fb}(x, t_a), \]

the magic rule is:

\[ \text{magic}_{S^{fb}}(t_a) \leftarrow \text{magic}_{S^{fb}}(t^*). \]
Now, consider the adorned rule:

\[ P^{bf}(x, y, z) \leftarrow R(z), S^{fb}(x, z), T^{b}(z), \]

where there are three atoms in the body, but only two have an adorned predicate. The corresponding magic rule for the adorned atom \( S^{fb}(x, z) \) is:

\[ \text{magic}_{S^{fb}}(z) \leftarrow \text{magic}_{P^{bf}}(y), R(z). \]

Notice, that the magic rule contains atom \( R(z) \), which is added because it bound the variable \( z \) on atom \( S(x, z) \). If this atom is not introduced in the magic rule, this rule becomes unsafe. The magic rule for \( T^{b}(z) \) is:

\[ \text{magic}_{T^{b}}(z) \leftarrow \text{magic}_{P^{bf}}(y), R(z). \]

In the case of disjunctive adorned rules, first intermediate non-disjunctive rules are generated. This is achieved by moving, one at a time, head atoms into the bodies of rules. Next, magic rules are generated as described for non-disjunctive rules. For instance, for the rule:

\[ S^{fb}(x, f_a) \lor Q^{fb}(x, t_a) \leftarrow S^{fb}(x, t^*), Q^{fb}(x, f_a), x \neq \text{null}, \]  

\[ (5.3) \]

two non-disjunctive rules are generated by moving atoms \( S^{fb}(x, f_a) \) and \( Q^{fb}(x, t_a) \), one at a time, into the body, obtaining the rules:

\[ S^{fb}_{-}(x, f_a) \leftarrow Q^{fb}_{-}(x, t_a), S^{fb}_{-}(x, t^*), Q^{fb}_{-}(x, f_a), x \neq \text{null}, \]  

\[ (5.4) \]

\[ Q^{fb}(x, t_a) \leftarrow S^{fb}(x, f_a), S^{fb}(x, t^*), Q^{fb}(x, f_a), x \neq \text{null}. \]  

\[ (5.5) \]
The magic rules for Rule (5.4) are:

1. \( \text{magic}.Q^b(t_a) \leftarrow \text{magic}.S^b(f_a) \),
2. \( \text{magic}.S^b(t^*) \leftarrow \text{magic}.S^b(f_a) \), and
3. \( \text{magic}.Q^b(f_a) \leftarrow \text{magic}.S^b(f_a) \).

In addition, the magic version of the Ans predicate from the adorned query rule is also generated at this step. This magic atom is called the magic seed atom. For the adorned query rule:

\[ \text{Ans}^f(x) \leftarrow S^b(x, t^{**}) \]

the magic seed atom is \( \text{magic}.\text{Ans}^f \).

The magic rules for the adorned Program 5.1 are:

**Program 5.2**

\begin{align*}
\text{magic}.S^b(t^{**}) & \leftarrow \text{magic}.\text{Ans}^f.
\text{magic}.Q^b(t_a) & \leftarrow \text{magic}.S^b(f_a).
\text{magic}.S^b(t^*) & \leftarrow \text{magic}.S^b(f_a).
\text{magic}.Q^b(f_a) & \leftarrow \text{magic}.S^b(f_a).
\text{magic}.S^b(t_a) & \leftarrow \text{magic}.S^b(t^*).
\text{magic}.Q^b(t_a) & \leftarrow \text{magic}.Q^b(t^*).
\text{magic}.Q^b(t_a) & \leftarrow \text{magic}.R^b(t_a).
\text{magic}.Q^b(t_a) & \leftarrow \text{magic}.Q^b(t^*).
\text{magic}.Q^b(t_a) & \leftarrow \text{magic}.R^b(t^*).
\text{magic}.Q^b(t_a) & \leftarrow \text{magic}.R^b(t**).
\text{magic}.S^b(t_a) & \leftarrow \text{magic}.S^b(t^{**}).
\text{magic}.R^b(t_a) & \leftarrow \text{magic}.R^b(t^{**}).
\end{align*}

The last phase is the modification step, where magic atoms constructed in the generation stage are included in the body of adorned rules. Thus, for each adorned rule, the
magic version of its head is inserted into the body. For instance, the magic versions of the head atoms $S^L(x, f_a)$ and $Q^L(x, t_a)$ in Rule (5.3) are: $\textit{magic}S^L(f_a)$ and $\textit{magic}Q^L(t_a)$ respectively, which are inserted into the body of Rule (5.3) generating the modified rule:

$$S^L(x, f_a) \lor Q^L(x, t_a) \leftarrow \textit{magic}S^L(f_a), \textit{magic}Q^L(t_a), S^L(x, t^*), Q^L(x, f_a), x \neq \text{null}.$$  

In modified rules the rest of the adornments are now deleted. Hence, the modified rule for Rule (5.3) becomes:

$$S_-(x, f_a) \lor Q_-(x, t_a) \leftarrow \textit{magic}S^L(f_a), \textit{magic}Q^L(t_a), S_-(x, t^*), Q_-(x, f_a), x \neq \text{null}.$$  

Therefore, the modified rules for the adorned Program 5.1 are:

**Program 5.3**

$\text{Ans}(x) \leftarrow \textit{magic}\text{Ans}^I, S_-(x, t^{**}).$

$S_-(x, f_a) \lor Q_-(x, t_a) \leftarrow \textit{magic}S^I(f_a), \textit{magic}Q^I(t_a), S_-(x, t^*), Q_-(x, f_a), x \neq \text{null}.$

$S_-(x, f_a) \lor Q_-(x, t_a) \leftarrow \textit{magic}S^I(f_a), \textit{magic}Q^I(t_a), S_-(x, t^*), \text{not } Q(x), x \neq \text{null}.$

$Q_-(x, f_a) \lor R_-(x, t_a) \leftarrow \textit{magic}Q^I(f_a), \textit{magic}R^I(t_a), Q_-(x, t^*), R_-(x, f_a), x \neq \text{null}.$

$Q_-(x, f_a) \lor R_-(x, t_a) \leftarrow \textit{magic}Q^I(f_a), \textit{magic}R^I(t_a), Q_-(x, t^*), \text{not } R(x), x \neq \text{null}.$

$S_-(x, t^*) \leftarrow \textit{magic}S^I(t^*), S_-(x, t_a).$  

$S_-(x, t^*) \leftarrow \textit{magic}S^I(t^*), S(x).$

$Q_-(x, t^*) \leftarrow \textit{magic}Q^I(t^*), Q_-(x, t_a).$  

$Q_-(x, t^*) \leftarrow \textit{magic}Q^I(t^*), Q(x).$

$R_-(x, t^*) \leftarrow \textit{magic}R^I(t^*), R_-(x, t_a).$  

$R_-(x, t^*) \leftarrow \textit{magic}R^I(t^*), R(x).$

$S_-(x, t^{**}) \leftarrow \textit{magic}S^I(t^{**}), S_-(x, t^*), \text{not } S_-(x, f_a).$

$Q_-(x, t^{**}) \leftarrow \textit{magic}Q^I(t^{**}), Q_-(x, t^*), \text{not } Q_-(x, f_a).$

$R_-(x, t^{**}) \leftarrow \textit{magic}R^I(t^{**}), R_-(x, t^*), \text{not } R_-(x, f_a).$

Notice that in the modified rules only the magic atoms keep adornments.
Definition 5.1 For a program \( \Pi \) with a set \( PC \) of program constraints, the final rewritten program produced by the MS is denoted by \( MS^{-}(\Pi) \) and consists of the magic rules, the modified rules, and \( PC \).

Notice that, since in the rewritten program only the magic atoms have adornments, the program constraints can be added as they come to the program without any processing.

The rewritten version of the program in Example 5.1, \( MS^{-}(\Pi(D, IC, Q)) \), consists of the magic rules in Program 5.2, the modified rules in Program 5.3, and the program constraint: \( \leftarrow Q(x, t_a), Q(x, f_a) \). Program \( MS^{-}(\Pi(D, IC, Q)) \) has the following two stable models:

\[
\mathcal{M}_1 = \{ magic.Ans^I, S(a), S(a, t^*) , magic.S^Ib(t^{**}) , magic.S^Ib(f_a) , magic.S^Ib(t_a) , magic.S^Ib(t^*) , magic.Q^Ib(f_a) , magic.Q^Ib(t_a) , magic.Q^Ib(t^*) , magic.R^Ib(f_a) , magic.R^Ib(t_a) , Q(a, t_a) , S(a, t^{**}) , Q(a, t^*) , R(a, t_a) , Ans(a) \},
\]

\[
\mathcal{M}_2 = \{ magic.Ans^I, S(a), S(a, t^*) , magic.S^Ib(t^{**}) , magic.S^Ib(f_a) , magic.S^Ib(t_a) , magic.S^Ib(t^*) , magic.Q^Ib(f_a) , magic.Q^Ib(t_a) , magic.Q^Ib(t^*) , magic.R^Ib(f_a) , magic.R^Ib(t_a) , S(a, f_a) \}.
\]

Since there are no ground \( Ans \)-atoms in common, from the original program there are no answers to \( Q : Ans(x) \leftarrow S(x, t^{**}) \), which is now expressed as \( Ans(x) \leftarrow magic.Ans^I, S(x, t^{**}) \) in the rewritten program.

For the rewritten program only models that are relevant to answer the query are computed. Furthermore, these are partially computed, i.e. they can be extended to stable models of the original program, without considering the magic predicates, which are auxiliary predicates that are used to direct the course of query evaluation.
For instance, model $M_1$ of program $MS^- (\Pi (D, IC, Q))$ is a subset of the stable models $M_1$ and $M_2$ in Example 5.1; and model $M_3$ is a subset of stable models $M_3$ and $M_4$ (without considering magic predicates). Instead of having four stable models as the original program, the rewritten program has only two stable models. In addition, the unique database predicates that are instantiated are the ones related to the query, i.e. $Q$, and $R$, in this case via the ICs. For the same reason, program $MS^- (\Pi (D, IC, Q))$ contains rules related to predicates $S, Q, R$ of the original repair program (plus the magic rules), but no rules for predicates $T, W$, which are not relevant to the query.

Even though in [47] it was shown that for general disjunctive programs with program constraints the MS technique does not always produce an equivalent rewritten program (completeness may be lost), we claim that for the disjunctive repair programs with program constraints as introduced in Definition 4.2, this MS methodology is both sound and complete. As a consequence, the rewritten program $MS^- (\Pi (D, IC, Q))$, and the original repair program $\Pi (D, IC, Q)$ are query equivalent under both brave and cautious reasoning\footnote{As defined in chapter 2, two programs $\Pi_1$ and $\Pi_2$ are bravely (resp. cautiously) equivalent wrt a query $Q$, denoted $\Pi_1 \equiv_{\text{br}} \Pi_2$, if for any set $F$ of facts, brave (resp. cautious) answers to $Q$ from the program $\Pi_1 \cup F$ are the same as the brave (resp. cautious) answers to $Q$ from $\Pi_2 \cup F$.}.

**Theorem 5.1** Given a database instance $D$, a set $IC$ of UI\(^C\)s, RIC\(^C\)s, and NNC\(^C\)s of the forms (2.3), (2.4) and (2.6), respectively, and a possibly partially ground query $Q$, program $MS^- (\Pi (D, IC, Q)) \equiv_{\text{Q}} \Pi (D, IC, Q)$ under both the brave and cautious semantics. □

Intuitively, we first prove that the rewritten program $MS (\Pi^- (D, IC, Q))$ produced by MS, which is applied to a program without program constraints, contains all the
rules that are needed to check the program constraints for the predicates in program \( \mathcal{MS}(\Pi^-(D, IC, Q)) \). Therefore, the final program \( \mathcal{MS}^-(\Pi(D, IC, Q)) \) (with program constraints) has only coherent models.

To show soundness of the MS method we need to prove that for each stable model of program \( \mathcal{MS}^-(\Pi(D, IC, Q)) \), there exists a coherent stable model of program \( \text{rel}(Q, \Pi^-(D, IC, Q)) \) (cf. Definition 5.2 below) that contains a subset of the rules of program \( \Pi^-(D, IC, Q) \), those that will be used to compute the query \( Q \). Notice that a correspondence between such models can be established by considering non-magic atoms only. Therefore, we need to restrict the models to those atoms.

Finally, to prove the completeness of MS, we have to show that the answers to a query \( Q \) obtained with MS are all the consistent answers to \( Q \).

Now we introduce some definitions and obtain some technical results that are needed for the proof of Theorem 5.1.

**Definition 5.2** [29] Given a set \( S \) of ground rules of a program \( \Pi \), \( R(S) \) denotes the set \( \{ r \in \text{ground}(\Pi) \mid \exists r' \in S, \exists q \in B(r') \cup H(r') \text{ such that } q \in H(r) \} \).\(^2\) Next, \( \text{rel}(Q, \Pi) \) is the least fixed point of the following sequence \( \text{rel}_0(Q, \Pi) = \{ r \in \text{ground}(\Pi) \mid \exists q \in Q, \text{ and } q \cap H(r) \} \), and \( \text{rel}_{i+1}(Q, \Pi) = R(\text{rel}_i(Q, \Pi)) \), for \( i \geq 0 \). \( \square \)

Thus, for a given query \( Q \) and a program \( \Pi \), program \( \text{rel}(Q, \Pi) \) has a subset of the rules of \( \text{ground}(\Pi) \), those that will be used in the computation of \( Q \). The existence of a fix point for the sequence \( \text{rel}_i(Q, \Pi) \) can be guaranteed since the number of rules in repair programs is finite, and also the database domain. We are assuming that the queries are significant, in the sense that they involves database predicates appearing in the repair programs.

\(^2\)As a reminder, \( B(r) \) and \( H(r) \) denote, respectively, the body and the head of a rule \( r \).
Definition 5.3 [34, 35] For every program $\Pi$ composed by a finite collection of rules of the form (2.1), there is a marked directed graph $G(\Pi) = (V, E)$, called the predicate dependency graph of $\Pi$, which is constructed as follows: each predicate of $\Pi$ is a node in $N$, and there is an edge $(P_i, P_j)$ in $E$ from $P_i$ to $P_j$ if there is a rule $r$ such that $P_i$ and $P_j$ occur in the body, respectively, in the head of $r$. Such an arc is marked if $P_i$ occurs under negation.

Then, program $\Pi$ is stratified (cf. Definition 4.5) if $G(\Pi)$ has no cycle with a marked arc, otherwise it is unstratified. Moreover, an odd cycle in $G(\Pi)$ is a cycle comprising an odd number of marked arcs.

By personal communication with the authors of [29, 35], we know that the following lemmas, which are a combination of results presented in [29] and [35], have been proven but not published yet.

Lemma 5.1 Given a disjunctive possibly unstratified Datalog program $\Pi$, where negation is involved only in even cycles, for every stable model $M'$ of $\mathcal{MS}(\Pi, Q)$, there exists a stable model $M$ of $\text{rel}(Q, \Pi)$, such that $M = M'[\text{rel}(Q, \Pi)]$. $\square$

Lemma 5.2 Given a disjunctive possibly unstratified Datalog program $\Pi$, where negation is involved only in even cycles, for every stable model $M$ of $\text{rel}(Q, \Pi)$, there exists a stable model $M'$ of $\mathcal{MS}(\Pi, Q)$, such that $M = M'[\text{rel}(Q, \Pi)]$. $\square$

Notice that the correspondence between the stable models of the magic rewritten program $\mathcal{MS}(\Pi, Q)$, and the stable models of program $\text{rel}(Q, \Pi)$ is established by focusing on non-magic atoms only. This is achieved in Lemmas 5.1 and 5.2 through the condition $M = M'[\text{rel}(Q, \Pi)]$ (cf. Definition 4.3).

---

As a reminder of Definition 4.3, given a model $M$ of a program $\Pi$ and a predicate symbol $P$, $M[P]$ denotes the set of atoms in $M$ whose predicate symbol is $P$, and $M[\Pi]$ is the set of atoms in $M$ whose predicate symbol appears in the head of some rule in program $\Pi$. 

---
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We will use Lemmas 5.1 and 5.2 to prove that there exists a correspondence between the stable models of the rewritten program $\mathcal{MS}(\Pi^-(D, IC, Q))$ produced by our MS, and the stable models of the program $\Pi^-(D, IC, Q)$ restricted to the atoms involved in the computation of the query. In order to use Lemmas 5.1 and 5.2, we need to show that negation does not occur in odd cycles in the repair programs, which, without the program constraints, are locally stratified (cf. Proposition 4.3). This is proved in Proposition 5.1.

**Proposition 5.1** For a disjunctive repair program $\Pi$, without considering the program constraints, negation is not involved in odd cycles.

**Proof:** The repair program $\Pi$ can be rewritten as follows: for every predicate $P$ in $\Pi$ replace: (a) $P_r(x, t_a)$ by $P_{t_a}(x)$. (b) $P_l(x, f_a)$ by $P_{f_a}(x)$. (c) $P_r(x, t^*)$ by $P_{t^*}(x)$. (d) $P_l(x, t^{**})$ by $P_{t^{**}}(x)$. The result follows from the fact that the predicate dependency graph $G(\Pi')$ does not contain odd cycles. □

In order to show that the program $\mathcal{MS}(\Pi^-(D, IC, Q))$ has all the rules needed to check the program constraints, we need to introduce some concepts.

**Definition 5.4** For a given database instance $D$, set $IC$ of ICs, and query $Q$, we denote with $PC_Q$ the set of program constraints of the form $\leftarrow P_r(x, t_a), P_l(x, f_a)$ taken from the set $PC$ of program constraints of program $\Pi(D, IC, Q)$, for each predicate $P$ that is connected to a query predicate in $\Pi(Q)$ in the dependency graph $G(IC)$. Moreover, $PC^*_Q$ is a program containing only rules of the form $Ans(x) \leftarrow P_r(x, t_a), P_l(x, f_a)$, for each program constraint in $PC_Q$. □

For the proof of the following propositions, and Theorem 5.1 we simplify the notation as follows: $\Pi$ denotes the program $\Pi(D, IC, Q)$, and $\Pi^-$ denotes the program
\( \Pi^{-}(D, IC, Q) := \Pi(D, IC, Q) \setminus PC \), \( MS(\Pi^{-}) \) denotes the rewritten program consisting of the magic rules, and the modified rules, and \( MS^{-}(\Pi) = MS(\Pi^{-}) \cup PC \).

Proposition 5.2 shows that the program \( MS(\Pi^{-}(D, IC, Q)) \) has all the rules needed to check the program constraints.

**Proposition 5.2** For a disjunctive program \( \Pi \), and the set of program constraints \( PC \), the program \( rel(PC_{Q}^{*} \cup Q, \Pi^{-}) \) has the same rules as program \( rel(Q, \Pi^{-}) \).

**Proof:** It is easy to see that \( rel(PC_{Q}^{*} \cup Q, \Pi^{-}) \) is equivalent to \( rel(PC_{Q}^{*}, \Pi^{-}) \cup rel(Q, \Pi^{-}) \). Hence, it is sufficient to prove that \( rel(PC_{Q}^{*}, \Pi^{-}) \subseteq rel(Q, \Pi^{-}) \).

First, if there are no relevant program constraints to answer the query, then program \( PC_{Q}^{*} \) has no rules, and \( rel(PC_{Q}^{*}, \Pi^{-}) \) is empty, and we have that \( rel(PC_{Q}^{*} \cup Q, \Pi^{-}) \) has the same rules as program \( rel(Q, \Pi^{-}) \). Hence, we focalize on the case where there are program constraints which are relevant to answer the query.

\( PC_{Q} \) is not empty and program \( PC_{Q}^{*} \) has at least one rule of the form: \( \text{Ans}(x) \leftarrow P_{-}(\bar{a}, t_{a}), P_{-}(\bar{a}, f_{a}) \). It is easy to see that \( rel_{0}(PC_{Q}^{*}, \Pi^{-}) \) is composed by the rules of program \( \Pi^{-} \) whose heads contains either atom \( P_{-}(\bar{a}, t_{a}) \) or \( P_{-}(\bar{a}, f_{a}) \).

There are two cases to analyze: first predicate \( P \) is a query predicate and, second \( P \) is connected to a query predicate in the graph \( G(IC) \).

First, \( P \) is a query predicate. Therefore, \( rel_{0}(Q, \Pi^{-}) \) is composed by the interpretation rule \( P_{-}(\bar{a}, t_{**}) \leftarrow P_{-}(\bar{a}, t^{*}), not \ P_{-}(\bar{a}, f_{a}) \). Then, \( rel_{1}(Q, \Pi^{-}) \) is \( rel_{0}(Q, \Pi^{-}) \) plus rules of \( \Pi^{-} \) with head atoms \( P_{-}(\bar{a}, t^{*}) \) or \( P_{-}(\bar{a}, f_{a}) \). Then, \( rel_{2}(Q, \Pi^{-}) \) is \( rel_{1}(Q, \Pi^{-}) \) plus rules of \( \Pi^{-} \) with head atoms \( P_{-}(\bar{a}, t_{a}) \) or database facts of the form \( P(\bar{a}) \). Thus, we have that \( rel_{0}(PC_{Q}^{*}, \Pi^{-}) \subseteq rel_{2}(Q, \Pi^{-}) \), and as a consequence, \( rel(PC_{Q}^{*}, \Pi^{-}) \subseteq rel(Q, \Pi^{-}) \) holds.

Second, \( P \) is connected to a query predicate. Therefore, there exists an \( i \) such that \( rel_{i}(Q, \Pi^{-}) \) has a rule with \( P_{-}(\bar{a}, t_{a}) \) or \( P_{-}(\bar{a}, f_{a}) \) in its head, otherwise \( P \) is not
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connected to a query predicate. If \( P \) is connected to other predicates, then there exists a \( j \) with \( j > i \), such that \( \text{rel}_j(Q, \Pi^-) \) has a rule with \( P.(a, t_a) \) or \( P.(a, f_a) \) in its head. Thus, \( \text{rel}_0(PC^*_Q, \Pi^-) \subseteq \text{rel}_j(Q, \Pi^-) \), and therefore \( \text{rel}(PC^*_Q, \Pi^-) \subseteq \text{rel}(Q, \Pi^-) \) holds. If \( j \) does not exists, then we have that \( \text{rel}_0(PC^*_Q, \Pi^-) \subseteq \text{rel}_i(Q, \Pi^-) \), and therefore \( \text{rel}(PC^*_Q, \Pi^-) \subseteq \text{rel}(Q, \Pi^-) \) holds. □

By Lemmas 5.1 and 5.2 and Proposition 5.1, we know that there exists a correspondence between the stable models of the rewritten program \( MS(\Pi^-) \) produced by \( MS \), and the stable models of the original program, without program constraints, restricted to the atoms involved in the computation of the query (program \( \text{rel}(Q, \Pi^-) \)). By Proposition 5.2, we know that program \( MS(\Pi^-(D, IC, Q)) \) contains all the rules needed to check the program constraints. Hence, we need to prove that the correspondence between models still holds after introducing the program constraints into the rewritten program \( MS^{-}(\Pi) = MS(\Pi^-) \cup PC \). This is established in the two following propositions, whose proofs use Lemmas 5.1 and 5.2 above.

**Proposition 5.3** For every stable model \( M' \) of \( MS^{-}(\Pi) \), there exists a stable model \( M \) of \( \text{rel}(Q, \Pi^-) \) such that \( M \) is coherent, i.e. it satisfies the set of program constraints \( PC_Q \), and \( M = M'[\text{rel}(Q, \Pi^-)] \).

**Proof:** By contradiction, let us assume that there exists a stable model \( M' \) of \( MS^{-}(\Pi) \) such that there is no stable model \( M \) of \( \text{rel}(Q, \Pi^-) \) that is coherent, and \( M = M'[\text{rel}(Q, \Pi^-)] \).

\( M' \) is in \( SM(MS^{-}(\Pi)) \). Then, since \( MS^{-} = MS(\Pi^-) \cup PC \), \( M' \) is in \( SM(MS \ (\Pi^-)) \). Now, by Lemma 5.1, there exists a model \( M'' \) of \( \text{rel}(Q, \Pi^-) \) such that \( M'' = M'[\text{rel}(Q, \Pi^-)] \). Since, there are no coherent models of \( \text{rel}(Q, \Pi^-) \), \( M'' \) is incoherent.

We have two cases:

(a) \( M'' \) is incoherent wrt a program constraint \( d \) in \( PC \setminus PC_Q \). We know that \( M'' \) is
a model of \( \text{rel}(Q, \Pi^-) \). By Proposition 5.2, \( M'' \) is a model of \( \text{rel}(PC_Q \cup Q, \Pi^-) \).

Since \( d \) is in \( PC \setminus PC_Q \), there is no rule in \( \text{rel}(PC_Q \cup Q, \Pi^-) \) defining atoms that are relevant to \( d \). Then, \( M'' \) has no atoms relevant to \( d \) and it cannot be violated. We have reached a contradiction.

(b) \( M'' \) is incoherent wrt a program constraint \( d \) in \( PC_Q \), e.g. \( d :\leftarrow S_1(x, t_a), S_2(x, f_a) \). We have that \( S_1(x, t_a), S_2(x, f_a) \) are in \( M'' \), and that \( M'' = M'[\text{rel}(Q, \Pi^-)] \), therefore \( S_1(x, t_a), S_2(x, f_a) \) are in \( M' \). But \( M' \) satisfies \( PC_Q \). We have reached a contradiction. □

**Proposition 5.4** For every stable model \( M \) of \( \text{rel}(Q, \Pi^-) \), such that \( M \) is coherent, i.e. it satisfies the set of program constraints \( PC_Q \), there exists a stable model \( M' \) of \( MS^-\Pi \), such that \( M = M'[\text{rel}(Q, \Pi^-)] \).

**Proof:** \( M \) is in \( SM(\text{rel}(Q, \Pi^-)) \). Then by Lemma 5.2, there exists a stable model \( M'' \) of \( MS\Pi \), such that \( M = M''[\text{rel}(Q, \Pi^-)] \). \( M \) is coherent, therefore \( M'' \) is coherent as well. Then, since \( M'' \) is coherent wrt \( PC_Q \), it will also be a model of \( MS\Pi \cup PC_Q \). Now, since \( MS\Pi \) does not have rules for predicates in \( PC \setminus PC_Q \), \( M'' \) is also a model of \( MS^-\Pi = MS\Pi \cup PC \). □

**Proof of Theorem 5.1:** By Proposition 5.3 and 5.4 we know that there exists a correspondence between the stable models of program \( MS^-\Pi \), which contains program constraints, and the coherent stable models of program \( \text{rel}(Q, \Pi^-) \).

Thus, in order to prove the soundness and completeness of MS applied to disjunctive programs with program constraints, we just need to prove that program \( (\text{rel}(Q, \Pi^-) \cup PC_Q) \) is query equivalent to program \( \Pi := \Pi(D, IC, Q) \), under both the cautious and brave semantics. Note that we need to add \( PC_Q \) to \( \text{rel}(Q, \Pi^-) \) since in the previous propositions we refer to coherent models only.
The ground program $\Pi$ can be split [63] into a bottom program $\Pi_b = rel(Q, \Pi^-)$ $\cup$ $PC_Q$, and a top program $\Pi_t = \Pi \setminus \Pi_b$, using as a splitting set all the ground atoms with predicates that are related to the query predicates in $\Pi(Q)$.

This implies that the programs can be hierarchically evaluated in the following way: The stable models of program $\Pi$ are $SM(\Pi) = \bigcup_M SM(M \cup \Pi_t)$, where the $M_s$ are the stable models of $\Pi_b$. The results follows from the fact that for each predicate $P$ in query $Q$, $SM(\Pi)[P] = (SM(\Pi)[rel(Q, \Pi^-)])[P]$, i.e. the stable models of program $\Pi$ restricted to the query atoms are the same as the models of program $\Pi$ restricted to the atoms appearing in program $rel(Q, \Pi^-)$, and next restricted to the query atoms.

As a matter of fact, it can be shown that $SM(\Pi)[rel(Q, \Pi^-)] = SM(rel(Q, \Pi^-) \cup PC_Q)$. □

Theorem 5.1 establishes that our MS technique is sound and complete, and therefore can be used to evaluate queries. In [29, 47] important results on the application of MS in evaluation of benchmark programs are reported. Moreover, in Chapter 9 we report experimental results on the evaluation of queries by using our MS methodology.

This methodology, based on leaving aside the program constraints when the MS technique is applied, adding them at the end, works always in the case of repair programs. There are two reasons for this: First, the rewritten program $\mathcal{MS}(\Pi^{-}(D, IC, Q))$ produced by the MS methodology contains all the rules that are necessary to check the satisfiability of the program constraints that are relevant to the query, in the sense that they contain predicates that are connected to the query predicate in the graph $G(IC)$. More precisely, we have program constraints of the form $\leftarrow P_<(\bar{x}, t_a), P_<(\bar{x}, f_a)$ in $\Pi(D, IC)$ only when there are rules defining $P_<(\bar{x}, t_a)$ and $P_<(\bar{x}, f_a)$ in $\Pi(D, IC)$. In $\mathcal{MS}(\Pi^{-}(D, IC, Q))$, the output of the MS method, we will still find all the rules defining $P$; then it will be possible to check the satisfiability of the program constraints in the models of $\mathcal{MS}(\Pi^{-}(D, IC, Q))$. Second, with MS
we obtain a "subset" (without considering the magic atoms) of the stable models of the original program.

Since the rewritten program contains all the rules that are necessary to check the satisﬁability of the program constraints, the stable models of the MS program satisfy the program constraints. Furthermore, each of these models of the MS program contain limited extensions for database predicates (including annotations), those that are sufﬁcient to answer the query as well, however each of them can be extended to a stable model of the original program.

More precisely, it is possible to prove that, for every stable model $M$ of program $\mathcal{MS}^{-}(\Pi(D, IC, Q))$ (without considering the magic atoms), there is a stable model $M'$ of $\Pi(D, IC, Q)$ that extends $M$ in the sense that $M = M''$, where $M''$ is the set of atoms of $M'$ that appear in the head of a rule in (the ground version of) $\mathcal{MS}^{-}(\Pi(D, IC, Q))$. As a consequence, the stable models of program $\mathcal{MS}^{-}(\Pi(D, IC, Q))$ are all coherent models, they contain all the atoms needed to answer a query, and they compute the same answers as the models of program $\Pi(D, IC, Q)$ for the given query.

Our approach works for all our repair programs, but it will not necessarily work for more general disjunctive logic program. Sometimes, even if the MS technique is applied to a disjunctive program with program constraints that does not have stable models, the method can produce a program with stable models. This might happen if the query is related with a part of the program which is consistent regarding the program constraint; and the MS method focalizes on that part of the program to answer the query [47].

In addition, our MS methodology might not work for general logic programs that do have stable models. For instance, for the database instance $\{R(a)\}$ and program $\Pi$: 
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\begin{align*}
Y(x) & \leftarrow S(x). \\
P(x) & \leftarrow R(x), \text{ not } S(x). \\
S(x) & \leftarrow R(x), \text{ not } P(x). \\
\end{align*}

there is only one stable model $\mathcal{M} = \{R(a), P(a)\}$. But for query $\text{Ans}(x) \leftarrow P(x)$, our MS methodology produces a program that has two stable models (shown here without magic atoms): $\mathcal{M}_1 = \{R(a), P(a), \overline{\text{Ans}(a)}\}$; and $\mathcal{M}_2 = \{R(a), S(a)\}$, and as a consequence there are no cautious answers to the query even though $\{a\}$ should be an answer to it. This happens because MS does not select the rule $Y(x) \leftarrow S(x)$. Then, when the constraint $\leftarrow Y(x)$, is put back into the program, it is satisfied even though it should not. In our case, when we deal with repair programs, a rule that is relevant to check the satisfiability of a program constraint is never left out of the rewritten program obtained via MS.

5.3 Applying Magic Sets with the DLV System

From Theorem 5.1 we can conclude that magic sets can be applied to the evaluation of disjunctive repair programs with program constraints. However, we do not know of any system that incorporates MS for programs that contain program constraints.

DLV does implement MS for disjunctive programs, but without program constraints [61]. In fact, when a program with constraints is evaluated in DLV with its built-in MS option, DLV returns a warning message notifying that the program contains program constraints, and that MS cannot be applied. As a consequence, the program is evaluated without MS. On the contrary, when the program does not contain constraints, and it is evaluated with the MS option, DLV applies MS internally, without giving access to the rewritten program (to which it would be easy to add the program constraints at the end). As a consequence, the application of MS with DLV for the evaluation of repair programs with program constraints is not straightforward.
In this section we describe how to modify repair programs in order to be able to apply MS directly through DLV. Basically, program constraints are rewritten in such a way that DLV does not recognize them as program constraints, but it is still able to consider, at query time, only coherent models, i.e. models without a same database atom annotated both with both \( t_a \) and \( f_a \).

**Definition 5.5** Given a database instance \( D \), and a set \( IC \) of ICs, program \( \Pi''(D, IC) \) is obtained from \( \Pi(D, IC) \) by replacing in it each program constraint of the form \( \leftarrow P_\sim(x, t_a), P_\sim(x, f_a) \) by the rule \( inc \leftarrow P_\sim(x, t_a), P_\sim(x, f_a) \), being \( inc \) a new propositional atom. □

Program \( \Pi''(D, IC) \) may have stable models that are not coherent models of the original program; namely those that contain both \( P_\sim(c, t_a) \) and \( P_\sim(c, f_a) \) for a given predicate \( P \) and a constant \( c \). However, those and only those have the atom \( inc \) in them.

**Example 5.2** (example 5.1 cont.) Program \( \Pi(D, IC) \) has one program constraint, for predicate \( Q \). Hence, \( \Pi''(D, IC) \) contains the modified program constraint \( inc \leftarrow Q_\sim(x, t_a), Q_\sim(x, f_a) \), and has two additional stable models:

\[
\mathcal{M}_1 = \{T(a), S(a), T_\sim(a, t^*), S_\sim(a, t^*), Q_\sim(a, t_a), S_\sim(a, t**), Q_\sim(a, t_a), Q_\sim(a, f_a), W_\sim(a, t_a), inc, T_\sim(a, t**), W_\sim(a, t^*), W_\sim(a, t**)\}, \\
\mathcal{M}_2 = \{T(a), S(a), T_\sim(a, t^*), S_\sim(a, t^*), Q_\sim(a, t_a), S_\sim(a, t**), Q_\sim(a, t_a), Q_\sim(a, f_a), T_\sim(a, f_a), inc\}.
\]

Both are incoherent stable models. □

In order to retrieve consistent answers, a ground query \( Q \) has to be translated into \( Q \lor inc \), and evaluated under the cautious semantics (being true in all stable models),
which does not require to discard the incoherent models. This is due to the fact that coherent models do not satisfy atom $\text{inc}$, and then they are required to satisfy $Q$.

**Example 5.3** (example 5.2 cont.) The Datalog query $Q : \text{Ans} \leftarrow \text{not } S(a) \lor R(a)$ expressed as a program contains two rules: $\text{Ans} \leftarrow \text{not } S_.(a, t**)$ and $\text{Ans} \leftarrow R_.(a, t**)$. The answer to $Q$ is yes in program $\Pi(D, IC, Q)$, but becomes no when evaluated in $\Pi''(D, IC, Q)$. However, the query $\text{Ans} \leftarrow \text{not } S(a) \lor R(a) \lor \text{inc}$, which as a program is: $\text{Ans} \leftarrow \text{not } S_.(a, t**)$, $\text{Ans} \leftarrow R_.(a, t**)$, and $\text{Ans} \leftarrow \text{inc}$, is yes when evaluated in $\Pi''(D, IC, Q)$. □

Notice that this will also work for queries involving only negative ground literals. This is because, since the answer to a query of this class would be yes if each stable model of the program contains atom $\text{Ans}$, the incoherent stable models would not affect a positive answer, since they always contain the atom $\text{Ans}$. On the opposite, if the answer is no, then it has to exists a coherent stable model that does not contain the atom $\text{Ans}$. Therefore, the incoherent models would not affect the answer to the query. It is illustrated in the example below.

**Example 5.4** (example 5.3 cont.) For the Datalog query $Q : \text{Ans} \leftarrow \text{not } S(b)$, $\Pi(Q)$ is $\text{Ans} \leftarrow \text{not } S_.(b, t**)$. The answer to $Q$ is yes in program $\Pi(D, IC, Q)$. The answer to query $\text{Ans} \leftarrow \text{not } S(b) \lor \text{inc}$, which as a program contains two rules: $\text{Ans} \leftarrow \text{not } S_.(b, t**)$, and $\text{Ans} \leftarrow \text{inc}$, is yes in $\Pi''(D, IC, Q)$. This is because since the atom $S_.(b, t**)$ is not in the coherent stable models, the atom $\text{Ans}$ is contained in all of them. Moreover, the atom $\text{Ans}$ is in all the incoherent stable models of $\Pi''(D, IC, Q)$.

The Datalog query $Q : \text{Ans} \leftarrow \text{not } S(a)$ expressed as a program is: $\text{Ans} \leftarrow \text{not } S_.(a, t**)$. The answer to $Q$ is no in program $\Pi(D, IC, Q)$, because there exists a coherent stable model containing atom $S_.(a, t**)$. The answer to query
Ans ← not S(a) ∨ inc, which as a program contains two rules: Ans ← not S.(a, t**), and Ans ← inc, is also no in Π''(D, IC, Q), because still there exists a coherent stable model having atom S.(a, t**).

The case of queries with variables, e.g. Ans(x) ← P.(x, y, t**) is slightly different. It cannot be transformed into Ans(x) ← P.(x, y, t**) ∨ inc, due to the fact that consistent answers are those contained in the intersection of all the Ans relations in the coherent stable models of the program. Clearly, incoherent models, those satisfying inc, when intersected with the coherent ones, could make us lose cautious answers. In consequence, for incoherent models, we need to make sufficiently large extensions of the Ans predicate. We illustrate this situation in the example below.

Example 5.5 For Σ = \{S(A, B), R(A, B), T(A, B, C)\}, database instance D = \{S(a, b), S(a, c), S(b, c), R(a, b), R(b, c), T(b, c, d), T(a, b, c)\}, set IC: ∀xyz(S(x, y) ∧ S(x, z) → y = z), ∀xyz(R(x, y) ∧ R(x, z) → y = z), (IND) ∀xy(S(x, y) → R(x, y)), (RIC) ∀xy(R(x, y) → ∃zT(x, y, z)), and query Q: Ans(x) ← S(x, y), R(x, y). Program Π''(D, IC, Q) has the following rules:

\[
\begin{align*}
S.(x, y, f_a) ∨ S.(x, z, f_a) & ← S.(x, y, t*), S.(x, z, t*), y ≠ z, x ≠ null, y ≠ null, z ≠ null. \\
R.(x, y, f_a) ∨ R.(x, z, f_a) & ← R.(x, y, t*), R.(x, z, t*), y ≠ z, x ≠ null, y ≠ null, z ≠ null. \\
S.(x, y, f_a) ∨ R.(x, y, t_a) & ← S.(x, y, t*), R.(x, y, f_a), x ≠ null, y ≠ null. \\
S.(x, y, f_a) ∨ R.(x, y, t_a) & ← S.(x, y, t*), not R.(x, y), x ≠ null, y ≠ null. \\
R.(x, y, f_a) ∨ T.(x, y, null, t_a) & ← R.(x, y, t*), not aux.(x, y), x ≠ null, y ≠ null. \\
aux.(x, y) & ← T.(x, y, z, t*), not T.(x, y, z, f_a), x ≠ null, y ≠ null, z ≠ null. \\
T.(x, y, z, t*) & ← T.(x, y, z). T.(x, y, z, t*) & ← T.(x, y, z, t_a). \\
R.(x, y, t*) & ← R.(x, y). R.(x, y, t*) & ← R.(x, y, t_a).
\end{align*}
\]
\[ S(x, y, t^*) \leftarrow S(x, y). \quad S(x, y, t^*) \leftarrow S(x, y, t_a). \]

\[ R(x, y, t^{**}) \leftarrow R(x, y, t^*), \text{not}\ R(x, y, t_a). \]

\[ S(x, y, t^{**}) \leftarrow S(x, y, t^*), \text{not}\ S(x, y, t_a). \]

\[ T(x, y, z, t^{**}) \leftarrow T(x, y, z, t^*), \text{not}\ T(x, y, z, t_a). \]

\[ \text{inc} \leftarrow R(x, y, t_a), R(x, y, f_a). \]

\[ \text{Ans}(x) \leftarrow S(x, y, t^{**}), R(x, y, t^{**}). \]

Program \( \Pi''(D, IC, Q) \) has three stable models:

\[ M_1 = \{ S(a, b), S(a, c), S(b, c), R(a, b), R(b, c), T(a, b, c), T(b, c, d), S.(a, b, t^*), \]

\[ S.(a, c, t^*), S.(b, c, t^*), R.(a, b, t^*), R.(b, c, t^*), T.(a, b, c, t^*), T.(b, c, d, t^*), \]

\[ \text{aux}(a, b), \text{aux}(b, c), S.(a, c, f_a), R.(a, b, t^{**}), R.(b, c, t^{**}), S.(a, b, t^{**}), \]

\[ S.(b, c, t^{**}), T.(a, b, c, t^{**}), T.(b, c, d, t^{**}), \text{Ans}(a), \text{Ans}(b) \}; \]

\[ M_2 = \{ S(a, b), S(a, c), S(b, c), R(a, b), R(b, c), T(a, b, c), T(b, c, d), S.(a, b, t^*), \]

\[ S.(a, c, t^*), S.(b, c, t^*), R.(a, b, t^*), R.(b, c, t^*), T.(a, b, c, t^*), T.(b, c, d, t^*), \]

\[ \text{aux}(a, b), \text{aux}(b, c), R.(a, c, t_a), R.(a, b, f_a), R.(b, c, t^{**}), S.(a, b, f_a), \]

\[ S.(a, c, t^{**}), S.(b, c, t^{**}), R.(a, c, t^*), T.(a, c, \text{null}, t_a), R.(a, c, t^{**}), T.(a, c, \text{null}, t^{**}), \text{Ans}(a), \text{Ans}(b) \}; \]

\[ M_3 = \{ S(a, b), S(a, c), S(b, c), R(a, b), R(b, c), T(a, b, c), T(b, c, d), S.(a, b, t^*), \]

\[ S.(a, c, t^*), S.(b, c, t^*), R.(a, b, t^*), R.(b, c, t^*), T.(a, b, c, t^*), T.(b, c, d, t^*), \]

\[ \text{aux}(a, b), \text{aux}(b, c), R.(a, c, t_a), R.(a, b, t^{**}), R.(b, c, t^{**}), S.(a, b, f_a), \]

\[ S.(a, c, t^{**}), S.(b, c, t^{**}), R.(a, c, t^*), R.(a, c, f_a), T.(a, b, c, t^{**}), T.(b, c, d, t^{**}), \]

\[ \text{Ans}(b), \text{inc} \}. \]

The stable model \( M_3 \) is an incoherent model. If we intersect all the models of program \( \Pi''(D, IC, Q) \) we obtain the \( \text{Ans} \)-atom \( \{ \text{Ans}(b) \} \), and therefore the answer to \( Q \) is
(b). Nevertheless, since the intersection of coherent models give us the $\text{Ans}$-atoms \{Ans(a), Ans(b)\}, the consistent answers to $Q$ should be $(a), (b)$. □

A way to solve this problem is as follows: we introduce into the query program rules of the form:

$$\text{Act}(x_i) \leftarrow P_\ast (\bar{x}, t^\ast),$$

(5.6)

for each database predicate $P$ and each variable $x_i$ in $\bar{x}$, such that $P$ is connected to a query predicate in the graph $G(IC)$ (this could also be done for each database predicate $P$). In this way we are capturing the active domain of the database (or better, the relevant part of it). If the query $Q$ is domain independent [1] or safe [1], this domain will be large enough to answer it correctly. In consequence, we will assume that queries in this section are domain independent or safe.

We also add the rule:

$$\text{Ans}(x_1, \ldots, x_n) \leftarrow \text{inc}, \text{Act}(x_1), \ldots, \text{Act}(x_n),$$

(5.7)

to the query program, which in the incoherent models trivializes the answer to the query by accepting in its answer set all the possible combinations of values taken from the (relevant) active domain.\(^4\)

Atoms of the form $P_\ast (\bar{x}, t^\ast)$ are those that become true during the repair process, i.e. the database facts and the atoms that are made true to restore consistency of ICs. Moreover, notice that if $null$ is not in the database domain, but it is introduced when restoring consistency of a RIC, then it will be captured by an atom of the form $P_\ast (\bar{x}, t^\ast)$. Therefore, these are the ones allowing to give a larger extension for the $\text{Ans}$ predicate.

\(^4\)It is easy to adapt this methodology to the case when there are types or distinct abstract domains for the attributes involved in the query.
In other words, in the incoherent models, the answer to the query is a large and relevant (to the query) portion of the active domain. When we intersect this portion with the answers from the coherent models, we get only the latter. Of course, for this to work the query has to be domain independent (or safe, a sound syntactic condition for domain independence) [1].

**Example 5.6** (example 5.5 cont.) Predicates \(\{S, R, T\}\) are all connected in the corresponding graph \(G(IC)\). Therefore, for \(Q\): \(Ans(x) \leftarrow S(x, y), R(x, y)\), program \(\Pi(Q)\) has the following additional rules:

\[
\begin{align*}
\text{Act}(x) & \leftarrow S(x, y, t^*). & \text{Act}(y) & \leftarrow S(x, y, t^*). \\
\text{Act}(x) & \leftarrow R(x, y, t^*). & \text{Act}(y) & \leftarrow R(x, y, t^*). \\
\text{Act}(x) & \leftarrow T(x, y, z, t^*). & \text{Act}(y) & \leftarrow T(x, y, z, t^*). \\
\text{Act}(z) & \leftarrow T(x, y, z, t^*). & \text{Ans}(x) & \leftarrow \text{inc}, \text{Act}(x).
\end{align*}
\]

Program \(\Pi''(D, IC, Q)\) has the stable models:

\[
\begin{align*}
\mathcal{M}_1 = & \{S(a, b), S(a, c), S(b, c), R(a, b), R(b, c), T(a, b, c), T(b, c, d), S_(a, b, t^*), \\
& S_(a, c, t^*), S_(b, c, t^*), R(a, b, t^*), R(b, c, t^*), T(a, b, c, t^*), T_(b, c, d, t^*), \\
& \text{aux}(a, b), \text{aux}(b, c), \text{Act}(a), \text{Act}(b), \text{Act}(c), \text{Act}(d), S_(a, c, \text{fa}), R(a, b, t^{**}), \\
& R(b, c, t^{**}), S_(a, b, t^{**}), S_(b, c, t^{**}), T_(a, b, c, t^{**}), T_(b, c, d, t^{**}), \text{Ans}(a), \\
& \text{Ans}(b)\}, \\
\mathcal{M}_2 = & \{S(a, b), S(a, c), S(b, c), R(a, b), R(b, c), T(a, b, c), T(b, c, d), S_(a, b, t^*), \\
& S_(a, c, t^*), S_(b, c, t^*), R(a, b, t^*), R(b, c, t^*), T(a, b, c, t^*), T_(b, c, d, t^*), \\
& \text{aux}(a, b), \text{aux}(b, c), \text{Act}(a), \text{Act}(b), \text{Act}(c), \text{Act}(d), R(a, c, \text{fa}), R(a, b, t^{**}), \\
& R(b, c, t^{**}), S_(a, b, \text{fa}), S_(a, c, t^{**}), S_(b, c, t^{**}), R(a, c, t^*), R(a, c, \text{fa}), \\
& T_(a, b, c, t^{**}), T_(b, c, d, t^{**}), \text{inc}, \text{Ans}(a), \text{Ans}(b), \text{Ans}(c), \text{Ans}(d)\},
\end{align*}
\]
\[ \mathcal{M}_3 = \{ S(a, b), S(a, c), S(b, c), R(a, b), R(b, c), T(a, b, c), T(b, c, d), S.(a, b, t^*), \\
S.(a, c, t^*), S.(b, c, t^*), R.(a, b, t^*), R.(b, c, t^*), T.(a, b, c, t^*), T.(b, c, d, t^*), \\
aux.(a, b), aux.(b, c), Act(a), Act(b), Act(c), Act(d), R.(a, c, t^*), R.(b, c, t^*), \\
R.(a, c, t^{**}), S.(a, b, f_a), S.(a, c, t^{**}), S.(b, c, t^{**}), R.(a, c, t^*), T.(a, c, null, t_a), \\
R.(a, c, t^{**}), T.(a, c, null, t^*), T.(a, b, c, t^{**}), T.(b, c, d, t^{**}), T.(a, c, null, t^{**}), \\
Act(null), Ans(a), Ans(b) \}. \]

Now, \[ \mathcal{M}_2 \] is an incoherent model. Nevertheless if we intersect all the coherent models of program \( \Pi''(D, IC, Q) \) we obtain the set of \( \text{Ans-} \) atoms \{Ans(a), Ans(b)\}, which is a subset of the \( \text{Ans-} \) atoms \{Ans(a), Ans(b), Ans(c), Ans(d)\} on the incoherent model \( \mathcal{M}_2 \). Therefore, from the intersection of all the models of program \( \Pi''(D, IC, Q) \) the consistent answers to \( Q \) are (a), (b), as expected. □

**Proposition 5.5** Given a database instance \( D \), a set \( IC \) of ICs, and a safe stratified Datalog query \( Q \), let \( \Pi''(Q) \) be the same as query program \( \Pi(Q) \) plus rules of the form (5.6), for each predicate \( P \) that is connected to a query predicate in \( G(IC) \), plus Rule 5.7. It holds \( \Pi''(D, IC, Q) \equiv_Q \Pi(D, IC, Q) \) under the cautious semantics. □

**Proof:** For the proof, let \( \text{Ans}_{coh} \) be the set of \( \text{Ans-} \) atoms from the intersection of all the coherent models of program \( \Pi''(D, IC, Q) \), and let \( \text{Ans}_{inc} \) be the set of \( \text{Ans-} \) atoms in the fixed but arbitrary incoherent model \( M \). We need to show that for every incoherent model \( M \), \( \text{Ans}_{coh} \subseteq \text{Ans}_{inc} \).

By contradiction, let us assume that there exist an \( \text{Ans-} \) atom \( \text{Ans}(\bar{c}) \) that is in \( \text{Ans}_{coh} \), but is not in \( M \). If \( \text{Ans}(\bar{c}) \) is not in \( M \), then there exists a query predicate \( R \) such that atoms \( R.(\bar{d}, t_a) \) and \( R.(\bar{d}, f_a) \) are in \( M \), and therefore \( R.(\bar{d}, t^{**}) \) is false in \( M \). However, since \( M \) is incoherent, then program \( \Pi''(D, IC, Q) \) has rules of the form \( \text{Act}(x_i) \leftarrow P.(\bar{x}, t^*) \) for each predicate \( P \) and attribute \( x_i \) on \( \bar{x} \), such that \( P \) is
connected to a query predicate.

Since atoms of the form $P_{\bar{x}, t^*}$ are the ones that become true in the repair process, then either $P(\bar{f})$ is in $M$ or $P(\bar{f}, t_a)$ is in $M$, and therefore $Act(e)$ will be true in $M$ for each constant $e$ in the attributes of the relevant predicates to compute the query (including the query predicates). Moreover, since $Ans(\bar{c})$ is a cautious answer, it means that the constants in $\bar{c}$ are in the active domain, then rule $Ans(\bar{c}) \leftarrow inc, Act(c_1), \ldots, Act(c_n)$ in the ground version of $\Pi''(D, IC, Q)$ is satisfied and $Ans(\bar{c})$ is true in $M$. We have reached a contradiction. □

Notice that the methodology for query answering presented above is applicable in particular to queries that are existentially quantified conjunctions of literals, as long as they are safe, i.e. every variable in negative literal also appears in a positive literal. (And then the method immediately applies to conjunctive queries.) A safe conjunctive query is of the form:

$$Ans(\bar{x}) \leftarrow P_1(\bar{x}_1), \ldots, P_m(\bar{x}_m), not R_{m+1}(\bar{y}_{m+1}), \ldots, not R_k(\bar{y}_k),$$  

(5.8)

with $\bar{x} \subseteq \bigcup_{i=1}^m \bar{x}_i$, and $\bigcup_{j=m+1}^k \bar{y}_j \subseteq \bigcup_{i=1}^m \bar{x}_i$.

However, for this kind of queries, we can optimize the method above, without producing the possibly large active domain, as follows: instead of inserting rules of the form (5.6) to capture the active domain, we introduce into the query program a rule of the form:

$$Ans(\bar{x}) \leftarrow inc, P_1(\bar{x}_1, t^*), \ldots, P_m(\bar{x}_m, t^*),$$  

(5.9)

where each $P_i$ is a predicate appearing in a positive literal in query $Q$ of the form (5.8), such that $\bar{x} \cap \bar{x}_i \neq \emptyset$.

**Example 5.7** (example 5.5 cont.) For query $Q$: $Ans(x) \leftarrow S(x, y), R(x, y)$, not
$T(x, x, x)$, atoms $S(x, y)$ and $R(x, y)$ are the positive literals of the query, and for both of them $x \cap \{x, y\} = x$ holds. Therefore, program $\Pi(Q)$ has the following rules:

\[
\begin{align*}
\text{Ans}(x) & \leftarrow S(x, y, t^*), R(x, y, t^*), \text{not } T(x, x, t^*). \\
\text{Ans}(x) & \leftarrow \text{inc}, S(x, y, t^*), R(x, y, t^*).
\end{align*}
\]

Program $\Pi''(D, IC, Q)$ has three stable models:

\[
\begin{align*}
\mathcal{M}_1 &= \{S(a, b), S(a, c), S(b, c), R(a, b), R(b, c), T(a, b, c), T(b, c, d), S(a, b, t^*), \\
&S(a, c, t^*), S(b, c, t^*), R(a, b, t^*), R(b, c, t^*), T(a, b, c, t^*), T(b, c, d, t^*), \\
&\text{aux}(a, b), \text{aux}(b, c), S(a, c, f_a), R(a, b, t^{**}), R(b, c, t^{**}), S(a, b, t^{**}), \\
&S(b, c, t^{**}), T(a, b, c, t^{**}), T(b, c, d, t^{**}), \text{Ans}(a), \text{Ans}(b)\}, \\
\mathcal{M}_2 &= \{S(a, b), S(a, c), S(b, c), R(a, b), R(b, c), T(a, b, c), T(b, c, d), S(a, b, t^*), \\
&S(a, c, t^*), S(b, c, t^*), R(a, b, t^*), R(b, c, t^*), T(a, b, c, t^*), T(b, c, d, t^*), \\
&\text{aux}(a, b), \text{aux}(b, c), R(a, c, t_a), R(a, b, t^{**}), R(b, c, t^{**}), S(a, b, f_a), \\
&S(a, c, t^{**}), S(b, c, t^{**}), R(a, c, t^*), R(a, c, f_a), T(a, b, c, t^{**}), T(b, c, d, t^{**}), \\
&\text{inc}, \text{Ans}(a), \text{Ans}(b)\}, \\
\mathcal{M}_3 &= \{S(a, b), S(a, c), S(b, c), R(a, b), R(b, c), T(a, b, c), T(b, c, d), S(a, b, t^*), \\
&S(a, c, t^*), S(b, c, t^*), R(a, b, t^*), R(b, c, t^*), T(a, b, c, t^*), T(b, c, d, t^*), \\
&\text{aux}(a, b), \text{aux}(b, c), R(a, c, t_a), R(a, b, f_a), R(b, c, t^{**}), S(a, b, f_a), \\
&S(a, c, t^{**}), S(b, c, t^{**}), R(a, c, t^*), T(a, c, null, t_a), R(a, c, t^{**}), \\
&T(a, c, null, t^*), T(a, b, c, t^{**}), T(b, c, d, t^{**}), T(a, c, null, t^{**}), \text{Ans}(a), \\
&\text{Ans}(b)\}.
\end{align*}
\]

$\mathcal{M}_2$ is an incoherent model, nevertheless if we intersect all the coherent models of program $\Pi''(D, IC, Q)$, we obtain the set of $\text{Ans}$-atoms $\{\text{Ans}(a), \text{Ans}(b)\}$, which coincides with the $\text{Ans}$-atoms $\{\text{Ans}(a), \text{Ans}(b)\}$ on the incoherent model $\mathcal{M}_2$. Therefore, from
the intersection of all the models of program $\Pi''(D, IC, Q)$ the consistent answers to $Q$ are $(a), (b)$, as expected.

In Chapter 9 we present an optimized system that implements our MS methodology for disjunctive repair programs with program constraints. Thus, given a repair and a query program, the system returns the MS rewritten program including the necessary program constraints, which is directly evaluated in the DLV system. In this way, all the extra processing of program constraints and queries presented in this section is avoided. However we decided to present the methodology of this section because it is interesting and relevant in itself.

5.4 Selecting and Importing Relevant Predicates

In this section we present a different optimization method that can be used as an alternative to MS to evaluate queries. This method also captures the relevant database predicates to compute a specific query. However, it is achieved by analyzing the relationship between predicates in the ICs and the query predicates, which is captured by the dependency graph in Definition 2.1.

The relevant predicates are used for pruning repair programs. In this manner, the rules for predicates that are relevant to compute a query are kept in the program, but the other rules are eliminated. By eliminating the database facts that will not be involved in the computation of queries, the flow of data between the database system and the reasoning system, that runs the repair programs, is reduced considerably. In Chapter 9 we report experimental results that prove the effectiveness of this method.

Definition 5.6 A predicate $P$ is relevant for the consistent answers to a Datalog query $Q$ wrt $IC$ if $P$ is in a connected component $c$ of graph $G(IC)$, and there is a
predicate $P'$ appearing in $Q$ and $c$. $\text{Rel}(Q, IC)$ denotes the set of relevant predicates for the consistent answers to query $Q$.

Proposition 5.6 Let $\Pi(D, IC, Q) \downarrow Q$ denotes the same as program $\Pi(D, IC, Q)$ except that the former contains only rules with head atoms for each predicate $P$, such that $P$ is in $\text{Rel}(Q, IC)$, and database facts of the form $P(\bar{a})$ with $P(\bar{a}) \in D$. It holds that $\Pi(D, IC, Q) \downarrow Q$ and $\Pi(D, IC, Q)$ retrieve the same cautious/brave answers to query $Q$.

Proof: Let $\Pi'$ denotes the ground version of program $\Pi(D, IC, Q) \downarrow Q$. It is easy to see that the ground program $\Pi(D, IC, Q)$ can be split [63] into a bottom program $\Pi_b(D, IC, Q) = \Pi'$ and a top program $\Pi_t(D, IC, Q) = \Pi(D, IC, Q) \setminus \Pi_b(D, IC, Q)$, using as a splitting set all the atoms with a predicate $P$ that is in $\text{Rel}(Q, IC)$. Thus, program $\Pi_b(D, IC, Q)$ only contains rules for predicates that are connected with the query predicates in the graph $G(IC)$.

Program $\Pi(D, IC, Q)$ can be hierarchically evaluated in the following way: The models of program $\Pi(D, IC, Q)$ are $SM(\Pi(D, IC, Q)) = \bigcup_M SM(M \cup \Pi_t(D, IC, Q))$, for stable models $M$ of $\Pi_b(D, IC, Q)$. Since program $\Pi_t(D, IC, Q)$ does not have rules whose predicates are related with the query predicates, the extensions for the Ans predicate (which collects the answers to query $Q$) can be obtained by using only the rules from the bottom program $\Pi_b(D, IC, Q)$. Then, all the stable models of program $\Pi(D, IC, Q)$ contain the extensions of the Ans predicate. Therefore, $\Pi(D, IC, Q) \downarrow Q$ and $\Pi(D, IC, Q)$ retrieve the same cautious/brave answers to $Q$.

Example 5.8 (example 5.1 cont.) Figure 5.1 shows the dependency graph $G(IC)$ for $IC : \forall x(S(x) \rightarrow Q(x)), \forall x(Q(x) \rightarrow R(x))$ and $\forall x(T(x) \rightarrow W(x))$. For query $Q : \text{Ans}(x) \leftarrow S(x, t^{**})$, the relevant predicates are $\{S, Q, R\}$.
Therefore, program $\Pi(D, IC, Q) \mid Q$ contains the following rules:

$S(a)$.

$S(x, f_a) \lor Q(x, t_a) \leftarrow S(x, t^*), Q(x, f_a), x \neq \text{null}$.

$S(x, f_a) \lor Q(x, t_a) \leftarrow S(x, t^*), \neg Q(x), x \neq \text{null}$.

$Q(x, f_a) \lor R(x, t_a) \leftarrow Q(x, t^*), R(x, f_a), x \neq \text{null}$.

$Q(x, f_a) \lor R(x, t_a) \leftarrow Q(x, t^*), \neg R(x), x \neq \text{null}$.

$S(x, t^*) \leftarrow S(x, t_a)$.

$S(x, t^*) \leftarrow S(x)$.

$Q(x, t^*) \leftarrow Q(x, t_a)$.

$Q(x, t^*) \leftarrow Q(x)$.

$R(x, t^*) \leftarrow R(x, t_a)$.

$R(x, t^*) \leftarrow R(x)$.

$S(x, t^{**}) \leftarrow S(x, t^*), \neg S(x, f_a)$.

$Q(x, t^{**}) \leftarrow Q(x, t^*), \neg Q(x, f_a)$.

$R(x, t^{**}) \leftarrow R(x, t^*), \neg R(x, f_a)$.

$\neg Q(x, t_a), Q(x, f_a)$.

$Ans(x) \leftarrow S(x, t^{**})$.

The stable models are:

$M_1 = \{S(a), S(a, t^*), Q(a, t_a), S(a, t^{**}), Q(a, t^*), R(a, t_a), Q(a, t^{**}), R(a, t^*), R(a, t^{**}), Ans(a)\}$.

$M_2 = \{S(a), S(a, t^*), S(a, f_a)\}$.

Since there are no ground $Ans$-atoms in common, there are no cautious answers to
the query, as expected. However, now a subset of the stable models of program
\( \Pi(D, IC, Q) \) have been computed.

It is important to notice that by considering only the relevant predicates to compute
consistent answers to queries, there is an important reduction of database facts in­
volved in the computation of the stable models. For instance in Example 5.8, only
the database fact \( S(a) \) appears in the stable models.

Moreover, it can be proved that there is a one-to-one correspondence between the
relevant predicates for a given query and the predicates selected by the MS technique.
Thus, both methods presented in this section select the relevant portion of programs
to compute a query. However, as we show in Chapter 9, MS produces more gain in
terms of execution time of queries, specially for conjunctive queries with free variables
and involving more than one database predicate. In Chapter 9 we report experimental
results that compare the execution time of queries evaluated with both methodologies.

Let \( MS^-(\Pi(D, IC, Q))[P] \) denotes the rewritten program produced by MS method­
ology reduced to the rules having a database predicate \( P \), written as \( P_\_ \), in their heads.

**Proposition 5.7** Given a database instance \( D \), a set \( IC \) consisting of UICs, RICs,
and NNCs, and a query \( Q \), \( P \) is in \( Rel(Q, IC) \) iff there is a modified rule \( r_m \) in the
rewritten program \( MS^-(\Pi(D, IC, Q))[P] \) with \( P_\_ \) in \( H(r_m) \), the head of rule \( r_m \).

**Proof:** We first prove that if \( P \) is a relevant predicate to compute a query, then there
exists a modified rule in the rewritten program \( MS^-(\Pi(D, IC, Q))[P] \). Next, we
prove that if there exists a modified rule in program \( MS^-(\Pi(D, IC, Q))[P] \) then \( P \)
is relevant.

(a) \( P \) is in \( Rel(Q, IC) \), then there is a modified rule \( r_m \) in the rewritten program
\( MS^-(\Pi(D, IC, Q))[P] \) with \( P_\_ \) in its head.
By contradiction, let us assume that there exists a relevant predicate \( P \), but there is no a rule \( r_m \) with \( P \) in its head. There are two cases. First \( P \) is in \( Q \), therefore MS will first adorn the interpretation rule \( P_.(\bar{c},t**) \leftarrow P_.(\bar{c},t^*) \), not \( P_.(\bar{c},f_a) \). Hence, there is a modified rule with head \( P_.(\bar{c},t**) \) in \( MS^-((\Pi(D,IC,Q))_P) \). We have reached a contradiction.

Second, \( P \) is not a query predicate, but it is in the same component as a query predicate \( P' \). Therefore, \( P \) is directly or transitively connected with \( P' \). Since \( P' \) is a query predicate, MS technique will adorn the rules defining \( P' \), and will adorn rules with head predicate \( P \) at some step \( i \) of the adornment process. Therefore there are modified rules with head predicate \( P \) in \( MS^-((\Pi(D,IC,Q))_P) \). We have reached a contradiction.

(b) There is a modified rule \( r_m \) in the rewritten program \( MS^-((\Pi(D,IC,Q))_P) \) with \( P_\) in its head, then \( P \) is in \( \text{Rel}(Q,IC) \).

By contradiction, let us assume that there exists a rule \( r_m \) with \( P_\) in its head, but \( P \) is not in \( \text{Rel}(Q,IC) \).

It is easy to see that \( P \) cannot be a query predicate, otherwise \( P \in \text{Rel}(Q,IC) \) trivially holds. Then, MS selects a rule with predicate \( P \) at some step \( i \) of the adornment process. First assume \( i = 1 \). Since \( P \) is not a query predicate, the rule being adorned is a disjunctive rule and \( P_\) is in its head. Then, there exists a IC having \( P \) either in its antecedent or consequent, and a query predicate \( P' \) in its consequent/antecedent. Hence, \( P \) is connected with \( P' \), and therefore \( P \) is in \( \text{Rel}(Q,IC) \). We have reached a contradiction.

Assume that \( P \) is selected in a step \( i \), with \( i > 1 \). When \( i > 1 \), the new rules to be selected are the ones having head predicates selected in the step \( i - 1 \), which are relevant to compute query answers. For instance, if \( P \) is selected in
step 2 then, there exists a IC having \( P \) either in its antecedent or consequent and a predicate \( P'' \) in its consequent/antecedent. Predicate \( P'' \) is selected in step 1, and \( P \) is connected with \( P'' \). Since \( P'' \) is selected in step 1, it was connected to a query predicate, therefore \( P \) is also connected with a query predicate and \( P \) is a relevant predicate. Thus, it is easy to see that for any step \( i \) of the adornment process the predicates selected by MS are all relevant to compute queries. Moreover, predicates selected in step \( i \) are connected with the predicates selected in step \( i-1 \), and therefore they are from the same connected component in the graph. We have reached contradiction.

The selection of relevant database facts performed here differs from the one described in [34], where database repairs are efficiently computed. Here, we are concerning on query answering, but not in computation of repairs.

5.5 Related Work

Optimizations of the process of retrieving consistent answers have been studied and introduced before in the context of data integration. In [34] techniques to efficiently compute and store database repairs are described. Basically, database facts participating in violations of UICs are located and extracted from the database (which does not contain null values). This splits the database in two parts: the affected database, which contains data violating ICs; and the safe database, which stores consistent data. That operation permits to speed up the computation of database repairs, that are computed for the affected part only.

The concepts of safe and affected database wrt UICs is defined in [34] as follows:

**Definition 5.7** [34] Consider a database instance \( D \), and a set \( IC \) of UICs for a relational database schema \( \Sigma = (U, R \cup B) \), with \( null \not\in U \). (a) The facts \( P_1(\bar{t}_1) \)
and $P_2(\vec{t}_2)$, such that $P_1, P_2 \in \mathcal{R}$ and $\vec{t}_1, \vec{t}_2$ have constants in $\mathcal{U}$, are constraint-bounded (to each other), if they occur in the same ground (variable-free) constraint $ic_g \in \text{ground}(IC)$.\(^5\) (b) $\text{facts}(ic_g)$ denotes the set of all facts $P(\vec{t})$ that occur in $ic_g \in \text{ground}(IC)$. (c) The conflict set for a database instance $D$ is the set of facts $C_D = \{P(\vec{t}) \mid \exists ic_g \in \text{ground}(IC) \land P(\vec{t}) \in \text{facts}(ic_g) \land D \not\models ic_g\}$. (d) The conflict closure for $D$, denoted by $C^*_D$, is the least set $C$ with $C_D \subseteq C$ that contains every fact $P(\vec{t})$ constraint-bounded in $\Sigma$ with some fact $P'(\vec{p}) \in C$. (e) $S_D = D \setminus C^*_D$, and $A_D = D \cap C^*_D$ are the safe database and the affected database respectively. □

Intuitively, set $C^*_D$ contains all the facts involved in ICs violations ($C_D$), and the facts which possibly have to be changed in order to avoid new violations of ICs during the repair process. Note that the conflict set $C_D$ may contain facts that do not belong to the database instance $D$.

**Example 5.9** For $D = \{S(a,b), S(a,c), S(b,c), R(b,c), R(a,b)\}$, primary keys $PK_1$: $\forall xyz(S(x,y), S(x,z) \rightarrow y = z)$; $PK_2 : \forall xyz(R(x,y), R(x,z) \rightarrow y = z)$, and IND: $\forall xy(S(x,y) \rightarrow R(x,y))$, the conflict set $C_D$ consists of the tuples that are involved in violations of $PK_1$, and the IND i.e. $C_D = \{S(a,b), S(a,c), R(a,c)\}$. Here $R(a,c)$ does not belong to $D$, but $C^*_D = \{S(a,b), S(a,c), R(a,c), R(a,b)\}$. Tuple $R(a,b)$ is constraint-bounded with $R(a,c)$ due to $ic_g : (R(a,c), R(a,b) \rightarrow c = b)$. Thus, $S_D = \{S(b,c), R(b,c)\}$ and $A_D = \{S(a,b), S(a,c), R(a,b)\}$. The database repairs are: $\{S(a,c), S(b,c), R(a,c), R(b,c)\}$, and $\{S(a,b), S(b,c), R(a,b), R(b,c)\}$. □

Having the database split, repairs are computed for the affected database only. In this way, only a subset of the database is involved in the evaluation of repair programs. The idea of this approach is to encode all the repairs into a single database, then after

\(^5\)\text{ground}(IC) contains the ground instances of a set $IC$ of ICs.
repairs are computed, a new database instance $D'$ is generated, which contains a copy of the relations in the original database, each of them with an extra attribute called the marked attribute. This attribute is a binary string (containing only 0 and 1) of length $n$, where $n$ is the number of database repairs for $D$. Here, 1 in the $i$th position means that the tuple belongs to the repair $i$, and 0 means that the tuple is not in the repair $i$. In this way, the new marked database becomes a compact representation of the database repairs. Consistent answers are computed by first translating Datalog queries into new sentences that consider the new marked attribute; and secondly, evaluating them in the new database instance.

Even though this methodology reduces the amount of data participating in the evaluation of repair programs, at the end it computes database repairs. We do not concentrate on computing repairs, but on efficient computation of consistent answers to queries. Hence, our optimizations are conducted in that direction. We believe that the MS methodology is a better way to achieve this goal (cf. Chapter 9).

5.6 Summary

In this chapter we presented a magic sets methodology that can be applied to our repair programs with program constraints. This technique allows to focalize on a part of the repair programs and facts, those that are relevant to answer the query at hand. It was shown that this methodology is sound and complete when applied to disjunctive repair programs with program constraints.

In order to apply magic sets to repair programs in DLV, a suitable pre-processing of program constraints (if the program contains them) has to be performed. This is due to the fact that currently DLV does not support magic sets for programs with program constraints. In addition, DLV applies magic sets internally, without returning the rewritten program. This implies that it is not possible to add the
program constraints later to the magic program.

As an alternative to MS, the evaluation of programs in DLV can also be optimized by selecting the relevant predicates to compute queries, and removing from the repair programs the rules (and database facts) that do not involve relevant predicates. In this manner, programs are smaller than the original ones, and the flow of data between the database system and the reasoning system is decreased.

In Chapter 9 we describe a system that implements our MS methodology to compute consistent answers to queries. The system also implements, as an alternative to MS, the methodology that captures the relevant predicates to compute queries, and uses them to create smaller programs. Moreover, we report experimental results that show that both methods are faster to compute queries than the method which performs a direct evaluation of programs.
Chapter 6

Logic-based Specification of Aggregate Queries

6.1 Introduction

In this chapter we describe how to specify logic programs to compute consistent answers to aggregate queries with scalar functions, and aggregate queries with group-by statements. The former return a single numerical value by applying an aggregation function like min, max, count, sum, avg, to an attribute of a database relation. For instance, the scalar aggregate SQL\(^1\) query “SELECT max(salary) FROM Emp” returns the maximum value of “salary” in “Emp”.

Queries with group-by perform grouping on the values of an attribute or a set of attributes, and return a single value for each group, instead of returning a unique value for the whole relation as the scalar aggregate queries do. As an illustration, the SQL query “SELECT city, sum(sales) FROM Monthly_Sales GROUP BY city” returns the sum of the “sales” for each “city” from table “Monthly_Sales”. This query can also be written as a query program (rule): \(\text{Ans(city, sum(sales))} \leftarrow \text{Monthly_Sales(city, sales)}\).

The notion of consistent answer to a scalar aggregate query wrt functional dependencies (FDs) was defined in [4]. Intuitively, a consistent answer to an aggregate query is the shortest numerical interval that contains the value of the aggregate query in every possible repair wrt the FDs.

The notion of consistent answer to aggregate queries with group-by statements wrt

\(^1\)SQL stands for Structured Query Language.
FDs will be based on this notion of consistent answer given in [4] for scalar aggregate queries. Still informally, a tuple of the form \( (t_1, \ldots, t_m, [a, b]) \) is a consistent answer to an aggregate query with group-by statements for the attributes corresponding to \( t_1, \ldots, t_m \), if first, the non-aggregate part \( (t_1, \ldots, t_m) \) is a consistent answer in the usual sense, i.e. it is true in every repair of the database, and secondly, for every repair the aggregate value for the group of attributes values in \( t_1, \ldots, t_m \) falls in the numerical interval \( [a, b] \).

For instance, for the aggregate query \( Q \):

\[
\text{Ans}(\text{city}, \text{sum}(\text{sales})) \leftarrow \text{Monthly Sales}(\text{city}, \text{sales}),
\]

the tuples \( \{(\text{ottawa}, [2000, 6000]), (\text{montreal}, [4000, 7000])\} \) are consistent answers if the cities \text{ottawa}, \text{montreal} appear in every possible repair, and if for every repair the aggregate value for \text{sum}(\text{sales}) for \text{ottawa} falls in the interval \([2000, 6000]\), and for \text{montreal} it falls in the interval \([4000, 7000]\).

As in [4, 5], we restrict our analysis to FDs, but it could be extended to general sets of RIC-acyclic ICs.

In [4, 5], repairs wrt a set of FDs are represented as independent sets in a conflict graph, which is a compact representation of all repairs. Here, we represent repairs as disjunctive logic programs, as done in Chapter 2. By using logic programs, we are able to exploit the capabilities of the DLV system [61] to compute aggregate functions over stable models [36].

The semantics of aggregation under stable models semantics for disjunctive program is investigated in [31, 36], and the implementation of aggregate queries in the DLV system is described in [32]. Currently, the DLV system implements \textit{min}, \textit{max}, \textit{count}, \textit{times}, \textit{sum}, but not \textit{avg} (average) [37].
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The remaining of this chapter is organized as follows: Section 6.2 describes the logic-based specification of repairs for scalar aggregate queries. Section 6.3 introduces the notion of consistent answers to aggregate queries with grouping of attributes, together with the logic-based specification of repairs for computing consistent answers. Section 6.4 finalizes this chapter.

6.2 Aggregate Queries with Scalar Functions

A scalar aggregate query is of the form:

\[
\text{SELECT } f \text{ FROM } P, \tag{6.1}
\]

where \( f \) is one of \( \min(A) \), \( \max(A) \), \( \text{count}(A) \), \( \text{sum}(A) \), \( \text{avg}(A) \), and \( A \) is an attribute of relation \( P \), also \( f \) can be \( \text{count}(\ast) \) that returns the number of tuples in relation \( P \).

As a rule, the scalar aggregate query will be:

\[
\text{Ans}(f) \leftarrow P(\bar{x}), \tag{6.2}
\]

The following definition of consistent answer is given in [4]. A consistent answer to an aggregate query \( Q \) of the form (6.1) wrt a database instance \( D \), and a set of functional dependencies \( FD \) is a minimal numerical interval \( I = [a, b] \), such that, for every repair \( D' \) of \( D \) wrt \( FD \), the numerical value \( Q(D') \) of query \( Q \) in \( D' \) belongs to \( I \). The extreme values \( a, b \) are called the greatest lower bound answer (glb) and the least upper bound answer (lub) answers to \( Q \) in \( D \), respectively.

This definition guarantees that the value of the scalar function evaluated in every repair can be found within the most informative interval.

Example 6.1 Consider the database schema \( \text{Emp}(Name, Salary) \) and \( \text{FD: Name } \rightarrow \)
Salary. The following database instance $D$ violates the FD through the first two tuples:

<table>
<thead>
<tr>
<th>Emp</th>
<th>Name</th>
<th>Salary</th>
</tr>
</thead>
<tbody>
<tr>
<td>smith</td>
<td>5000</td>
<td></td>
</tr>
<tr>
<td>smith</td>
<td>8000</td>
<td></td>
</tr>
<tr>
<td>jones</td>
<td>3000</td>
<td></td>
</tr>
</tbody>
</table>

Thus, consistency can be restored by eliminating either tuples $\text{Emp}(\text{smith}, 5000)$ or $\text{Emp}(\text{smith}, 8000)$, therefore there are two repairs:

<table>
<thead>
<tr>
<th>Emp</th>
<th>Name</th>
<th>Salary</th>
</tr>
</thead>
<tbody>
<tr>
<td>smith</td>
<td>5000</td>
<td></td>
</tr>
<tr>
<td>jones</td>
<td>3000</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Emp</th>
<th>Name</th>
<th>Salary</th>
</tr>
</thead>
<tbody>
<tr>
<td>smith</td>
<td>8000</td>
<td></td>
</tr>
<tr>
<td>jones</td>
<td>3000</td>
<td></td>
</tr>
</tbody>
</table>

For the scalar aggregate query "SELECT max(Salary) FROM Emp", the consistent answer is the interval $[5000, 8000]$, where 5000 is the glb answer, and 8000 is the lub answer.

In order to consistently answer scalar aggregate queries with logic programs, we first have to generate the repair program $\Pi(D, FD)$ for the corresponding database instance $D$ and set $FD$ of FDs. Notice that since we consider only FDs, the repair program does not have program constraints (cf. Corollary 4.1, Chapter 4).

Instead of expressing aggregate queries in the SQL language, they have to be specified as logic programs. Thus, given an aggregate query $Q$ of the form (6.1), an aggregate query $\Pi^A(Q)$ is generated by expressing $Q$ as an aggregate query rule in DLV notation, which, according to the formalism given in [36], is a rule of the form:

$$\text{Ans}(w) \leftarrow \#f\{x' : P.(\bar{x}, t^{**})\} = w, \quad (6.3)$$
where $Ans$ is a new predicate that is not present anywhere else in the repair program, $f$ is the aggregate function in $Q$, which is applied over variable $x' \in \bar{x}$ of predicate $P$. The variable $x'$ is in the same position of attribute $A$ in (6.1), and $w$ is a variable that will store the aggregate value returned by $f$ in each stable model of the program $\Pi(D, IC) \cup \Pi^A(Q)$. Notice that if $f$ is $\text{count}(\star)$ then Rule 6.3 becomes:

$$Ans(w) \leftarrow \#\text{count}\{\bar{x} : P.(\bar{x}, t^\star)\} = w,$$

(6.4)

The semantics of aggregation under stable models semantics for disjunctive program present in [31, 36] is defined for aggregate-stratified disjunctive programs.

**Definition 6.1** [31, 36] A program $\Pi$ is aggregate-stratified if there exists a function $\| \|$, called level mapping, from the set of predicates in $\Pi$ to ordinals, such that for each pair $P$ and $P'$ of predicates, occurring in the head and body of a rule $r$ of $\Pi$, respectively: (i) if $P'$ appears in an aggregate atom, i.e. an atom over which an aggregate function is computed, then $\|P'\| < \|P\|$, and (ii) if $P'$ occurs in a non-aggregate atom, then $\|P'\| \leq \|P\|$. □

**Example 6.2** The following program $\Pi$ is aggregate-stratified, since the level mapping $\|R\| = 1$, $\|P\| = 2$ satisfies the required conditions.

$R(a)$. $R(b)$.

$P(w) \leftarrow \#\text{count}\{x : R(x)\} = w$.

However, if we add the rule $R(x) \leftarrow P(x)$, then no legal level mapping exists, and therefore the program becomes aggregate-unstratified. □

The aggregate-stratification condition forbids recursion through aggregates. Notice that our programs are always aggregate-stratified, since first repair programs for FDs,
that do not have program constraints, are *locally-stratified* (cf. Proposition 4.3, Chapter 4). Moreover, aggregates only appear on rules with the head atom \( \text{Ans} \), which is not present elsewhere in programs, therefore recursion through aggregates is never introduced.

**Example 6.3** (example 6.1 cont.) For query "SELECT max(Salary) FROM \( \text{Emp} \)",
the program \( \Pi^A(\mathcal{Q}) \) is \( \text{Ans}(w) \leftarrow \#\max\{y : \text{Emp}(x, y, t^{**})\} = w \). Thus, the program
\( \Pi(D, FD, \mathcal{Q}) := \Pi(D, FD) \cup \Pi^A(\mathcal{Q}) \) has the following rules:

\( \text{Emp} \) (smith, 5000). \( \text{Emp} \) (smith, 8000). \( \text{Emp} \) (jones, 3000).

\( \text{Emp}(x, y, f_a) \lor \text{Emp}(x, z, f_a) \leftarrow \text{Emp}(x, y, t^*), \text{Emp}(x, z, t^*), y \neq z, x \neq \text{null}, \)

\( y \neq \text{null}, z \neq \text{null}. \)

\( \text{Emp}(x, y, t^*) \leftarrow \text{Emp}(x, y, t_a). \)

\( \text{Emp}(x, y, t^*) \leftarrow \text{Emp}(x, y). \)

\( \text{Emp}(x, y, t^{**}) \leftarrow \text{Emp}(x, y, t^*), \text{not Emp}(x, y, f_a). \)

\( \text{Ans}(w) \leftarrow \#\max\{y : \text{Emp}(x, y, t^{**})\} = w. \)

\( \square \)

Even though the specification above conforms to the formalism given in [36], and the semantics of such programs returns the correct answers, the program will not run in the DLV system. The reason is that DLV currently presents technical difficulties with aggregation over predicates that are defined by unstratified or disjunctive rules, as in the previous example, where the rule defining atom \( \text{Emp}(x, y, t^{**}) \) involves atom \( \text{Emp}(x, y, f_a) \) which is in the head of a disjunctive rule. In these cases, DLV returns a warning message notifying that the aggregate function cannot be applied on disjunctive or unstratified predicates.

In these cases problems arise during the grounding process of DLV, which is performed before the computation of the stable models. For instance, variable \( w \) in rule \( \text{Ans}(w) \leftarrow \#\max\{y : \text{Emp}(x, y, t^{**})\} = w \) (cf. Example 6.3) is unbound before the
ground version of the program is computed, and DLV would have to compute all possible values for binding it when the ground version of the program is computed. For the functions \textit{max}, \textit{min} the possible values are among the values taken by variable \(y\), but for other functions, like \textit{sum}, they are not, and therefore grounding could become very difficult.

As a consequence, in order for DLV to answer queries involving functions \textit{max} and \textit{min}, rules have to be modified by inserting an extra argument that binds the aggregation variable. Thus, assuming, without loss of generality, that the last variable in atom \(P(\bar{x})\) corresponds to \(x'\), i.e. the variable to which the aggregate function \(f\) (\textit{max} or \textit{min}) is applied, Rule 6.3 is transformed into:

\[
\text{Ans}(w) \leftarrow \#f\{x' : P.((\bar{x}, t^*)) = w, \ P.((\bar{y}, w, t^*))\}, \tag{6.5}
\]

where \(w\) is bounded by atom \(P.((\bar{y}, w, t^*))\), and \(\bar{y}\) are fresh variables for variables in \(\bar{x} \setminus \{x'\}\). This solution works because the \textit{max} and \textit{min} are taken inside relation \(P\) (for a finite Herbrand domain).

Notice that for the aggregate functions \textit{sum} and \textit{count} it is not possible in general to bind the variable \(w\) to a value in a database predicate. Therefore, we are able to compute consistent answers, in DLV system, to aggregate queries involving only the aggregate functions \textit{max} and \textit{min}.

\textbf{Example 6.4} (example 6.3 cont.) Program \(\Pi^4(\mathcal{Q})\) is now: \(\text{Ans}(w) \leftarrow \#\text{max}\{y : \text{Emp}(x, y, t^*)) = w, \ \text{Emp}(z, w, t^*)\}\). Program \(\Pi(D, FD, \mathcal{Q})\) has two stable models:2

\footnote{Here and in the rest, the models of the programs are displayed without program facts.}
\[ M_1 = \{ \text{Emp.}(\text{smith}, 5000, t^*), \text{Emp.}(\text{smith}, 8000, t^*), \text{Emp.}(\text{jones}, 3000, t^*), \text{Emp.}(\text{smith}, 5000, t^{**}), \text{Emp.}(\text{smith}, 8000, t_a), \text{Emp.}(\text{jones}, 3000, t^{**}), \text{Ans}(5000) \}, \]
\[ M_2 = \{ \text{Emp.}(\text{smith}, 5000, t^*), \text{Emp.}(\text{smith}, 8000, t^*), \text{Emp.}(\text{jones}, 3000, t^*), \text{Emp.}(\text{smith}, 5000, t^*), \text{Emp.}(\text{smith}, 8000, t^{**}), \text{Emp.}(\text{jones}, 3000, t^{**}), \text{Ans}(8000) \}. \]

The aggregation function returns 5000 as the maximum salary in the first repair, and 8000 in the second one.

Consistent answers, intervals in this case, are computed by capturing all the values returned by the aggregation function across the models, which can be achieved by running the program \( \Pi(D, FD, Q) := \Pi(D, FD) \cup \Pi^A(Q) \) under the brave semantics [44].

The brave answers returned can be used as database facts for a separate program that contains rules for the aggregate functions \( \min \) and \( \max \), that once computed, will return the left and right extremes of the (minimal) consistent interval, resp. So, we use the rules

\begin{align*}
glb(w) & \leftarrow \#\min\{x : \text{Ans}(x)\} = w, \text{Ans}(w). \\
lub(w) & \leftarrow \#\max\{x : \text{Ans}(x)\} = w, \text{Ans}(w).
\end{align*}

(6.6) (6.7)

where \( \text{Ans} \) is the same as in Rule 6.5. The consistent answer to \( Q \) is obtained from the unique stable model, and corresponds to the numerical interval \([\text{glb}(\bar{c}), \text{lub}(\bar{c})]\).

**Example 6.5** (example 6.4 cont.) Tuples \( \text{Ans}(5000), \text{Ans}(8000) \) are the \( \text{Ans} \)-atoms from all the stable models of program \( \Pi(D, FD, Q) \). They become facts of a new program that contains the Rules 6.6 and 6.7. This new program has one stable model
\[ M = \{ \text{glb}(5000), \text{lub}(8000) \} \]. Therefore, the consistent answer to query "SELECT \text{max}(\text{Salary}) \text{ FROM} \text{ Emp}" is the numerical interval [5000, 8000], as expected.

---

**Algorithm 6.1: CQA-SCALAR AGGREGATE QUERIES(D, FD, Q)**

**Input:** The database instance \( D \), the set \( FD \) of FDs, the aggregate query \( Q \)

**Output:** consistent answer to query \( Q \)

\[
\Pi(D, FD) := \text{GenerateRepairProgram}(D, FD);
\]

\[
\Pi^A(Q) := \text{GenerateAProgram}(Q);
\]

\[
\Pi(D, FD, Q) := \Pi(D, FD) \cup \Pi^A(Q);
\]

\[
\Pi := \text{GenerateNewProgram}();
\]

\[
\Pi := \text{ComputeBraveAnswers}((\Pi(D, FD, Q)));
\]

Add to \( \Pi \) rules:

\[
\text{glb}(w) \leftarrow \#\text{min}\{\text{Ans}(x)\} = w, \text{Ans}(w).
\]

\[
\text{lub}(w) \leftarrow \#\text{max}\{\text{Ans}(x)\} = w, \text{Ans}(w).
\]

\[
\text{ComputeStableModel}(\Pi);
\]

**return** \([\text{glb}(\overline{c}), \text{lub}(\overline{c})]\)

Algorithm 6.1 computes consistent answers to scalar aggregate queries of the form (6.1). The input to the algorithm consists of the database instance \( D \), the set \( FD \) of FDs, and the aggregate query \( Q \). It first generates the repair program \( \Pi(D, FD) \) and the query program \( \Pi^A(Q) \), which are run together in DLV under the brave semantics. In this way all the answers for the aggregate query from every stable model are captured. The brave answers are used as program facts of a second program \( \Pi \), which also contains Rules 6.6 and 6.7. The consistent interval \([\text{glb}(\overline{c}), \text{lub}(\overline{c})]\) is obtained from the unique stable model of program \( \Pi \).
It is important to mention that the introduction of aggregates in disjunctive programs does not increase the intrinsic complexity of the brave and cautious reasoning tasks [31, 36], which are $\Sigma_2^P$-complete, and $\Pi_2^P$-complete, respectively. Briefly, $\Sigma_2^P$ stands for $NP^{NP}$, i.e. the $NP$ problems that are solved with an oracle in $NP$. On the contrary, $\Pi_2^P$ stands for co-$NP^{NP}$, that is the problems whose complement problems are in $NP^{NP}$ [30].

6.3 Aggregate Queries with Group-By Statements

An aggregate query with group-by statements is of the form:

$$\text{SELECT } A_1, \ldots, A_m, f(A) \text{ FROM } P \text{ GROUP BY } A_1, \ldots, A_m,$$

where $A_1, \ldots, A_m, A$ are attributes of relation $P$, and $f$ is one of $\min(A)$, $\max(A)$, $\text{count}(A)$, $\text{sum}(A)$, $\text{avg}(A)$, applied to attribute $A$ with $A \cap \{A_1, \ldots, A_m\} = \emptyset$.

A query like this can be expressed by means of a logic program $\Pi$ containing an answer predicate $\text{Ans}(x_1, \ldots, x_m, w)$, where the values of $w$ are computed with the aggregation function $f$, that is parameterized by the values $(x_1, \ldots, x_m)$ and applied to a set of values of attribute $A$. We simply denote this value by $f(x_1, \ldots, x_m)$, so that the answers to the query are of the form $\text{Ans}(x_1, \ldots, x_m, f(x_1, \ldots, x_m))$. Typically, such an aggregate query will be based on a conjunctive query, in which case the query program rule will take the form

$$\text{Ans}(x_1, \ldots, x_m, w) \leftarrow P_1(\bar{x}_1), \ldots, P_k(\bar{x}_k), w = f(x_1, \ldots, x_m),$$

with $\{x_1, \ldots, x_m\} \subseteq \bigcup_{j=1}^k \bar{x}_j$.

The definition of consistent answer for this kind of queries is inspired by the notion
of consistent answer to scalar aggregate queries [4].

**Definition 6.2** Consider a database instance $D$, and a set $FD$ of FDs, and an aggregate query with group-by $Q$ whose answer is given trough an answer predicate $Ans(x_1, \ldots, x_m, w)$ defined by a logic program with aggregation function $f(x_1, \ldots, x_m)$.

A **consistent answer** to query $Q$ wrt $FD$ is a tuple of the form $(t_1, \ldots, t_m, [a, b])$ such that: (a) $[a, b]$ is a numerical interval. (b) For every repair $D'$ of $D$ wrt $FD$, $(t_1, \ldots, t_m, f(t_1, \ldots, t_m))$ is an answer to $Q$ in $D'$ and $f(t_1, \ldots, t_m) \in [a, b]$. (c) $[a, b]$ is the shortest interval with the properties above. □

We can see that the non-aggregate part $(t_1, \ldots, t_m)$ of a consistent answer for an aggregation query is a consistent answer in the usual non-aggregate sense. The extreme values $a, b$ are called the greatest lower bound answer (glb) and the least upper bound answer (lub) answers for $(t_1, \ldots, t_m)$ in $D$, respectively. If $a = b$ then the interval can be represented as $[a]$.

**Example 6.6** For database schema $Dept(ID, Name, Budget, Year)$ and FD: $ID \rightarrow Name$, the following database instance $D$ violates the FD through the first four tuples.

<table>
<thead>
<tr>
<th>Dept</th>
<th>ID</th>
<th>Name</th>
<th>Budget</th>
<th>Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>cs</td>
<td>5000</td>
<td>2000</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>cs</td>
<td>8000</td>
<td>2001</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>math</td>
<td>3000</td>
<td>2000</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>math</td>
<td>6000</td>
<td>2001</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>biol</td>
<td>3000</td>
<td>2001</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>biol</td>
<td>7000</td>
<td>2002</td>
<td></td>
</tr>
</tbody>
</table>
Consistency can be restored by eliminating either database tuples \(\{\text{Dept}(1, cs, 5000, 2000), \text{Dept}(1, cs, 8000, 2001)\}\) or tuples \(\{\text{Dept}(1, math, 3000, 2000), \text{Dept}(1, math, 6000, 2001)\}\), hence there are two repairs:

<table>
<thead>
<tr>
<th>Dept</th>
<th>ID</th>
<th>Name</th>
<th>Budget</th>
<th>Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>cs</td>
<td>5000</td>
<td>2000</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>cs</td>
<td>8000</td>
<td>2001</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>biol</td>
<td>3000</td>
<td>2001</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>biol</td>
<td>7000</td>
<td>2002</td>
<td></td>
</tr>
</tbody>
</table>

The answers to the query "SELECT Year, max(Budget) FROM Dept GROUP BY Year" from the first and second repairs are: \(\{(2000, 5000), (2001, 8000), (2002, 7000)\}\), and \(\{(2000, 3000), (2001, 6000), (2002, 7000)\}\) respectively. For years 2000 and 2001 there are different answers in the repairs, that is because tuples with these years are inconsistent wrt the FD. However, for year 2002 the answer is the same in both repairs, which happens because the tuple \((2, \text{biol}, 7000, 2002)\) is consistent wrt the FD. Hence, the consistent answers to \(Q\) are \((2000, [3000, 5000]), (2001, [6000, 8000]), (2002, 7000])\), i.e. for years 2000 and 2001 it is a minimal numerical interval that contains the value of the aggregation function in every repair, and for year 2002 it is a unique value.

For query "SELECT Name, max(Budget) FROM Dept GROUP BY Name" the answers from the first repair are \(\{(cs, 8000), (\text{biol}, 7000)\}\), and \(\{(math, 6000), (\text{biol}, 7000)\}\) from the second one. Hence, the consistent answer to \(Q\) is \((\text{biol}, [7000])\), because \text{biol} belongs to both repairs. However, for departments \(cs\) and \(math\) it is not possible to compute a consistent answer, since they do not appear in all the repairs. □

It is important to remark that if there exists a repair where the aggregation function
is not defined for a certain group of attributes, then there is no consistent answer for that group of attributes, as illustrated in the previous example.

As it is the case for scalar aggregate queries, in order to use logic programs to compute consistent answers to queries with group-by statements, we have to generate the repair program \( \Pi(D, FD) \), for the database instance and set \( FD \) of FDs, and translate the aggregate query into a logic program. Thus, given an aggregate query \( Q \) of the form (6.8), a query program \( \Pi^A(Q) \) is generated by expressing \( Q \) as an aggregate rule [36] of the form:

\[
\text{Ans}(\bar{y}, w) \leftarrow \#f\{x': P.(\bar{x}, t^*)\} = w, P.(\bar{x}, \bar{y}, w, t^*),
\]

(6.9)

where \( \text{Ans} \) is a new predicate that is not present elsewhere in the repair program, \( f \) is the aggregate function \( \text{max} \) or \( \text{min} \) in \( Q \), which is applied over variable \( x' \in \bar{x} \) of predicate \( P \) and corresponds to attribute \( A \), \( \bar{y} \subseteq \bar{x} \) is a set of the form \( y_1, \ldots, y_m \) and corresponds to the positions of attributes in \( A_1, \ldots, A_m \) (they are variables in the group-by statement of \( Q \)), variables in \( \bar{z} \) are fresh variables for variables in \( \bar{x} \setminus (\bar{y} \cup \{x'\}) \), and \( w \) is a variable that stores the value returned by \( f \) in each stable model of program \( \Pi(D, FD) \cup \Pi^A(Q) \). Atom \( P.(\bar{z}, \bar{y}, w, t^*) \) binds the variables \( \{\bar{y}, w\} \) in each stable model. We assume, without loss of generality, that the variables in atom \( P(\bar{x}) \) appear in the following order: (1) variables in \( \bar{x} \setminus (\bar{y} \cup \{x'\}) \), (2) variables in \( \bar{y} \), and (3) variable \( x' \).

**Example 6.7 (example 6.6 cont.)** For query "SELECT Year, max(Budget) FROM Dept GROUP BY Year", the program \( \Pi(D, FD, Q) \) is:

\[
\text{Dept}(1, cs, 5000, 2000). \quad \text{Dept}(1, cs, 8000, 2001). \quad \text{Dept}(1, math, 3000, 2000).
\]

\[
\text{Dept}(1, math, 6000, 2001). \quad \text{Dept}(2, biol, 3000, 2001). \quad \text{Dept}(2, biol, 7000, 2002).
\]

\[
\text{Dept}(x, y, j, w, f_a) \lor \text{Dept}(x, z, u, v, f_a) \leftarrow \text{Dept}(x, y, j, w, t^*), \text{Dept}(x, z, u, v, t^*),
\]
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\[ y \neq z, x \neq \text{null}, y \neq \text{null}, z \neq \text{null}. \]

\[
\text{Dept}(x, y, z, w, t^*) \leftarrow \text{Dept}(x, y, z, w, t_a).
\]
\[
\text{Dept}(x, y, z, w, t^*) \leftarrow \text{Dept}(x, y, z, w).
\]
\[
\text{Dept}(x, y, z, w, t^{**}) \leftarrow \text{Dept}(x, y, z, w, t^*), \text{not \ Dept}(x, y, z, w, f_a).
\]
\[
\text{Ans}(v, w) \leftarrow \max\{z : \text{Dept}(x, y, z, v, t^{**})\} = w, \text{Dept}(t, r, w, v, t^{**}).
\]

The stable models of program \( \Pi(D, FD, Q) \) are:

\[
\mathcal{M}_1 = \{\text{Dept}(1, cs, 5000, 2000, t^*), \text{Dept}(1, cs, 8000, 2001, t^*), \text{Dept}(1, math, 3000, 2000, t^*), \text{Dept}(1, math, 6000, 2001, t^*), \text{Dept}(2, biol, 3000, 2001, t^*), \text{Dept}(2, biol, 7000, 2002, t^*), \text{Dept}(1, cs, 5000, 2000, f_a), \text{Dept}(1, cs, 8000, 2001, f_a), \text{Dept}(1, math, 3000, 2000, t^{**}), \text{Dept}(1, math, 6000, 2001, t^{**}), \text{Dept}(2, biol, 3000, 2001, t^{**}), \text{Dept}(2, biol, 7000, 2002, t^{**}), \text{Ans}(2000, 3000), \text{Ans}(2001, 6000), \text{Ans}(2002, 7000)\},
\]
\[
\mathcal{M}_2 = \{\text{Dept}(1, cs, 5000, 2000, t^*), \text{Dept}(1, cs, 8000, 2001, t^*), \text{Dept}(1, math, 3000, 2000, t^*), \text{Dept}(1, math, 6000, 2001, t^*), \text{Dept}(2, biol, 3000, 2001, t^*), \text{Dept}(2, biol, 7000, 2002, t^*), \text{Dept}(1, cs, 5000, 2000, t^{**}), \text{Dept}(1, cs, 8000, 2001, t^{**}), \text{Dept}(1, math, 3000, 2000, f_a), \text{Dept}(1, math, 6000, 2001, f_a), \text{Dept}(2, biol, 3000, 2001, t^{**}), \text{Dept}(2, biol, 7000, 2002, t^{**}), \text{Ans}(2000, 5000), \text{Ans}(2001, 8000), \text{Ans}(2002, 7000)\}.
\]

Thus, from stable model \( \mathcal{M}_1 \), the maximum budgets for years 2000, 2001, and 2002 are 3000, 6000, and 7000 respectively, because atoms \( \text{Ans}(2000, 3000), \text{Ans}(2001, 6000), \text{Ans}(2002, 7000) \) are in \( \mathcal{M}_1 \). The maximum budgets from stable model \( \mathcal{M}_2 \)
are 5000, 8000, and 7000 respectively, because atoms \( \text{Ans}(2000, 5000) \), \( \text{Ans}(2001, 8000) \), \( \text{Ans}(2002, 7000) \) are in \( M_2 \).

For query "SELECT Name, \text{max}(\text{Budget}) \) FROM Dept GROUP BY Name", the program \( \Pi^\mathcal{A}(Q) \) is \( \text{Ans}(y, w) \leftarrow \#\text{max}\{z : \text{Dept}(x, y, z, v, t^*) \} = w, \text{Dept}(t, y, w, r, t^*) \), program \( \Pi(D, FD, Q) \) has two stable models:

\[
M_1 = \{ \text{Dept}(1, cs, 5000, 2000, t^*), \text{Dept}(1, cs, 8000, 2001, t^*),
\quad \text{Dept}(1, math, 3000, 2000, t^*), \text{Dept}(1, math, 6000, 2001, t^*),
\quad \text{Dept}(2, biol, 3000, 2001, t^*), \text{Dept}(2, biol, 7000, 2002, t^*),
\quad \text{Dept}(1, cs, 5000, 2000, t^*), \text{Dept}(1, cs, 8000, 2001, t^*),
\quad \text{Dept}(1, math, 3000, 2000, f_a), \text{Dept}(1, math, 6000, 2001, f_a),
\quad \text{Dept}(2, biol, 3000, 2001, t^*), \text{Dept}(2, biol, 7000, 2002, t^*),
\quad \text{Ans}(cs, 8000), \text{Ans}(biol, 7000) \},
\]

\[
M_2 = \{ \text{Dept}(1, cs, 5000, 2000, t^*), \text{Dept}(1, cs, 8000, 2001, t^*),
\quad \text{Dept}(1, math, 3000, 2000, t^*), \text{Dept}(1, math, 6000, 2001, t^*),
\quad \text{Dept}(2, biol, 3000, 2001, t^*), \text{Dept}(2, biol, 7000, 2002, t^*),
\quad \text{Dept}(1, cs, 5000, 2000, f_a), \text{Dept}(1, cs, 8000, 2001, f_a),
\quad \text{Dept}(1, math, 3000, 2000, t^*), \text{Dept}(1, math, 6000, 2001, t^*),
\quad \text{Dept}(2, biol, 3000, 2001, t^*), \text{Dept}(2, biol, 7000, 2002, t^*),
\quad \text{Ans}(math, 6000), \text{Ans}(biol, 7000) \}.
\]

Hence, from stable model \( M_1 \) the maximum budgets are 8000 and 7000 for departments \( cs \) and \( biol \), respectively (\( \text{Ans}(cs, 8000), \text{Ans}(biol, 7000) \) are in \( M_1 \)), and from stable model \( M_2 \) the maximum budgets are 6000 and 7000 for departments \( math \) and \( biol \), respectively (\( \text{Ans}(math, 6000), \text{Ans}(biol, 7000) \) are in \( M_2 \)). \( \square \)
In order to compute consistent intervals, we first need to capture the consistent groups of attributes i.e. those that appear in every repair. This is because, consistent answers are computed for the groups of attributes for which the aggregate value is defined in every repair (stable model). However, we cannot obtain the Ans-atoms from the intersection of the stable models of program $\Pi(D, FD, Q)$, as we illustrate in the following example.

**Example 6.8** (example 6.7 cont.) For query “SELECT Year, max(Budget) FROM Dept GROUP BY Year”, the only Ans-atom that remains in the intersection of the stable models of program $\Pi(D, FD, Q)$ is $\text{Ans}(2002, 7000)$, therefore we lose information about years 2000 and 2001 which appear in both repairs.

The consistent group of attributes can be obtained by evaluating program $\Pi(D, FD, Q)$ with the following rule under cautious reasoning [44]:

\[
\text{Ans}'(\bar{y}) \leftarrow \text{Ans}(\bar{y}, w),
\]

(6.10)

where $\text{Ans}'$ is a new predicate that is not present anywhere else in the repair program, $\bar{y}$ are the variables for the attributes in the group-by, and $w$ is the variable that stores the aggregate value, as before.

In this way, the $\text{Ans}'$ predicate captures the group of attributes for which there exists an aggregate value in every possible repair.

**Example 6.9** (example 6.8 cont.) For query “SELECT Year, max(Budget) FROM Dept GROUP BY Year”, the $\text{Ans}'$-atoms that remains in the intersection of the stable models of program $\Pi(D, FD, Q) \cup \text{Ans}'(v) \leftarrow \text{Ans}(v, w)$ are $\text{Ans}'(2000)$, $\text{Ans}'(2001)$, $\text{Ans}'(2002)$. 
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In order to compute the consistent intervals for aggregate queries with group-by we need to create a new program $\Pi$ with the following rules and facts:

(a) All the possible $Ans$-atoms from the stable models of program $\Pi(D, FD, Q)$, which become program facts in $\Pi$. These atoms are obtained by evaluating program $\Pi(D, FD, Q)$ under brave reasoning [44].

(b) All the $Ans'$-atoms obtained from the intersection of the stable models of repair program $\Pi(D, FD, Q)$ with Rule 6.10, which also become facts of program $\Pi$.

(c) The following rules:

\[
glb(y, w) \leftarrow \#\min\{x : Ans(y, x)\} = w, Ans(y, w), Ans'(y). \quad (6.11)
\]

\[
lub(y, w) \leftarrow \#\max\{x : Ans(y, x)\} = w, Ans(y, w), Ans'(y). \quad (6.12)
\]

Rule 6.11 computes the greatest lower bound answer, and Rule 6.12 computes the least upper bound answer, which are only computed for the groups of attributes that appear in every repair, which is achieved by adding atom $Ans'(\tilde{y})$ to the rules.

Thus, the consistent answers to an aggregate query $Q$ with group-by are obtained from the unique stable model of program $\Pi$.

**Example 6.10** (example 6.7 and 6.9 cont.) For $Q$ "SELECT Year, max(Budget) FROM Dept GROUP BY Year", program $\Pi$ contains the following rules and facts:

- $Ans'(2000)$. $Ans'(2001)$. $Ans'(2002)$. from $\Pi(D, FD, Q) \cup Ans'(v) \leftarrow Ans(v, w)$
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\[ \text{glb}(x, w) \leftarrow \#\min \{ y : \text{Ans}(x, y) \} = w, \text{Ans}(x, w), \text{Ans}'(x). \]
\[ \text{lub}(x, w) \leftarrow \#\max \{ y : \text{Ans}(x, y) \} = w, \text{Ans}(x, w), \text{Ans}'(x). \]

The \text{Ans}'-atoms are obtained from the intersection of the stable models of program \( \Pi(D, FD, Q) \cup \text{Ans}'(v) \leftarrow \text{Ans}(v, w) \). The \text{Ans}-atoms are the brave answers to \( Q \) obtained from program \( \Pi(D, FD, Q) \). The stable model of program \( \Pi \) is:

\[ \mathcal{M}_1 = \{ \text{glb}(2000, 3000), \text{glb}(2001, 6000), \text{glb}(2002, 7000), \text{lub}(2000, 5000), \]
\[ \text{lub}(2001, 8000), \text{lub}(2002, 7000) \}. \]

Hence, the consistent answers to \( Q \) are \((2000, [3000, 5000])\), \((2001, [6000, 8000])\) \((2002, [7000])\), as expected.

For query “SELECT Name, max(Budget) FROM Dept GROUP BY Name”, the program \( \Pi \) has the following rules:

\[ \text{Ans}'(\text{b}i\text{o}l). \text{Ans}(\text{cs}, 8000). \text{Ans}(\text{math}, 6000). \text{Ans}(\text{b}i\text{o}l, 7000). \]
\[ \text{glb}(x, w) \leftarrow \#\min \{ y : \text{Ans}(x, y) \} = w, \text{Ans}(x, w), \text{Ans}'(x). \]
\[ \text{lub}(x, w) \leftarrow \#\max \{ y : \text{Ans}(x, y) \} = w, \text{Ans}(x, w), \text{Ans}'(x). \]

The stable model is: \( \mathcal{M}_1 = \{ \text{glb}(\text{b}i\text{o}l, 7000), \text{lub}(\text{b}i\text{o}l, 7000) \} \). Therefore, the consistent answer to \( Q \) is \((\text{b}i\text{o}l, 7000)\), as expected.

Algorithm 6.2 computes consistent answers to aggregate queries of the form (6.8). The input to the algorithm consists of the database instance \( D \), the set \( FD \) of FDs, and aggregate query \( Q \). It first generates the repair program \( \Pi(D, FD) \), the query program \( \Pi^A(Q) \), and Rule 6.10, which is evaluated together with program \( \Pi(D, FD, Q) \) under the cautious semantics to obtain the valid groups of attributes for which there exists a consistent interval. The \text{Ans}'-atoms are inserted as program facts in the new program \( \Pi \).

After that, the repair program \( \Pi(D, FD) \) is evaluated together with the query
program \( \Pi^A(Q) \) under the brave semantics. In this way, every possible answers to the aggregate query from the stable models are captured. The \( \text{Ans} \)-atoms are also added to program \( \Pi \) as program facts. Finally, Rules 6.11 and 6.12 are inserted into program \( \Pi \), which is evaluated in DLV system.

Algorithm 6.2: CQA-AGGREGATEGROUPBY\((D, \text{FD}, Q)\)

**Input:** the database instance \( D \), the set \( \text{FD} \) of FDs, the aggregate query \( Q \)

**Output:** consistent answers to query \( Q \)

\[
\Pi(D, \text{FD}) := \text{GenerateRepairProgram}(D, \text{FD});
\]

\[
\Pi^A(Q) := \text{GenerateAProgram}(Q);
\]

\[
\Pi(D, \text{FD}, Q) := \Pi(D, \text{FD}) \cup \Pi^A(Q);
\]

\[
\Pi := \text{GenerateNewProgram}();
\]

generate rule \( r \) : of the form \( \text{Ans}'(\bar{y}) \leftarrow \text{Ans}(\bar{y}, w) \) according to \( Q \);

\[
\Pi := \text{ComputeCautiousAnswers}(\Pi(D, \text{FD}) \cup \{r\});
\]

\[
\Pi := \Pi' \cup \text{ComputeBraveAnswers}(\Pi(D, \text{FD}, Q));
\]

Add to \( \Pi \) rules:

\[
glb(\bar{y}, w) \leftarrow \#\min\{x : \text{Ans}(\bar{y}, x) = w, \text{Ans}(\bar{y}, w), \text{Ans}'(\bar{y})\}.
\]

\[
lub(\bar{y}, w) \leftarrow \#\max\{x : \text{Ans}(\bar{y}, x) = w, \text{Ans}(\bar{y}, w), \text{Ans}'(\bar{y})\}.
\]

\[
\text{ComputeStableModel}(\Pi);
\]

**for each** valid group \( \text{Ans}'(\bar{y}) \)

\[
do \text{return} \left((\bar{y}, [\text{glb}, \text{lub}])\right)
\]

6.4 Summary

In this chapter we specified logic programs to compute consistent answers to aggregate queries with both scalar functions, and group-by statements. For the former, we
adopted the notion of consistent answers given in [4]. For the latter, we gave a notion of consistent answers which is based on the range semantics defined in [4] for scalar aggregates.

The logic programming specification with aggregate rules is restricted to FDs, and it works for the aggregate functions $max$ and $min$ only. Nevertheless, it should be possible to apply this approach straightforwardly to RIC-acyclic sets of ICs of the form (2.2).

We explored the aggregation capabilities of the DLV system for computing consistent answers to scalar aggregate queries as defined in [4]. The current version of DLV implements five aggregation functions. However, there are technical difficulties when aggregates are defined over atoms appearing in the head of disjunctive rules. In these cases problems arise during the grounding process which is executed before the computation of the stable models. Specifically, the variable that holds the aggregate value may become unbound when the ground version of the program is computed, and DLV would have to compute all possible values for binding it. For some functions, such as $max$ and $min$ this problem can be solved by adding extra atoms into the aggregate rule to bind the aggregate variable, but for other functions such as $sum$ that is not possible, and grounding could become more difficult.

Nevertheless, it is important to remark that this is only a technical difficulty, that should be solved in a future release of the DLV system.\footnote{By personal communications with the authors of [36], we know that this problem is going to be fixed in a future version of DLV.} It is important to notice that the DLV system does compute programs with aggregate functions like $sum$ or $count$, but the restriction is that the aggregate atom cannot be defined by a disjunctive rule.

In [20] a method to compute normal programs with aggregates is described. Basically, normal programs with aggregates are translated into normal programs without aggregates. The stable models of the latter are used to define the semantics of the
original program. The method works for stratified and unstratified non-disjunctive programs [20].
Chapter 7

Well-Founded Semantics for CQA

7.1 Introduction

The core of a program is the set of atoms in the intersection of all its stable models. For instance, the core of the original database (or of the repair program) wrt a set of ICs is the set of database atoms in the intersection of all its repairs, or equivalently, of database atoms in the intersection of all stable models of the repair program. In this chapter, we show that in some cases we can compute consistent answers to queries by using a core computation that can be captured by the well-founded semantics (WFS) of programs, as an alternative to computing and querying all the stable models. In those cases, the core of the program can be computed in polynomial time. Core computations have been considered before for CQA [4].

The well-founded semantics for normal logic programs was introduced in [75], and later extended to disjunctive logic programs [60, 67]. It has been used as an alternative to the stable models semantics [43, 44, 68]. In fact, if a general logic program has a total well-founded model, that model is the unique stable model [75]. Here we adopt the framework presented in [60], that defines the WFS in terms of an operator that maps interpretations to interpretations, obtaining a well-founded interpretation (WFI) as a least fixpoint. The WFI of a disjunctive program can be computed in polynomial time [60].

The WFI of a program is composed by three sets of atoms: the (definitely) true, the (definitely) false, and the undetermined atoms. On the other hand, the stable
models semantics tries to find alternative models for the program (possibly more than one), giving to all atoms a true or false value. Therefore, a program can have several alternative stable models, but only one WFI. The stable models can be computed from the WFI by, starting from the atoms which are true or false, trying to give different values to the unknown atoms. Therefore, the set $W^+$ of true atoms of the WFI is contained in every stable model of the program, and the set of false atoms of the WFI is a subset of the set of atoms that are false in every stable model [60, 75].

In [60] the WFI of a disjunctive program is used as a starting point to compute the stable models of a program. Moreover, in [19] the WFI of a program is used to compute the deterministic set of a program. This set contains the atoms that can be deterministically inferred from a program given a certain interpretation. This set is also contained in every stable model of a program.

In this chapter we explore the applicability of the WFS to CQA. We show that, under certain conditions, for UICs, RICs, and NNCs, and conjunctive queries without existential quantifiers, the core of the program $\Pi(D, IC, Q)$ coincides with the set of true atoms of the WFI of $\Pi(D, IC, Q)$. This generalizes some preliminary results obtained in [3] (for a different specification of repair programs). This property is significant, because in those cases CQA becomes polynomial in data complexity.

In addition, we take advantage of the set of undetermined atoms of the WFI, to compute consistent answers wrt functional dependencies for a restricted class of conjunctive queries with existential quantifiers. This is important because for queries containing projections (existential quantifiers), the set of true atoms of the WFI alone is not enough to retrieve all the consistent answers.

We also analyze the use of the WFS as a first step towards answering ground disjunctive queries, leaving the stable models semantics for a second stage, if necessary.

---

1In our case, stable models are sets of ground atoms, every ground atom outside this set is considered to be false.
Moreover, we consider the use of the WFS as a general way of computing consistent answers, and by doing so and by complexity theoretic reasons, just providing a lower complexity approximation to CQA. For example, with the WFS we retrieve a subset of the consistent answers to positive Datalog queries.

The rest of the chapter is structured as follows: in Section 7.2 the concept of core computation to CQA is presented. Section 7.3 presents the WFS of repair programs. In Section 7.4 we analyze the use of the WFS as a core computation to CQA. In particular, Section 7.5 describes the applicability of the WFS to CQA in presence of functional dependencies. Section 7.6 presents the WFS of programs as an approximation method to CQA. Section 7.7 reviews tools to compute well-founded answers. Section 7.8 summarizes this chapter.

7.2 Core Answers

The core of a logic program \( \Pi \) is the intersection of all its stable models.

**Definition 7.1** For a program \( \Pi \), the core of \( \Pi \) is:

\[
Core(\Pi) := \bigcap \{S \mid S \text{ is a stable model of } \Pi\}
\]

In particular, \( Core(\Pi(D, IC)) \) denotes the intersection of all the stable models of the repair program \( \Pi(D, IC) \); and \( Core(\Pi(D, IC, Q)) \) is the intersection of all the stable models of the repair program \( \Pi(D, IC) \) plus the query program \( \Pi(Q) \). Since we are interested in the database atoms in a repair, we will restrict the core of a repair program to the atoms annotated with constant \( t^* \). In this manner, the \( Core(\Pi(D, IC)) \) can be seen as a new database instance, which contains the database atoms that are true in every repair of \( D \). This instance can be a repair but this may not be always the case.
Definition 7.2 Given a database instance \( D \), a set \( IC \) of ICs, and a query \( Q \), a tuple of constants \( \bar{t} \) is a core answer to \( Q(\bar{x}) \) iff \( \text{Ans}(\bar{t}) \in \text{Core}(\Pi(D, IC, Q)) \). If a query \( Q \) is an \( L \)-sentence, i.e., a boolean query, the core answer is yes if \( \text{Ans} \in \text{Core}(\Pi(D, IC, Q)) \); and no, otherwise. The set of core answers to a query \( Q \) in \( D \) wrt \( IC \) is denoted by \( \text{CoreA}(Q) \).

Example 7.1 For database instance \( D = \{S(a, b), S(a, c), S(b, c)\} \) and \( IC: \forall xyz (S(x, y) \land S(x, z) \rightarrow y = z) \). Program \( \Pi(D, IC) \) has two stable models:

\[
M_1 = \{S(a, b, t^*), S(a, c, t^*), S(b, c, t^*), S(a, c, f_a), S(a, b, t^{**}), S(b, c, t^{**})\}, \\
M_2 = \{S(a, b, t^*), S(a, c, t^*), S(b, c, t^*), S(a, c, f_a), S(a, b, t^{**}), S(b, c, t^{**})\}.
\]

Therefore, the database repairs are \( \{S(a, b), S(b, c)\} \) and \( \{S(a, c), S(b, c)\} \). Here, \( \text{Core}(\Pi(D, IC)) = \{S(b, c, t^{**})\} \), and produces the instance \( \{S(b, c)\} \), which satisfies \( IC \), but does not minimally differ from \( D \); hence, is not a repair of \( D \).

For the query \( \text{Ans}(x, y) \leftarrow S(x, y, t^{**}) \), program \( \Pi(D, FD, Q) \) has two stable models:

\[
M_1 = \{S(a, b, t^{**}), S(a, c, t^{**}), S(b, c, t^{**}), S(a, c, f_a), S(a, b, t^{**}), S(b, c, t^{**}), \\
\underline{\text{Ans}(a, b), \text{Ans}(b, c)}\}, \\
M_2 = \{S(a, b, t^{**}), S(a, c, t^{**}), S(b, c, t^{**}), S(a, c, f_a), S(a, b, t^{**}), S(b, c, t^{**}), \\
\underline{\text{Ans}(a, c), \text{Ans}(b, c)}\}.
\]

Here, \( \text{Core}(\Pi(D, IC, Q)) = \{S(b, c, t^{**}), \text{Ans}(b, c)\} \), and hence \( \text{CoreA}(Q) = (b, c) \), which in this case coincides with the consistent answer to \( Q \). \( \square \)

In [4], a core computation of repairs is used to efficiently compute consistent answers to aggregate queries with scalar functions. In fact, the core of the database repairs wrt
functional dependencies and the core answers are computed in polynomial time. It becomes relevant to analyze the relation between the core answers and the consistent answers to queries.

In particular, if set \( IC \) only contains unary ICs and NNCs of the forms (2.3) and (2.6), respectively, i.e. ICs with only one database atom in the antecedent, and a built-in in the consequent, there exists a unique database repair which coincides with the core of the repair program. Hence, for Datalog queries that, when expressed as logic programs, become normal programs, the core answers obtained from \( \text{Core}(\Pi(D, IC, Q)) \) are exactly the consistent answers to queries.

**Proposition 7.1** For database instance \( D \), set \( IC \) of unary ICs and NNCs of the forms (2.3) and (2.6), respectively, and a query \( Q \) such that \( \Pi(Q) \) is a Datalog normal program, the consistent answers to \( Q \) in \( D \) wrt \( IC \) coincide with the core answers to \( Q \) obtained from \( \text{Core}(\Pi(D, IC, Q)) \).

**Proof:** Since for unary ICs (including NNCs) consistency is restored by deletion of tuples, the repair program \( \Pi(D, IC) \) becomes a program without disjunction. Moreover, this program does not contain any program constraint, and therefore is locally stratified (cf. Proposition 4.3). Actually, the program \( \Pi(D, IC) \) can be evaluated considering the following strata:

\[
S_0 = \{ P(\bar{x}) \mid P \in \mathcal{R} \text{ and } \bar{x} \in \mathcal{U} \},
\]

\[
S_1 = \{ P(\bar{x}, y) \mid P \in \mathcal{R}, \bar{x} \in \mathcal{U}, \text{ and } y \in \{t^*, f_a\} \},
\]

\[
S_2 = \{ P(\bar{x}, y) \mid P \in \mathcal{R}, \bar{x} \in \mathcal{U}, \text{ and } y \in \{t^{**}\} \}
\]

Moreover, since we are considering unary ICs, and NNCs, program \( \Pi(D, IC) \) has a unique stable model \( S \). Therefore, \( \text{Core}(\Pi(D, IC)) \) coincides with the model \( S \) (restricted to the atoms annotated with \( t^{**} \)). Given the fact that the query program is always a program without disjunction, and only have rules with the head predicate \( \text{Ans} \), program \( \Pi(D, IC, Q) \) has also a unique stable model \( S' \). \( S' \) coincides with
Core(Π(D, IC, Q)) (restricted to the atoms annotated with t** plus the Ans-atoms).

It follows that a tuple t is a consistent answer to Q in D wrt IC iff Ans(t) is in Core(Π(D, IC, Q)).

Example 7.2 For database instance D = \{Emp(john, ceo, 10), Emp(mary, eng, 20), Emp(peter, ceo, 30)\} and IC: ∀xyz(Emp(x, y, z) ∧ y = ceo → z > 20). Program Π(D, IC) has one stable model:

\[ M_1 = \{Emp(john, ceo, 10, t^*), Emp(mary, eng, 20, t^*), Emp(peter, ceo, 30, t^*)\}. \]

Thus, Core(Π(D, IC)) = \{Emp(mary, eng, 20, t**), Emp(peter, ceo, 30, t**))\}, producing the instance \{Emp(mary, eng, 20), Emp(peter, ceo, 30)\}, which corresponds to the unique database repair for D.

For query Ans(x) ← Emp(x, y, z, t**), Core(Π(D, IC, Q)) = \{Emp(mary, eng, 20, t**), Emp(peter, ceo, 30, t**), Ans(peter), Ans(mary)\}. Therefore, the core answers are (peter), (mary), which are also the consistent answers to Q.

In the general case of RIC-acyclic ICs, and for conjunctive queries without existential quantifiers, the core answers to queries, CoreA(Q), coincide with their consistent answers, ConsA(Q).²

Proposition 7.2 For a RIC-acyclic set IC of UICs, RICs and NNCs of the forms (2.3), (2.4), and (2.6), respectively, and a conjunctive query Q without existential quantifiers, the consistent answers to Q in D wrt IC, ConsA(Q), coincide with the core answers to Q, CoreA(Q), obtained from Core(Π(D, IC, Q)).

²As in Definition 2.12, ConsA(Q) denotes the set of consistent answers to a query Q.
Proof: We need to prove that if a tuple $\bar{t}$ is a consistent answer to a query $Q$, then $\text{Ans}(\bar{t})$ is in $\text{Core}(\Pi(D, IC, Q))$, and vice versa. First, we prove that if a tuple $\bar{a}$ is a consistent answer to $Q$, then $\text{Ans}(\bar{a})$ is in $\text{Core}(\Pi(D, IC, Q))$. Second, we show that if an atom $\text{Ans}(\bar{a})$ is in $\text{Core}(\Pi(D, IC, Q))$ then the tuple $\bar{a}$ is a consistent answer to $Q$.

(a) By contradiction, let us assume that there exists a tuple $\bar{a}$ that is a consistent answer to $Q$, but $\text{Ans}(\bar{a})$ is not in $\text{Core}(\Pi(D, IC, Q))$. If this happens, then all the query atoms of the form $P.(\bar{c}, t^{**})$ on $Q$ with $\bar{a} \subseteq \bar{c}$ defining $\text{Ans}(\bar{a})$ are true in every repair. Since the query atoms are true in every repair, they appear in $\text{Core}(\Pi(D, IC))$. As a consequence, $\text{Ans}(\bar{a})$ is in $\text{Core}(\Pi(D, IC, Q))$. We have reached a contradiction.

(b) By contradiction, let us assume that there exists an atom $\text{Ans}(\bar{a})$ that is in $\text{Core}(\Pi(D, IC, Q))$ but tuple $\bar{a}$ is not a consistent answer to $Q$. Since the query program does not contain rules defining any of the query predicates, and since $\text{Ans}(\bar{a})$ is in $\text{Core}(\Pi(D, IC, Q))$, then all the query atoms of the form $P.(\bar{c}, t^{**})$ on $Q$ with $\bar{a} \subseteq \bar{c}$ are true in every repair, because the query does not have existentially quantified variables. Therefore, tuple $\bar{a}$ has to be a consistent answer to $Q$. We have reached a contradiction. □

This result is important because for conjunctive queries without existential quantifiers, we can compute consistent answers by focusing on the core of the program $\Pi(D, IC, Q)$, avoiding the full computation of all the stable models. This is assuming that the core of a program can be obtained without the generation of every stable model of the program. For queries with existential quantifiers, it would be possible that the core of program $\Pi(D, IC, Q)$ will not retrieve all the consistent answers. We will illustrate this in Example 7.3.
In this chapter, we show that the well-founded interpretation of programs can be considered as a core computation to CQA. As a matter of fact, in Section 7.4 we prove that for a RIC-acyclic set of ICs, that is interaction-free (cf. Definition 7.6), the core of a repair coincides with the set of true atoms of the WFI of program \( \Pi(D, IC) \) (cf. Theorem 7.1). Intuitively, a set of ICs is interaction-free if there is no interaction between unary ICs (and NNCs) and the other ICs, or between RICs and other ICs. Moreover, for conjunctive queries without existential quantifiers it also holds that the core of program \( \Pi(D, IC, Q) \) coincides with set of true atoms of the WFI of program \( \Pi(D, IC, Q) \) (cf. Theorem 7.1).

In this manner, the core of a program can be obtained without computing all its stable models. Moreover, it can be computed in polynomial time, and as a consequence CQA for conjunctive queries without projections wrt interaction-free sets of RIC-acyclic ICs becomes polynomial (cf. Corollary 7.1).

In [2, 22, 27, 39] there are polynomial time algorithms for consistently answering this kind of queries wrt UICs. The methods in [27, 39] also apply to conjunctive queries with restricted forms of projection, obtaining for them also polynomial time.

However, we cannot always compute consistent answers to existentially quantified conjunctive queries, or disjunctive queries by using a core computation alone. This is illustrated in the example below.

**Example 7.3** (example 7.1 cont.) For the existential query: \( \text{Ans}(y) \leftarrow S(x, y, t^{**}) \), \(^3\) \( \text{CoreA}(Q) = (c) \), that coincides with the consistent answer to \( Q \). For the ground disjunctive query \( \text{Ans} \leftarrow S(a, b, t^{**}) \lor S(a, b, t^{**}) \), which program contains rules: \( \text{Ans} \leftarrow S(b, c, t^{**}) \), and \( \text{Ans} \leftarrow S(a, b, t^{**}) \), both the core and the consistent answers are yes. For the boolean query \( \text{Ans} \leftarrow S(x_1, y), S(x_2, y), x_1 \neq x_2 \), where the existentially quantifier variables are \( x_1, x_2 \), the core and the consistent answers are no.

\(^3\)In this query, the variable \( x \) is existentially quantified.
However, for $Q$: $Ans(x) \leftarrow S.(x, y, t^{**})$, $CoreA(Q) = (b)$, but the consistent answers are $(b), (a)$. For $Q$: $Ans \leftarrow S.(a, b, t^{**}) \lor S.(a, c, t^{**})$, the query program contains rules: $Ans \leftarrow S.(a, b, t^{**})$, and $Ans \leftarrow S.(a, c, t^{**})$, the consistent answer is yes, but the core answer is no. This happens because both queries involve tuples that appear in different repairs, which are not captured in $Core(\Pi(D, IC, Q))$. 

Nevertheless, we can use a core computation as a first step to retrieve query answers, leaving the stable model computation as a possible second stage. This idea is developed in Section 7.6. In the following section, we explore the use of the well-founded semantics of programs as a core computation to CQA.

### 7.3 Well-Founded Semantics of Repair Programs

The well-founded interpretation for a ground disjunctive program $\Pi$ consists of three disjoint and complementary sets of ground atoms: $W_{\Pi} = \langle W^+, W^-, W^u \rangle$, where $W^+$ is the set of true atoms, $W^-$ is the set of false atoms, and $W^u$ is the set of undetermined atoms [60]. The WFI is defined as the least fixpoint of an operator $W_{\Pi}$, that is a mapping between interpretations of the form $I = \langle I^+, I^-, I^u \rangle$, with $I^+, I^-, I^u$ disjoint sets of ground atoms that cover the whole Herbrand base of the program.

If we define a literal as a formula of the form $A$ or $\text{not } A$, with $A$ atomic, then interpretations $I$ can be represented as sets of ground literals. In this case, $I^+$ is the set of atoms (i.e. positive literals) in $I$, and $I^-$ is $\text{not.}\{ \text{not } A \mid \text{not } A \in I \}$, \footnote{Remark $\text{not.}\mathcal{L}$, with $\mathcal{L}$ a set of literals, is the set of literals that are complementary to those in $\mathcal{L}$. For a literal $L$, $\text{not.}\mathcal{L}$ denotes the literal that is complementary to $L$.} and $I^u = \{ A \mid A \text{ is ground atom and both } A, \text{not } A \notin I \}$. On the other hand, an interpretation of the form $I = \langle I^+, I^-, I^u \rangle$ can be represented as the set of literals $I = I^+ \cup \text{not.}I^-$, where $\text{not.}I^- = \{ \text{not } A \mid A \text{ is an atom in } I^- \}$. Then, $I^u$
becomes implicitly the set of atoms $A$ such that neither $A$ nor $\text{not } A$ can be found in $I^+ \cup not.I^-$. 

From now on, an interpretation will be a set $I$ of ground literals, that is $I$ is a subset of $B_\Pi \cup not.B_\Pi$,\(^5\) such that for no atom $A$, both $A$ and $\text{not } A$ belong to $I$. For a ground literal $L$, $L$ is true (false) wrt $I$ if $L \in I$ ($\text{not}.L \in I$). A literal $L$ is undetermined in $I$ if it is neither true nor false in $I$.

The operator $W_\Pi$ is based in an extension of the notion of *unfounded set* to disjunctive programs (Definition 7.3). An unfounded set is a subset of atoms from the Herbrand base $B_\Pi$ of program $\Pi$. Unfounded sets single out the atoms that are definitely not derivable from a given program wrt a given interpretation, and as a consequence, they are declared false.

**Definition 7.3** [60] Let $I$ be an interpretation for (the ground version of a) program $\Pi$. A set $X \subseteq B_\Pi$ of ground atoms is an *unfounded set* for $\Pi$ wrt $I$ if for each $a \in X$ (an unfounded atom in $X$), for each rule $r \in \Pi$ (the instantiated i.e. ground version of $\Pi$), such that $a \in H(r)$, the head of rule $r$, at least one of the following conditions holds:

(a) $B(r) \cap not.I \neq \emptyset$, i.e. the body of $r$ is false regarding $I$.

(b) $B^+(r) \cap X \neq \emptyset$, i.e. some positive body literal belongs to $X$.

(c) $(H(r) \setminus X) \cap I \neq \emptyset$, i.e. an atom in the head of $r$, distinct from $a$ and other elements in $X$, is true wrt $I$. \hfill \square

The union of all the unfounded sets for a program $\Pi$ regarding an interpretation $I$, $GUS\_\Pi(I)$, is called the *greatest unfounded set wrt $I$*. For normal programs, the $GUS$ is also an unfounded set, but for disjunctive programs this might not be the case.

\(^5\)As a reminder, $B_\Pi$ stands for the Herbrand base of a program $\Pi$. 
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(so we might have a greatest unfounded set that is not unfounded) [60]. However, $GUS_{\Pi}(I)$ is unfounded when $I$ is an unfounded-free interpretation, i.e. when it has empty intersection with every set that is unfounded regarding $I$ [60].

**Definition 7.4** Given a ground disjunctive program $\Pi$, the well-founded operator (WFO), denoted by $W_{\Pi}$, is defined on interpretations $I$ for which $GUS_{\Pi}(I)$ is unfounded, by:

$$W_{\Pi}(I) := \Gamma_{\Pi}(I) \cup \text{not}.GUS_{\Pi}(I),$$

where $\Gamma_{\Pi}(I)$ is the immediate consequence operator that declares an atom $A$ true wrt $I$ if there exists a rule in $\Pi$, such that $A$ is in the head of the rule, the body of the rule is true wrt $I$, and the other atoms in the head of the rule (if any) are false wrt $I$. □

**Definition 7.5** The well founded interpretation (WFI) of a ground program $\Pi$ is defined as the fixpoint $W_{\Pi}$ of the interpretations defined by:

$$W_0 := \emptyset,$$

$$W_{k+1} := W_{\Pi}(W_k).$$

$W_{\Pi}$ can be computed in polynomial time [60]. □

Moreover, we can guarantee that for our repair programs, $GUS$ is always unfounded. This given the following result proved in [60].

**Proposition 7.3** [60] For a program $\Pi$, an interpretation $I$, and a stable model $M$ of $\Pi$. If $I \subseteq M$, then (a) $I$ is unfounded-free. (b) $W_{\Pi} \subseteq M$. □
Therefore, since the repair programs always have stable models (it is guarantee that every database has a repair [2]), we have that $I = \emptyset$ is unfounded-free, hence the $GUS_{\Pi}(I)$ is always unfounded.

Moreover, in [60] it is proven that for every function-free program $\Pi$, the $W_{\Pi}$ as defined in Definition 7.5 always reaches a fixpoint.

**Example 7.4** (example 7.1 cont.) For database instance $D = \{S(a,b), S(a,c), S(b,c)\}$, and $IC: \forall xyz(S(x,y) \land S(x,z) \rightarrow y = z)$, program $\Pi(D, IC)$ contains the following rules:

\[
\begin{align*}
S(a,b) & \quad S(a,c) \quad S(b,c) \\
S(x, y, f_a) \lor S(x, z, f_a) & \leftarrow S(x, y, t^*), S(x, z, t^*), y \neq z, x \neq \text{null}, y \neq \text{null}, z \neq \text{null}. \\
S(x, y, t^*) & \leftarrow S(x, y). \\
S(x, y, t^*) & \leftarrow S(x, y, t_a). \\
S(x, y, t^{**}) & \leftarrow S(x, y, t^*), \text{not } S(x, y, f_a).
\end{align*}
\]

$W_{\Pi}$ is defined as follows:

1. For $W_0 = \emptyset$ the unfounded set is:

\[
GUS_{\Pi}(W_0) = \{S(a,a), S(b,b), S(c,c), S(b,a), S(c,a), S(c,b)\};
\]

which is composed by the atoms that are false regarding $I$. Specifically, these atoms do not appear in the head of any instantiated rule, therefore they are immediately put into the unfounded set, because the conditions for unfoundedness are checked for atoms in heads.

Thus, $W_{\Pi}(W_0) = \{S(a,b), S(a,c), S(b,c)\} \cup \text{not}.GUS_{\Pi}(W_0)$, i.e. the database...
atoms in the program, plus the complement of the unfounded set constructed so far.

2. For $W_1 = \mathcal{W}_\Pi(W_0)$, $GUS_\Pi(W_1)$ is composed by the set of atoms in $GUS_\Pi(W_0)$ plus the atoms that are unfounded wrt $\mathcal{W}_\Pi(W_0)$.

Here, all the atoms of the form $S.(\bar{c}, t_a)$ are declare unfounded, because there are no rules defining them in the program. Also, the atoms defined by annotation rules of the form $S.(\bar{c}, t^*) \leftarrow S.(\bar{c}, t_a)$, for which the body becomes false, are also declared unfounded (cf. item (a) in Definition 7.3).

Therefore, the greatest unfounded set is:

$$GUS_\Pi(W_1) = GUS_\Pi(W_0) \cup \{S.(a, a, t^*), S.(b, b, t^*), S.(c, c, t^*), S.(b, a, t^*),$$

$$S.(c, a, t^*), S.(c, b, t^*), S.(a, a, t_a), S.(b, b, t_a), S.(c, c, t_a),$$

$$S.(b, a, t_a), S.(c, a, t_a), S.(c, b, t_a), S.(a, b, t_a), S.(a, c, t_a),$$

$$S.(b, c, t_a)\}.$$ 

Now, since atoms $S.(a, b), S.(a, c), S.(b, c)$ are in $\mathcal{W}_\Pi(W_0)$, we obtain atoms $S.(a, b, t^*), S.(a, c, t^*), S.(b, c, t^*)$, by using the annotation rules of the form $S.(\bar{c}, t^*) \leftarrow S.(\bar{c})$. Hence,

$$\mathcal{W}_\Pi(W_1) = \{S.(a, b), S.(a, c), S.(b, c), S.(a, b, t^*), S.(a, c, t^*), S.(b, c, t^*)\}$$

$$\cup \text{not}.GUS_\Pi(W_1).$$

3. For $W_2 = \mathcal{W}_\Pi(W_1)$, $GUS_\Pi(W_2)$ is composed by the set of atoms in $GUS_\Pi(W_1)$ plus the atoms that are unfounded wrt $\mathcal{W}_\Pi(W_1)$.

Here, all the atoms of the form $S.(\bar{c}, t_a)$, for which the body becomes false, are
declared unfounded. There are no new positive consequences of the program.

Hence,

\[
GUS_{\Pi}(W_2) = GUS_{\Pi}(W_1) \cup \{S.(b, c, f_a), S.(b, a, f_a), S.(b, b, f_a), S.(a, a, f_a),
\]

\[
S.(c, c, f_a), S.(c, a, f_a), S.(c, b, f_a)\}\.
\]

\[
W_{\Pi}(W_2) = \{S(a, b), S(a, c), S(b, c), S.(a, b, t^*), S.(a, c, t^*), S.(b, c, t^*)\}
\]

\[\cup \text{not}.GUS_{\Pi}(W_2).\]

4. For \(W_3 = W_{\Pi}(W_2)\), \(GUS_{\Pi}(W_3)\) is composed by the set of atoms in \(GUS_{\Pi}(W_2)\) plus the atoms that are unfounded wrt \(W_{\Pi}(W_2)\).

Here, all the atoms of the form \(S.(c, t^{**})\), for which the body becomes false are declared unfounded. Atom \(S.(b, c, t^{**})\) is a positive consequence of the program. Therefore,

\[
GUS_{\Pi}(W_3) = GUS_{\Pi}(W_2) \cup \{S.(a, a, t^{**}), S.(b, b, t^{**}), S.(c, c, t^{**}), S.(b, a, t^{**}),
\]

\[
S.(c, a, t^{**}), S.(c, b, t^{**})\}\.
\]

\[
W_{\Pi}(W_3) = \{S(a, b), S(a, c), S(b, c), S.(a, b, t^*), S.(a, c, t^*), S.(b, c, t^*),
\]

\[
S.(b, c, t^{**})\}\cup \text{not}.GUS_{\Pi}(W_3).\]

5. \(W_4 = W_{\Pi}(W_3) = W_{\Pi}(W_4)\). We have reached a fixpoint.

The WFI of the program \(\Pi(D, IC)\) is:

\[
W^+ = \{S(a, b), S(a, c), S(b, c), S.(a, b, t^*), S.(a, c, t^*), S.(b, c, t^*), S.(b, c, t^{**})\}\,
\]

\[
W^u = \{S.(a, b, f_a), S.(a, b, t^{**}), S.(a, c, f_a), S.(a, c, t^{**})\},
\]
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\[ W^- = \{S(a, a), S(b, b), S(c, c), S(b, a), S(c, a), S(c, b), S.(a, a, t^*), S.(b, b, t^*) , \\
S.(c, c, t^*), S.(b, a, t^*), S.(c, a, t^*), S.(c, b, t^*), S.(a, a, t_a), S.(b, b, t_a), \\
S.(c, c, t_a), S.(b, a, t_a), S.(c, a, t_a), S.(c, b, t_a), S.(a, b, t_a), S.(a, c, t_a), \\
S.(b, c, t_a), \{S.(b, c, f_a), S.(b, a, f_a), S.(b, b, f_a), S.(a, a, f_a), S.(c, c, f_a), \\
S.(c, a, f_a), S.(c, b, f_a), S.(a, a, t**) , S.(c, b, t**) , S.(c, c, t**), S.(b, c, t**), \\
S.(c, a, t**), S.(c, b, t**) \} \} . \]

From the set \( W^+ \) of the positive atoms of the WFI of \( \Pi(D, IC) \), we obtain the database instance \( D' = \{S(b, c)\} \) ( \( S.(b, c, t**) \) \( \in \) \( W^+ \) ). Here \( D' \) is consistent wrt \( IC \), but not a repair of \( D \). Actually, the repairs are: \( \{S(b,c), S(a,b)\} \) and \( \{S(b,c), S(a,c)\} \). But atoms \( S.(a,b, t**) \), \( S.(a,c, t**) \) are undetermined in the WFI of \( \Pi(D, IC) \). Actually, since there are undetermined atoms, the WFI of the repair program \( \Pi(D, IC) \) cannot be considered as a model of \( \Pi(D, IC) \). In fact, it does not capture the semantics of the program, i.e. the database repairs.

It is important to notice that for a disjunctive repair program, the WFI is usually not a model of the program, but only an interpretation \([60]^{6}\). This happens because the WFI does not conclude anything positive from disjunctive rules, and therefore head atoms in these rules are declared as undetermined. As an illustration, in Example 7.4, atoms \( S.(a, b, f_a), S.(a, c, f_a), \) which are in the head of the only disjunctive rule in \( \Pi(D, IC) \), are declared as undetermined, and as a consequence the atoms \( S.(a,b, t**), S.(a,c, t**) \) become undetermined.

In our setting, stable models are sets of ground atoms. A stable model is a total interpretations (and a model), because any ground atom that is not in it is considered to be false, by applying a closed world assumption to the model \([69]\).
a stable model $\mathcal{M}$ is conceived as an interpretation for the program, we would have $\mathcal{M}^+ = \mathcal{M}, \mathcal{M}^- = \{A \mid A \text{ is ground atom and } A \notin \mathcal{M}\}, \mathcal{M}^u = \emptyset$. The true and false atoms in the WFI of a program $\Pi$ are contained in the intersection of all the stable model of $\Pi$, in the sense that $W^+ \subseteq \bigcap\{\mathcal{M} \mid \mathcal{M} \text{ is a stable model of } \Pi\}$, and $W^- \subseteq \bigcap\{\mathcal{M}^- \mid \mathcal{M} \text{ is a stable model of } \Pi\}$ [60].

**Example 7.5** (example 7.4 cont.) Program $\Pi(D, IC)$ has two stable models:

$$
\mathcal{M}_1 = \{S(a, b, t^*), S(a, c, t^*), S(b, c, t^*), S(a, c, f_a), S(a, b, t^{**}), S(b, c, t^{**})\},
$$

$$
\mathcal{M}_2 = \{S(a, b, t^*), S(a, c, t^*), S(b, c, t^*), S(a, b, f_a), S(a, c, t^{**}), S(b, c, t^{**})\}.
$$

Therefore, $\mathcal{M}_1^+ = \mathcal{M}_1, \mathcal{M}_1^- = \{S(a, a, t^*), S(b, b, t^*), S(a, c, t^{**}), \ldots\}; \mathcal{M}_2^+ = \mathcal{M}_2, \mathcal{M}_2^- = \{S(a, a, t^*), S(b, b, t^*), S(a, b, t^{**}), \ldots\}$. The set of true atoms of the WFI of the program (without considering program facts) is:

$$
W^+ = \{S(a, b, t^*), S(a, c, t^*), S(b, c, t^*), S(b, c, t^{**})\},
$$

and $W^+ \subseteq \mathcal{M}_1^+ \cap \mathcal{M}_2^+$, actually as a matter of fact, they coincide. The set of false atoms is:

$$
W^- = \{S(a, a, t^*), S(b, b, t^*), S(c, c, t^*), S(b, a, t^*), S(c, a, t^*), S(c, b, t^*), \ldots\},
$$

and $W^- \subseteq \mathcal{M}_1^- \cap \mathcal{M}_2^-$. The atoms that are declared as undetermined in the WFI of the program, i.e. set $W^u = \{S(a, b, f_a), S(a, b, t^{**}), S(a, c, f_a), S(a, c, t^{**})\}$, are not undetermined in the stable models, but we have $\{S(a, c, f_a), S(a, b, t^{**})\} \subseteq \mathcal{M}_1$, and $\{S(a, b, f_a), S(a, c, t^{**})\} \subseteq \mathcal{M}_2$. □
7.4 The Well-Founded Semantics as a Core Computation to CQA

Even though the WFI of a program may not capture the semantics of the program, it can be used as a core computation to CQA. In general, the WFI of a disjunctive program is contained in the intersection of all its stable models [60]. However, we will show that, for a restricted set of ICs and queries, the set $W^+$ (restricted to the Ans-atoms) of the WFI of program $\Pi(D, IC, Q)$ coincides with the core of program $\Pi(D, IC, Q)$.

**Definition 7.6** A RIC-acyclic set $IC$ of UICs, RICs and NNCs of the forms (2.3), (2.4), and (2.6), respectively, is *interaction-free* if the following holds: (a) If there is a unary IC or NNC on relation $P$, there is no other IC in $IC$ having $P$ in its consequent. (b) If there exists a RIC with $P$ in its consequent, there is no other IC in $IC$ having $P$ neither in its antecedent nor its consequent.

In other words, a RIC-acyclic set of ICs is *interaction-free* if for a given set of ICs there is no interaction between unary ICs (and NNCs) and other ICs, or between RICs and other ICs.

We now show that for *interaction-free sets* of ICs, and conjunctive queries without projections, the WFI of programs provides the same consistent answers as the stable model semantics. Notice that we are considering generic ICs [11], in the sense that they do not enforce the presence of any atom in the database.

**Theorem 7.1** For a database instance $D$, an *interaction-free set* $IC$ of ICs, and conjunctive queries without existential quantifiers, the following holds: (a) $Core(\Pi(D, IC))$ coincides with set $W^+$ of the WFI of program $\Pi(D, IC)$, restricted both to the atoms annotated with constant $t^{**}$. (b) $Core(\Pi(D, IC, Q))$ coincides with $W^+$ of the WFI of program $\Pi(D, IC, Q)$, restricted both to the Ans-atoms.
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**Proof:** The proof is divided in two parts. First we show that for a given database instance $D$, and an interaction-free set $IC$ of ICs, $Core(\Pi(D, IC))$ and $W^+$ of the WFI of program $\Pi(D, IC)$ coincide. Second, we prove that for conjunctive queries without projection, $Core(\Pi(D, IC, Q))$ coincides with $W^+$ of the WFI of program $\Pi(D, IC, Q)$.

(a) Since it is always the case that the WFI of a program $\Pi$ is contained in the core of the program [60], we only need to show that $Core(\Pi(D, IC)) \subseteq W_{\Pi(D, IC)}$.

It is necessary to show that, whenever an atom of the form $P(\bar{a})$, $P(\bar{a}, y)$, $aux(\bar{a})$ belongs to $Core(\Pi(D, IC))$, where $\bar{a}$ is a tuple of elements in the database domain $\mathcal{U}$, and $y \in \{f_a, t_a, t^*, t^{**}\}$, it holds that $P(\bar{a})$ (resp. $P(\bar{a}, y)$, $aux(\bar{a})$) can be fetched into $W_{\Pi(n)}^n(\emptyset)$ for some integer $n$.

We need to analyze the possible cases for the atom:

1. $P(\bar{a}) \in Core(\Pi(D, IC))$. To prove: $P(\bar{a}) \in W_{\Pi(D, IC)}$.

   $P(\bar{a})$ is database fact, then $P(\bar{a})$ is fetched into $W_{\Pi}^1(\emptyset)$.

2. $P(\bar{a}, t_a) \in Core(\Pi(D, IC))$. To prove: $P(\bar{a}, t_a) \in W_{\Pi(D, IC)}$.

   By contradiction, if an atom of the form $P(\bar{a}, t_a)$ is true in the program, then there exists a disjunctive rule $r$ with $P(\bar{a}, t_a)$ in $H(r)$, and whose body is true in the program. However, if this happens, and given the fact that the set of ICs is interaction-free, some models will get $P(\bar{a}, t_a)$, and other models will get other head atoms in $H(r)$, and as a consequence atom $P(\bar{a}, t_a)$ cannot be in $Core(\Pi(D, IC))$. But, $P(\bar{a}, t_a)$ is in the core. We have reached a contradiction.

3. $P(\bar{a}, t^*) \in Core(\Pi(D, IC))$. To prove: $P(\bar{a}, t^*) \in W_{\Pi(D, IC)}$.

   If $P(\bar{a}, t^*)$ belongs to the core, then there are two cases: first, $P(\bar{a}, t^*)$ is in the core because $P(\bar{a})$ is a program fact, and as a consequence rule
$P(\bar{a}, t^*) \leftarrow P(\bar{a})$ is satisfied in the program. In this case, due to the fact that $P(\bar{a})$ is in $W_1^2(\emptyset)$, then $P(\bar{a}, t^*)$ is in $W_1^2(\emptyset)$.

The second case is when $P(\bar{a}, t^*)$ is true in the core because atom $P(\bar{a}, t_a)$ is true in the program, and as a consequence rule $P(\bar{a}, t^*) \leftarrow P(\bar{a}, t_a)$ is satisfied in the program. However, if $P(\bar{a}, t_a)$ is true in the program, then atom $P(\bar{a}, t^*)$ cannot be true in the core. This is because, as we showed in item 2, in this case, some models will have $P(\bar{a}, t_a)$ and some will not.

Then, it is easy to see that some models will have $P(\bar{a}, t^*)$ and others will not. Therefore, the only way to have $P(\bar{a}, t^*)$ in the core, is because $P(\bar{a})$ is a program fact, and in this case it also belongs to the well-founded interpretation.

4. $P(\bar{a}, f_a) \in Core(\Pi(D, IC))$. To prove: $P(\bar{a}, f_a) \in W_{\Pi(D,IC)}$.

If $P(\bar{a}, f_a)$ is in the core, then atom $P(\bar{a})$ participates in a violation of a IC. There are two cases to evaluate. First, the IC is a unary IC or a NNC. Let us assume that it is unary IC of the form: $P(\bar{a}) \rightarrow \varphi(\bar{a})$, with $P(\bar{a})$ true in the program and $\varphi(\bar{a})$ false. Therefore, in order to generate atom $P(\bar{a}, f_a)$, the following rule is satisfied, with a true body, in the program: $P(\bar{a}, f_a) \leftarrow P(\bar{a}, t^*), \varphi(\bar{a}), \bar{a} \neq \text{null}$, where $\varphi$ is equivalent to the negation of $\varphi$. Given the fact that $P(\bar{a}, t^*)$ is in $W_1^2(\emptyset)$, and the built-in $\varphi(\bar{a})$ is true in the program, then $P(\bar{a}, f_a)$ is in $W_1^2(\emptyset)$.

The second case is when atom $P(\bar{a})$ is involved in a violation of an IC having more than one database atom. We prove that in this case it is not possible to have $P(\bar{a}, f_a)$ in the core. If an atom of the form $P(\bar{a}, f_a)$ is true in the program, then there is a disjunctive rule $r$ with $P(\bar{a}, f_a)$ in $H(r)$. However, if this happens, and given the fact that the set of ICs is interaction-free, some models will get $P(\bar{a}, f_a)$ and other models will get
other atoms in $H(r)$, and as a consequence atom $P.(\bar{a}, f_a)$ cannot be in $\text{Core}(\Pi(D, IC))$.

5. $P.(\bar{a}, t^{**}) \in \text{Core}(\Pi(D, IC))$. To prove: $P.(\bar{a}, t^{**}) \in W_{\Pi(D, IC)}$.

If $P.(\bar{a}, t^{**})$ is true in the core, then $P.(\bar{a}, t^*)$ is true in the program and $P.(\bar{a}, f_a)$ is false; then rule $P.(\bar{a}, t^{**}) \leftarrow P.(\bar{a}, t^*)$, not $P.(\bar{a}, f_a)$, is satisfied in the program. There is only one possible option. Atom $P.(\bar{a}, t^{**})$ is in the core because atom $P.(\bar{a})$ is not involved in any violation of ICs. If this happen, then rules having $P.(\bar{a}, f_a)$ in the head have a false body. In this case, $P.(\bar{a}, f_a)$ is unfounded in $W_{\Pi(D, IC)}$, and as a consequence, it becomes false in $W_{\Pi(D, IC)}$. Given the fact that $P.(\bar{a}, t^*)$ is in $W_{\Pi}(\emptyset)$, and $P.(\bar{a}, f_a)$ is false, then $P.(\bar{a}, t^{**})$ is in $W_{\Pi}^3(\emptyset)$.

If atom $P.(\bar{a})$ is involved in the violation of a IC, then atom $P.(\bar{a}, t_a)$ has to be in the core, but according to item 2, such atom is never in the core, therefore in this case $P.(\bar{a}, t^{**})$ cannot be true in the core.

6. $\text{aux}(\bar{a}) \in \text{Core}(\Pi(D, IC))$. To prove: $\text{aux}(\bar{a}) \in W_{\Pi(D, IC)}$.

If $\text{aux}(\bar{a})$ is true in the core, then a rule of the form $\text{aux}(\bar{a}) \leftarrow P.(\bar{a}, c, t^*)$, not $P.(\bar{a}', c, f_a)$, $\bar{a} \neq \text{null}$, $c \neq \text{null}$ has a true body in the instantiated program. Atom $P.(\bar{a}, c, t^*)$, is in $W_{\Pi}^2(\emptyset)$ (item 3), since $P.(\bar{a}', c, f_a)$ is false in the core, then there is no rule with a positive body having $P.(\bar{a}', c, f_a)$ in the head. As a consequence, $P.(\bar{a}', c, f_a)$ is declared as false in $W_{\Pi}^2(\emptyset)$, and therefore, $\text{aux}(\bar{a})$ is in $W_{\Pi}^3(\emptyset)$.

(b) Since $\text{Core}(\Pi(D, IC))$ coincides with set $W^+$ of the WFI of program $\Pi(D, IC)$, the result follows from Proposition 7.2.

Theorem 7.1 extends the preliminary results presented in [3], which hold for a set of ICs containing functional dependencies and unary ICs only, to interaction-free sets of
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ICs, that properly contain those former classes.

**Definition 7.7** For a database instance $D$, a set $IC$ of ICs, and a conjunctive query $Q$ without projection, a tuple $t$ is a *well-founded* answer to $Q$ if $Ans(t)$ is in the set $W^+$ of the WFI of program $\Pi(D, IC, Q)$. The set of *well-founded* answers to $Q$ is denoted by $WFA^+(Q)$.

From now on, $W^+$ is restricted to the atoms annotated with $t^{**}$ when applied to program $\Pi(D, IC)$, and to the $Ans$-atoms when applied to program $\Pi(D, IC, Q)$.

**Corollary 7.1** For a database instance $D$, an *interaction-free* set $IC$ of ICs, and queries that are conjunctions of atoms without existential quantifiers:

(a) $Core(\Pi(D, IC))$, and $Core(\Pi(D, IC, Q))$ can be computed in polynomial time in data complexity (i.e. relative to the size of $D$).

(b) The sets of core, consistent, and well-founded answers to queries coincide, i.e. $ConsA(Q) = CoreA(Q) = WFA^+(Q)$.

(c) CQA for quantifier free conjunctive queries can be computed in polynomial time.

**Proof:** (a) The result follows from the fact that the WFI of a disjunctive program can be computed in polynomial time [60]. (b) It follows from Theorem 7.1 and Proposition 7.2. (c) It follows from Theorem 7.1, Proposition 7.2, and the fact that the WFI of a program can be computed in polynomial time [60].

**Example 7.6** For $D = \{S(a,b), S(a,c), S(b,c), R(b,c), P(a) P(b)\}$, and UIC: $\forall xyz(S(x,y), S(x,z) \rightarrow y = z)$; and RIC: $\forall x(P(x) \rightarrow \exists y R(x,y))$, the repair program $\Pi(D, IC)$ has four stable models, and $Core(\Pi(D, IC)) = W^+ = \{S(b,c,t^{**}), P.(b,t^{**}), R.(b,c,t^{**})\}$. Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Now consider $D = \{S(a,b), S(a,c), S(b,c), R(b,c), R(a,b)\}$, and set $IC$ of FDs:

$\forall xyz(S(x,y), S(x,z) \rightarrow y = z)$; $\forall xyz(R(x,y), R(x,z) \rightarrow y = z)$; IND: $\forall xy(S(x,y) \rightarrow R(x,y))$; unary IC: $\forall xy(R(x,y) \rightarrow y = b)$. Program $\Pi(D, IC)$ has one stable model, and $Core(\Pi(D, IC)) = \{S.(a,b, t**), R.(a,b, t**))\}$. However, $W^+$ does not have any atoms annotated with $t**$, and $W^+ \subsetneq Core(\Pi(D, IC))$. This happens because the set of UICs is not interaction-free: there is a unary IC on $R$, and $R$ appears in the consequent of the IND.

For $D = \{S(a,b), S(a,c), S(b,c), R(b,c), R(a,b), P(a) P(b)\}$, and set $IC$ of FDs:

$\forall xyz(S(x,y), S(x,z) \rightarrow y = z)$; $\forall xyz(R(x,y), R(x,z) \rightarrow y = z)$; IND: $\forall xy(S(x,y) \rightarrow R(x,y))$; and RIC: $\forall x P(x) \rightarrow \exists y R(x,y))$, program $\Pi(D, IC)$ has two stable models. Here, $Core(\Pi(D, IC)) = \{P.(a,t**), P.(b,t**), S.(b,c, t**), R.(b,c, t**))\}$, $W^+ = \{P.(b, t**), S.(b,c, t**), R.(b,c, t**))\}$, and $W^+ \subsetneq Core(\Pi(D, IC))$. This happens because the set of ICs is not interaction-free: predicate $R$ is involved both in the RIC and the IND.

**Example 7.7** (example 7.4 cont.) For program $\Pi(D, IC)$, $W^+$ of the WFI of program $\Pi(D, IC)$ is $\{S.(b,c, t**))\}$, which coincides with $Core(\Pi(D, IC))$. For query $Ans(x,y) \leftarrow S.(x,y, t**))$, $Core(\Pi(D, IC, Q)) = W^+ = \{Ans(b,c))\}$. Hence, the well-founded and the core answer is $(b,c)$, which is also the consistent answer to the query.

For $Q$: $Ans(y) \leftarrow S.(x,y, t**))$, $Core(\Pi(D, IC, Q)) = W^+ = \{Ans(c))\}$, hence the well-founded, the core, and the consistent answer is $(c)$. For $Q$: $Ans \leftarrow S.(b,c, t**))$, $S.(a,b, t**))$, $Core(\Pi(D, IC, Q)) = W^+ = \emptyset$, therefore the well-founded answer is no, as the consistent and core answers to $Q$.

Nevertheless, for query: $Ans(x) \leftarrow S.(x,y, t**))$, $Core(\Pi(D, IC, Q)) = W^+ = \{Ans(b))\}$. Hence, the well-founded and the core answer is $(b)$, but the consistent answers are $(b), (a)$. This happens because the query involves inconsistent tuples that do not fall in a core computation. □
We can see that with the WFI of programs we can compute consistent answers to a restricted set of conjunctive queries with existential quantifiers. Nevertheless, in the following section we show that in presence of FDs (at most one per relation) it is possible to use sets $W^+$ and $W^u$ of the WFI of programs to retrieve consistent answers to a restricted class of conjunctive queries with existential quantifiers.

It is important to mention that according to the results presented in [27, 39], it is impossible to use a core computation as the WFI of programs to compute consistent answers to all the conjunctive queries with projections. Because, in this case, CQA will be polynomial for this kind of queries.

So far, we have that for interaction-free sets of ICs we can compute all the consistent answers to conjunctive queries without projection with the WFI of programs. Moreover, this can be done in polynomial time. As we will show in Example 7.8, for this kind of ICs, we can also use the WFI of programs as a first step to compute consistent answer to ground disjunctive queries. For this kind of queries we cannot ensure that $W^+$ of $\Pi(D, IC, Q)$ coincides with the core of $\Pi(D, IC, Q)$, but, we can use the WFI as a started point to compute answers. In this manner, the computation of stable models is considered only as a second step, if needed.

**Example 7.8** For $D = \{S(a,b), R(a,b), S(b,c)\}$ and $IC: \forall xy(S(x,y) \rightarrow R(x,y))$, and the disjunctive query: $Ans \leftarrow S.(a,b,t^{**}) \lor R.(b,c,t^{**})$, which program contains rules: $Ans \leftarrow S.(a,b,t^{**})$, and $Ans \leftarrow R.(b,c,t^{**})$, $W^+$ of the WFI of program $\Pi(D, IC, Q)$ is $\{Ans\}$. Therefore, $WFA^+(Q)$ is yes, which coincides with the consistent answer to $Q$.

For the query: $Ans \leftarrow S.(b,c,t^{**}) \lor R.(b,c,t^{**})$, which program contains rules: $Ans \leftarrow S.(b,c,t^{**})$, and $Ans \leftarrow R.(b,c,t^{**})$, $W^+$ of the WFI of $\Pi(D, IC, Q)$ does not contain any $Ans$ atom. Hence, the well-founded answer is no, but the consistent
answer is yes. This happens because the query involves tuples that are in different database repairs, and they are not captured by a core computation, like the WFI of a program. Therefore, the consistent answer to this query should be obtained by evaluating program $\Pi(D, IC, Q)$ under the stable models semantics.

Algorithm 7.1 computes consistent answers to ground disjunctive queries in a database instance $D$, wrt a set $IC$ of interaction-free ICs. The input to the algorithm consists of database instance $D$, the set $IC$ of interaction-free ICs, and the query $Q$. The algorithm first generates program $\Pi(D, IC, Q)$, and it computes the WFI of the program. After that, it tries to answer the query by using $W^+$ of the WFI of the program $\Pi(D, IC, Q)$. If there are no answers, then answers are computed by evaluating program $\Pi(D, IC, Q)$ under the stable models semantics.

Algorithm 7.1: Mixed computation of consistent answers $(D, IC, Q)$

Input: database instance $D$, set $IC$ of interaction-free ICs, query $Q$
Output: consistent answers to $Q$

$\Pi(D, IC) := \text{GenerateRepairProgram}(D, IC)$;
$\Pi(Q) := \text{GenerateQueryProgram}(Q)$;
calculate the WFI of program $\Pi(D, IC, Q)$
if $Ans \in W^+$
then return (yes)
else 
run: $\Pi(D, IC, Q)$ under cautious semantics
return (answer)
7.5 Well-Founded Answers with respect to Functional Dependencies

We consider only one functional dependency or key dependency per relation. In this section a FD on a relation $P$ is written with $X \rightarrow Y$, where $X$ and $Y$ are set of attributes of $P$ and $X \cap Y = \emptyset$. The functional dependency on $P$ is satisfied if for two tuples in $P$ that have the same values in attributes in $X$, they also have the same value for the attributes in $Y$.

In order to use the WFI of programs for CQA we have to restrict ourselves to the following restricted classes of conjunctive queries.

**Definition 7.8** [27] A conjunctive query of the form:

$$Ans(w_1 \ldots w_m) \leftarrow \exists z_1 \ldots z_n(P_1(\bar{x}_1), \ldots P_n(\bar{x}_n)), \tag{7.1}$$

where $w_1 \ldots w_m, z_1 \ldots z_n$ are all the variables that appear in the atoms of the body of the query, each $\bar{x}_i$ matches the arity of $P_i$, variables $w_1 \ldots w_m$ are the free variables of the query. The query is called *simple* if there are no constants and no repeated symbols in the query (no joins between relations are allowed).

In particular, we consider conjunctive queries without free variables, i.e. boolean queries of the form:

$$Ans \leftarrow \exists z_1 \ldots z_n(P_1(\bar{x}_1), \ldots P_n(\bar{x}_n)), \tag{7.2}$$

where $z_1 \ldots z_n$ are variables that appear in the atoms of the query, and $\bar{x}_1 \ldots \bar{x}_n$ are variables and/or constants, and no joins between relations are allowed.

---

7 A primary key IC can be defined by one or more functional dependencies.

8 Usually the existential quantifiers are implicit on the query, but in this section, we will write them explicitly on queries.
In this section we use the concepts of safe database and conflict closure of a database, which were presented in [34] and reviewed in Chapter 5 (cf. Section 5.5). According to Definition 5.7, the safe database \( S_D \) is the portion of the database that does not participate in any violation of ICs, and that will never be touched by the repair process. The conflict closure of the database \( C_D \) is the set of tuples that violate ICs or are going to be changed to avoid new violations of ICs. We assume that the database domain may contain the null value.

Moreover, we understand satisfaction of ICs as used so far, i.e. a IC is satisfied if any of the relevant attributes has a null value, or the IC is satisfied in the traditional way, that is, as first-order satisfaction and with null values treated as any other constant.

We claim that for FDs (at most one per relation), there is a direct relationship between the safe portion of a database instance \( D \), the set \( W^+ \) of the WFI of program \( \Pi(D, FD) \); and also between the conflict closure of the database and the set \( W^w \) of the WFI of the repair program.

**Lemma 7.1** For a database instance \( D \), and a set \( FD \) of FDs, if an atom of the form \( P(\bar{c}, t^*) \) is in \( W^+ \) of the WFI of program \( \Pi(D, FD) \), where \( \bar{c} \) are constants in \( U \), then \( P(\bar{c}) \) is in the safe portion of database instance \( D \) wrt \( FD \).

**Proof:** We have to prove that for every atom of the form \( P(\bar{a}, t^*) \) that is in \( W^+ \) of the WFI of program \( \Pi(D, FD) \), the atom \( P(\bar{a}) \) is in \( S_D \). This is done in item (a). Also, we need to show that if atom \( P(\bar{a}) \) is consistent, then \( P(\bar{a}, t^*) \) is in \( W^+ \). This is done in item (b).

(a) By contradiction, let us suppose that there exists an atom \( P(\bar{a}, t^*) \) in \( W^+ \), but \( P(\bar{a}) \) is not in \( S_D \).
If atom $P(\bar{a}, t^{**})$ is true in $W^+$, then according to the interpretation rule $P(\bar{a}, t^{**}) \leftarrow P(\bar{a}, t^*)$, not $P(\bar{a}, f_a)$, the atom $P(\bar{a}, t^*)$ is true and $P(\bar{a}, f_a)$ is false in $W^+$. If atom $P(\bar{a}, t^*)$ is true, then either $P(\bar{a})$ is a database fact, or $P(\bar{a}, t_a)$ is true in the program. However, the atom $P(\bar{a}, t_a)$ cannot be true in $W^+$, because we are considering FDs, which are repaired by tuple deletion only. Then, the atom $P(\bar{a}, t^*)$ is true because $P(\bar{a})$ is a database fact. If atom $P(\bar{a}, f_a)$ is false, then atom $P(\bar{a})$ is not involved in any inconsistency (or is not touched by the repair process). Otherwise, a disjunctive rule in the instantiated program $\Pi(D, FD)$ will have $P(\bar{a}, f_a)$ in its head, and $P(\bar{a}, f_a)$ will become undetermined. As a consequence, the atom $P(\bar{a})$ is a consistent database fact. But $P(\bar{a})$ is not in $S_D$. We have reached a contradiction.

(b) By contradiction, let us assume that there exists an atom $P(\bar{a})$ in $S_D$, but $P(\bar{a}, t^{**})$ is not in $W^+$.

If $P(\bar{a})$ is in $S_D$, then $P(\bar{a}, t^*)$ is true, and there is no disjunctive rule having $P(\bar{a}, f_a)$ in its head, therefore $P(\bar{a}, f_a)$ is false. As a consequence, atom $P(\bar{a}, t^{**})$ is a positive consequence of program $\Pi(D, FD)$. We have reached a contradiction. □

**Lemma 7.2** For a database instance $D$, and a set $FD$ of FDs, if an atom of the form $P(\bar{c}, t^{**})$ is in $W^u$ of the WFI of program $\Pi(D, FD)$, where $\bar{c}$ are constants in $\mathcal{U}$, then $P(\bar{c})$ is in the conflict closure of database instance $D$ wrt $FD$.

**Proof:** We have to prove that for every atom of the form $P(\bar{a}, t^{**})$ that is in $W^u$ of the WFI of program $\Pi(D, FD)$ there exists an atom $P(\bar{a})$ in $C_D^\bar{a}$. This in done in item (a). Also, we prove that if $P(\bar{a})$ is in the conflict closure of $D$, then $P(\bar{a}, t^{**})$ is in $W^u$. This is done in item (b).
(a) By contradiction, let us assume that there exists an atom $P_*(\bar{a}, t^{**})$ in $W^u$, but $P(\bar{a})$ is not in $C'_D$.

If atom $P_*(\bar{a}, t^{**})$ is undetermined then according to rule $P_*(\bar{a}, t^{**}) \leftarrow P_*(\bar{a}, t^*)$, not $P_*(\bar{a}, f_a)$, either atom $P_*(\bar{a}, t^*)$ or atom $P_*(\bar{a}, f_a)$ are undetermined. First, if atom $P_*(\bar{a}, t^*)$ is undetermined, then the atom $P_*(\bar{a}, f_a)$ is undetermined. However, we are considering FDs only, therefore there are no atoms annotated with constant $t_a$. Therefore, $P_*(\bar{a}, t^*)$ cannot be undetermined.

Hence, the atom $P_*(\bar{a}, f_a)$ is undetermined, which means that atom $P_*(\bar{a}, f_a)$ is in the head of a disjunctive rule whose body is true. Then, according to the WFS no decision can be done about the atoms in the disjunctive head, and as a consequence atoms $P_*(\bar{a}, f_a)$ and $P_*(\bar{a}, t^{**})$ are undetermined. It is easy to see that $P_*(\bar{a}, f_a)$ is in a disjunctive rule with body true iff there exists a violation of a FD, and $P(\bar{a})$ violates the FD. Then $P(\bar{a})$ is in $C'_D$. We have reached a contradiction.

(b) By contradiction, let us assume that there exists an atom $P(\bar{a})$ in $C'_D$, but $P_*(\bar{a}, t^{**})$ is not in $W^u$.

If atom $P(\bar{a})$ is in $C'_D$ then it participates in the violation of a IC or it is affected by the repair process. But, since we are dealing with FDs only, the unique possibility is that atom $P(\bar{a})$ is in $D$ and it violates a FD. Then, there exists a disjunctive rule having atom $P_*(\bar{a}, f_a)$ in its head, and a true body, and therefore according to the WFS the atom $P_*(\bar{a}, f_a)$ is undetermined, and so does atom $P_*(\bar{a}, t^{**})$. We have reached a contradiction. □

From Lemmas 7.1 and 7.2 we can conclude that for FDs, we can capture the safe and affected database by using $W^+$ and $W^u$ of the WFI of program $\Pi(D, FD)$, respectively. Therefore, as in [34] we could compute database repairs by computing.
the repairs for the affected portion of data, and then combining them with the safe
portion of data. However, we are not interested in computing repairs, but in retriev­
ing consistent answers to queries. Thus, what we want is to use as much as possible
sets $W^+$ and $W^u$ of the WFI of program $\Pi(D, FD)$, to compute consistent answers
to conjunctive queries with projections wrt FDs.

**Definition 7.9** For a database instance $D$, set $FD$ of FDs, and a conjunctive query $Q$ of the form (7.1), a tuple $\bar{t}$ is a *well-founded answer* to $Q$ if $Ans(\bar{t})$ is in $W^+ \cup W^u$ of the WFI of program $\Pi(D, FD, Q)$. The set of *well-founded answers* to $Q$ are denoted by $WFA^+ u(Q)$.

As we show in the example below, we cannot use $W^+$ and $W^u$ of the WFI of programs
directly for computing consistent answers to queries, because for some queries we can
obtain incorrect answers.

**Example 7.9** Consider $\Sigma = \{R(X,Y,Z,W)\}$, FD $X \rightarrow Y$ and $D = \{R(a,b,c,d), R(a,c,c,b), R(b,c,d,e)\}$. For program $\Pi(D, IC)$, $W^+$ is $\{R(b,c,d,e, t^{**})\}$, and $W^u$ is $\{R(a,b,c,d,t^{**}), R(a,c,c,b,t^{**})\}$. That is, $W^+$ contains the tuples that are con­
sistent wrt the FD, and $W^u$ the tuples that are not consistent.

For query: $Ans(x) \leftarrow \exists yzw R(x,y,z,w)$, $W^+$ of the WFI of program $\Pi(D, FD, Q)$
is $\{Ans(b)\}$, and $W^u$ is $\{Ans(a)\}$, therefore $WFA^+ u(Q)$ are $(b), (a)$, which coincides
with the consistent answers to $Q$. This works, because the query is retrieving the
values for the attribute in the antecedent of the FD, and even though the tuples in
$W^u$ are inconsistent, they share the same value for that attribute.

However, for query $Ans(w) \leftarrow \exists yzw R(x,y,z,w)$, $W^+$ of the WFI of pro­
gram $\Pi(D, FD, Q)$ is $\{Ans(e)\}$ and $W^u$ is $\{Ans(d), Ans(b)\}$, therefore $WFA^+ u(Q) =
(e), (d), (b)$, but the consistent answer to $Q$ is $(e)$. This happens because, the query
is retrieving the values of an attribute that is not in the antecedent of the FD, and therefore tuples in \( W^u \) do not necessarily have the same value for that attribute. □

The previous example suggests that set \( W^u \) of the WFI of programs can only be used directly for CQA when the attributes projected in the query are attributes in the antecedent of some FD, because in this case, the inconsistent tuples from \( W^u \) will have the same value for that attribute. Therefore, we can use the WFI of programs directly to compute consistent answers to queries of the form (7.1) when each of the free variables on it refer to attributes in the antecedent of a FD on a relation \( P \).

**Definition 7.10** Given a relation \( P \) with FD \( X \rightarrow Y \), the attributes of \( P \) are divided into: (a) Antecedent attributes, i.e. the attributes in \( X \). (b) Consequent attributes, i.e. the attributes in \( Y \). (c) Simple attributes, which are attributes neither in \( X \) nor \( Y \).

Moreover, for a query \( Q \) of the form (7.1), we say that a free variable \( w_i \) with \( w_i \in \{w_1 \ldots w_m\} \) refers to an antecedent (respectively, consequent, simple) attribute, if \( w_i \) matches a variable in the position of an antecedent (respectively, consequent, simple) attribute on a query predicate \( P \). □

**Example 7.10** For the FD: \( ID \rightarrow Name \) on relation \( R(ID, Name, Age) \), the free variable \( x \) in query \( \text{Ans}(x) \leftarrow \exists yz \ R(x, y, z) \) refers to the attribute \( ID \), which is in the antecedent of the FD. For query \( \text{Ans}(y) \leftarrow \exists xz \ R(x, y, z) \), the free variable \( y \) refers to an attribute in the consequent of the FD. For query \( \text{Ans}(z) \leftarrow \exists xy \ R(x, y, z) \), the free variable \( z \) refers to a simple attribute. □

**Proposition 7.4** For a database instance \( D \), set \( FD \) of FDs (at most one functional or key dependency per relation), if the free variables in query \( Q \) of the form (7.1) refer to antecedent attributes, then the consistent answers to \( Q \) wrt \( FD \) coincide with the well-founded answers to \( Q \).
**Proof:** We need to prove that if a tuple $\bar{t}$ is a consistent answers to $Q$, then $Ans(\bar{a})$ is either in $W^+$ or in $W^u$ of $\Pi(D, FD, Q)$, and vice versa.

There are three cases to evaluate. First, we need to show that for every tuple $\bar{a}$ that is a consistent answer to $Q$, there exists an atom $Ans(\bar{a})$ in $W^+$ or in $W^u$. Second, if there exists an atom $Ans(\bar{a})$ in $W^+$, then $\bar{a}$ is a consistent answer to $Q$. Finally, we need to show that if there exists an atom $Ans(\bar{a})$ in $W^u$, then $\bar{a}$ is a consistent answer to $Q$.

(a) If tuple $\bar{a}$ is a consistent answer to $Q$, then $Ans(\bar{a})$ is in $W^+$ or $W^u$.

There are two cases to analyze. First, the instantiated atoms of the form $P.(c, t^{**})$ on the query rule are not involved in any inconsistency wrt $FD$. In this case, the atoms $P.(c, t^{**})$ and $Ans(\bar{a})$ are trivially in $W^+$ of $\Pi(D, FD, Q)$. Second, some of the atoms $P.(c, t^{**})$ (could be all of them) participate in the violation of FDs in $FD$. If atom $P(c)$ is inconsistent wrt $FD$, then there exists another atom $P(b)$ such that $P(c)$ and $P(b)$ together violate $FD$. Then, atoms of the form $P.(b, t^{**})$ and $P.(c, t^{**})$ are in $W^u$ of $\Pi(D, FD, Q)$, and therefore $Ans(\bar{a})$ is in $W^u$.

(b) If atom $Ans(\bar{a})$ is in $W^+$ of $\Pi(D, FD, Q)$, then $\bar{a}$ is a consistent answer to $Q$.

Since $Ans(\bar{a})$ is in $W^+$, the instantiated query rule is satisfied in the program, and every atom in the body of the rule is consistent wrt $FD$. Otherwise, some atom $P.(b, t^{**})$ in the query will be in the head of a disjunctive rule, and in this case $P.(b, t^{**})$ would be undetermined and also atom $Ans(a)$. Therefore, tuple $\bar{a}$ is a consistent answer to $Q$.

(c) If atom $Ans(\bar{a})$ is in $W^u$ of $\Pi(D, FD, Q)$, then $\bar{a}$ is a consistent answer to $Q$.

If $Ans(\bar{a})$ is in $W^u$, then some of the atoms in the instantiated query rule is inconsistent wrt $FD$. Therefore, there exists at least two atoms of the form
\(P(b), P(c)\) with \(a \cap (b \cup c) \neq \emptyset\) that together violate \(FD\), and as a consequence atoms \(P.(b, t^{**})\) and \(P.(c, t^{**})\) are in \(W^u\). Since we are considering only one \(FD\) per relation (or a key dependency), a database repair will have either \(P(b)\) or \(P(c)\). Hence, since the free variables in the query refer to antecedent attributes only, \(Ans(a)\) will be true in every repair, and hence \(a\) is a consistent answer. \(\Box\)

As shown in Example 7.9, when the free variables in a query of the form (7.1) do not refer to attributes in the antecedent of FDs, we cannot use set \(W^u\) of \(\Pi(D, FD, Q)\) directly to compute consistent answers to queries with projections. However, we can rewrite queries in such a way, that when they are evaluated on \(W^u\) of \(\Pi(D, FD)\), i.e. the repair program alone, they only retrieve consistent answers. We illustrate this in the example below.

**Example 7.11** For \(\Sigma = \{R(X, Y, Z, W)\}\), \(FD: Z \rightarrow W\), and \(D = \{R(a, b, c, d), R(a, b, c, e), R(b, c, d, e)\}\). For the repair program \(\Pi(D, FD)\), \(W^+ = \{R(b, c, d, e, t^{**})\}\), and \(W^u = \{R(a, b, c, d, t^{**}), R(a, b, c, e, t^{**})\}\). There are two repairs: \(\{R(b, c, d, e), R(a, b, c, d)\}\) and \(\{R(b, c, d, e), R(a, b, c, e)\}\).

For \(Q\): \(Ans(z, w) \leftarrow \exists xyR(x, y, z, w)\), the free variable \(z\) refers to the attribute in the antecedent of the FD, and variable \(w\) refers to its consequent. For \(\Pi(D, FD, Q)\) it holds \(W^+ = \{Ans(d, e)\}\), and \(W^u = \{Ans(c, d), Ans(c, e)\}\). Therefore, \(\text{WFA}^+_u(Q)\) are \((d, e), (c, d), (c, e)\), but the consistent answer to \(Q\) is \((d, e)\). Thus, in this case, \(W^u\) of \(\Pi(D, FD, Q)\) does not provide consistent answer to the query. However, we can filter the inconsistent tuples from \(W^u\) of \(\Pi(D, FD)\) by evaluating the following query on it:

\[
Q': \text{Ans}(z, w) \leftarrow \exists xyR(x, y, z, w^{**}) \land \forall x'y'w'(R(x', y', z, w', t^{**}) \rightarrow w' = w).
\]

When \(Q'\) is evaluated on \(W^u\) of \(\Pi(D, FD)\), the answer is empty. Therefore, the final answer to \(Q\) is \((d, e)\), which coincides with the consistent answer to \(Q\).
For query $Q$: $\text{Ans}(z, x) \leftarrow \exists y w R(x, y, z, w)$, where the free variable $z$ refers to the attribute in the antecedent of the FD, and variable $x$ refers to a simple attribute, $W^+$ of $\Pi(D, FD, Q)$ is $\{\text{Ans}(d, b)\}$. Since $z$ refers to an antecedent attribute, we know that tuples in $W^u$ that are inconsistent wrt $FD$ will share the value for that attribute. Thus, we just need to ensure that tuples from $W^u$ have the same value for the attribute referenced by variable $x$. Therefore, $Q'$ is:

$$Q': \text{Ans}(z, x) \leftarrow \exists y w R(x, y, z, w, t^{**}) \land \forall x' y' w'(R(x', y', z, w', t^{**}) \rightarrow x' = x).$$

The answer to $Q'$ evaluated on $W^u$ of $\Pi(D, FD)$ is $(c, a)$. Therefore, the final well-founded answers to $Q$ are $(d, b), (c, a)$, which coincide with the consistent answers to $Q$.

Moreover, for $Q$: $\text{Ans}(y) \leftarrow \exists x z w R(x, y, z, w)$, where variable $y$ refers to a simple attribute, $W^+$ of $\Pi(D, FD, Q)$ is $\{\text{Ans}(c)\}$. Here we just need to ensure that the value for the attribute referenced by variable $y$ is the same in every inconsistent tuple in $W^u$. Hence, $Q'$ is:

$$Q': \text{Ans}(y) \leftarrow \exists x z w R(x, y, z, w, t^{**}) \land \forall x' y' z' w'(R(x', y', z', w', t^{**}) \rightarrow y' = y).$$

The answer to $Q'$ evaluated on $W^u$ of $\Pi(D, FD)$ is $(b)$. Therefore, the well-founded answers to $Q$ are $(c), (b)$, which coincide with the consistent answers to $Q$. □

The situation is not different for boolean conjunctive queries of the form (7.2). For this kind of queries we also need a new, rewritten query in order to retrieve consistent answers from the set of undetermined atoms of the WFI of a repair program. However, the new query is only needed when it is not possible to compute an answer from $W^+$ of $\Pi(D, FD, Q)$. We illustrate this in the example below.
Example 7.12 (example 7.11 cont.) For $Q$: $Ans \leftarrow \exists xzw \ R(x, c, z, w)$, $W^+$ of $\Pi(D, FD, Q)$ is $\{Ans\}$, therefore the well-founded answer is yes, which coincides with consistent answer. For $Q$: $Ans \leftarrow \exists yzw \ R(a, y, z, w)$, $W^+$ of $\Pi(D, FD, Q)$ does not have an $Ans$-atom, then we need to check if we can obtain an answer from $W^u$ of the repair program. The rewritten query is:

$$Q': Ans \leftarrow \exists yzw R(a, y, z, w, t**) \land \forall x'y'z'w'(R(x', y', z', w', t**) \rightarrow x' = a).$$

When query $Q'$ is evaluated on $W^u = \{R(a, b, c, d, t**), R(a, b, c, e, t**))\}$, the answer is yes, since every inconsistent tuple wrt the FD has the same value for the first attribute. Therefore, the well-founded answer is yes, and coincides with the consistent answer to $Q$.

Moreover, for $Q$: $Ans \leftarrow \exists xyz \ R(x, y, z, f)$, there is no $Ans$-atom in $W^+$ of $\Pi(D, FD, Q)$, then the following rewritten query is generated:

$$Q': Ans \leftarrow \exists xyz R(x, y, z, f, t**) \land \forall x'y'z'w'(R(x', y', z', w', t**) \rightarrow w' = f.)$$

However, the answer to $Q'$ is also negative in $W^u$, hence the well-founded answer to $Q$ is no, which coincides with the consistent answer to $Q$.

The rewriting of queries we introduced in Examples 7.11 and 7.12 corresponds to the rewriting method presented in [39], where it is used to compute consistent answers wrt primary key ICs, to conjunctive queries with existential quantifiers. This method works for a more general case of conjunctive queries, the $C$-Tree queries, which allow joins between different database relations.

In [39] the rewritten query is evaluated directly on the inconsistent database instance. In this manner, its answers correspond to the consistent answers to the
original query. Here, the rewritten query filters inconsistent answers from set $W^u$ of the WFI of a repair program. Thus, the rewritten query is evaluated on a subset of the database, the portion of data that falls in $W^u$. Therefore, we compute rewritten queries on small portions of the database, instead of processing them on the original database.

**Algorithm 7.2: Rewritten Query Generation($FD, Q$)**

**Input:** query $Q$, and set $FD$ of FDs  
**Output:** rewritten query $Q_{rew}$  
**Variables:** $FANS$, $AV$, $CV$, $AVP$, $CVP$: set of variables;

\[
\begin{align*}
\Pi(Q) & := \text{GenerateQueryProgram}(Q); \\
Q_{rew} & := \Pi(Q); \\
FANS & := \text{IdentifyFreeVariables}(Q); \\
AV & := \text{IdentifyVariablesInAntecedentsFDs}(Q, FD); \\
CV & := \text{IdentifyVariablesInConsequentsFDs}(Q, FD); \\
\text{for each } P(\bar{x}) & \in Q \\
\begin{cases}
AVP := \bar{x} \cap AV; & CVP := \bar{x} \cap CV; \quad FVP := \bar{x} \cap FANS; \\
\text{if } \left(\{AVP \cup CVP \cup FVP\} \neq \emptyset\right) \\
\text{then} \quad \bar{y} := \bar{x} \setminus AVP; \\
\quad \bar{y} := \text{GenerateFreshVariables}(\bar{y}); \\
\quad Q_{rew} := Q_{rew} \land \forall \bar{y} \text{GenerateAtom}(P(\bar{x}), \bar{y}, AVP, CVP, FVP);
\end{cases}
\end{align*}
\]

return $(Q_{rew})$

Algorithm 7.2 generates a rewritten query $Q_{rew}$ for a given query $Q$ of the form (7.1). The input to the algorithm consists of the set $FD$ of FDs, and the query $Q$. The algorithm first identifies the free variables in $Q$. After that, it determines which
variables refer to attributes in FDs. Then, for each atom in the query that share variables with the \textit{Ans} predicate, an atom in the rewritten query is generated. A tuple \( \bar{t} \) is an answer to the rewritten query if tuples from set \( W^u \) of \( \Pi(D, FD) \) have the same values for the attributes referenced by the free variables in the query.

For boolean conjunctive queries of the form (7.2) the rewritten query is only generated when the original query cannot be answered with set \( W^+ \) of \( \Pi(D, FD, Q) \). Algorithm 7.3 generates a rewritten query \( Q_{\text{rew}} \) for a query \( Q \) of the form (7.2). The algorithm first identifies the query predicates that have instantiated variables. Then for each of those query atoms, the algorithm generates a corresponding atom in the rewritten query. The answer to \( Q_{\text{rew}} \) will be \texttt{yes} if tuples from \( W^u \) of \( \Pi(D, FD) \) have the same values for the instantiated variables in the original query.

\begin{algorithm}
\begin{itemize}
\item \textbf{Input:} query \( Q \)
\item \textbf{Output:} rewritten query \( Q_{\text{rew}} \)
\item \textbf{Variables:} \( CONS \) : set of constants;
\item \( \Pi(Q) := \text{GenerateQueryProgram}(Q) \);
\item \( Q_{\text{rew}} := \Pi(Q) \);
\item \( CONS := \text{IdentifyConstants}(Q) \);
\item \textbf{for each} \( P(\bar{x}) \in Q \)
\item \quad \textbf{if} \( \{CONS \cap \bar{x}\} \neq \emptyset \)
\item \quad \quad \textbf{do} \quad \{ \textbf{then} \}
\item \quad \quad \quad \{ \bar{y} := \bar{x} \setminus \{CONS \cap \bar{x}\} ; \}
\item \quad \quad \quad \{ \bar{y} := \text{GenerateFreshVariables}(\bar{y}) ; \}
\item \quad \quad \quad \{ Q_{\text{rew}} := Q_{\text{rew}} \land \forall \bar{y} \text{GenerateAtom}(P(\bar{x}), \bar{y}, CONS) ; \}
\item \textbf{return} \( (Q_{\text{rew}}) \)
\end{itemize}
\end{algorithm}
It is important to notice that when the ICs are FDs only (at most one functional or key dependency per relation), we can also use $W^u$ of $\Pi(D, FD, Q)$ to obtain consistent answers to ground disjunctive queries. This is illustrated in the example below.

**Example 7.13** (example 7.9) For query: $Ans \leftarrow R(a, b, c, d, t^{**}) \lor R(b, c, d, e, t^{**})$, which program contains rules: $Ans \leftarrow R(a, b, c, d, t^{**})$, and $Ans \leftarrow R(b, c, d, e, t^{**})$, atom $Ans$ is in $W^+$ of $\Pi(D, FD, Q)$. Therefore, the well-founded answer to $Q$ is $yes$, which coincides with the consistent answer to $Q$.

For $Q$: $Ans \leftarrow R(a, b, c, d, t^{**}) \lor R(a, b, c, e, t^{**})$, which program contains rules: $Ans \leftarrow R(a, b, c, d, t^{**})$, and $Ans \leftarrow R(a, b, c, e, t^{**})$, atom $Ans$ is not in $W^+$, but it is in $W^u$ of $\Pi(D, FD, Q)$. Therefore, the well-founded answer is $yes$, and also coincides with the consistent answer to $Q$. □

**Definition 7.11** For a database instance $D$, and set $FD$ of FDs (at most one functional or key dependency per relation), the consistent answer to a ground disjunctive query $Q$ wrt $FD$ is $yes$ if $Ans$ is in $W^+ \cup W^u$ of $\Pi(D, FD, Q)$. Otherwise, the consistent answer to $Q$ is $no$. □

The use of the WFI of programs to compute consistent answers wrt FDs (at most one per relation) is relevant. This is because, for conjunctive queries of forms (7.1) and (7.2) CQA can be computed in polynomial time.

**Proposition 7.5** For a database instance $D$, and a set $FD$ of FDs (at most one functional or key dependency per relation), the consistent answers to a query that is either a possibly existentially quantified conjunctive query of the forms (7.1), (7.2), or a ground disjunctive queries can be computed in polynomial time.

**Proof:** It follows from the fact that the WFI of a program can be computed in
In [27], a polynomial time rewriting method retrieves consistent answers, regarding FDs (at most one per relation), for the class of closed simple conjunctive queries, which are queries of the form (7.2). The authors use graph representations for database repairs. The first-order query rewriting method presented in [39] also computes, in polynomial time, consistent answers wrt primary key constraints for conjunctive queries with existential quantifiers. This method works for a more general case of conjunctive queries, the C-Tree queries, which allow joins between different database relations.

We adopt the rewritten method presented in [39] for computing consistent answers to the restricted set of conjunctive queries of the forms (7.1), and (7.2). However, we compute the rewritten query on a subset of the database, the portion of data that falls in \( W_u \) of program \( \Pi(D, FD) \). Therefore, we compute rewritten queries on small portions of the database, instead of processing them on the original database.

### 7.6 Well-Founded Semantics as an Approximation to CQA

For RIC-acyclic sets of ICs, \( W^+ \) of \( \Pi(D, IC) \) is a subset of the intersection of their stable models. Therefore, the WFI of programs will not retrieve all the consistent answers to positive Datalog queries, i.e. conjunctive or disjunctive queries with projection but without negation. However, for Positive Datalog queries, we can ensure that the well-founded answers, those obtained from \( W^+ \) of \( \Pi(D, IC, Q) \), are a subset of the consistent answers to queries. We call to these answers *approximate consistent answers*.

To obtain approximate answers may be important if, for example, we are not looking for all the consistent answers, but we want to now if the queries have some
consistent answer. The approximate consistent answers can be computed in polynomial time, and as we show in Section 7.7 we can obtain answers from $W^+$ efficiently in the XSB system [25].

**Definition 7.12** For a given database instance $D$, a RIC-acyclic set $IC$ of ICs, and a positive Datalog query $Q$, a tuple $t$ is an *approximate consistent answer* to $Q$ if $\text{Ans}(t)$ is in $W^+$ of the WFI of program $\Pi(D, IC, Q)$.

Thus, the set of *approximate consistent answers* to a query $Q$ is a subset of the set of consistent answers to $Q$. We illustrate this in the example below.

**Example 7.14** (example 7.6 cont.) For $D = \{S(a, b), S(a, c), S(b, c), R(b, c), R(a, b), P(a), P(b)\}$, and set $IC$ of FDs: $\forall xyz(S(x, y), S(x, z) \rightarrow y = z); \forall xyz(R(x, y), R(x, z) \rightarrow y = z); \text{IND}: \forall xy(S(x, y) \rightarrow R(x, y))$; and RIC: $\forall x(P(x) \rightarrow \exists y R(x, y))$. Program $\Pi(D, IC)$ has two stable models:

$$\mathcal{M}_1 = \{S_.(a, b, t^*), S_.(a, c, t^*), S_.(b, c, t^*), R_.(a, b, t^*), R_.(b, c, t^*), P_.(a, t^*), P_.(b, t^*), aux(b), aux(a), P_.(a, t^{**}), P_.(b, t^{**}), R_.(a, c, t^{**}), R_.(a, b, t^{**}), S_.(a, b, f_a), S_.(a, c, t^{**}), S_.(b, c, t^{**}), R_.(a, b, f_a), R_.(b, c, t^{**}), R_.(a, c, t^{**}), R_.(a, c, t^{**})\}$$

$$\mathcal{M}_2 = \{S_.(a, b, t^*), S_.(a, c, t^*), S_.(b, c, t^*), R_.(a, b, t^*), R_.(b, c, t^*), P_.(a, t^*), P_.(b, t^*), aux(b), aux(a), P_.(a, t^{**}), P_.(b, t^{**}), S_.(a, c, f_a), S_.(a, b, t^{**}), S_.(b, c, t^{**}), R_.(a, b, t^{**}), R_.(b, c, t^{**})\}.$$  

Here, $\text{Core}(\Pi(D, IC)) = \{P_.(a, t^{**}), P_.(b, t^{**}), S_.(b, c, t^{**}), R_.(b, c, t^{**})\}$, $W^+$ of $\Pi(D, IC)$ is $\{P_.(b, t^{**}), S_.(b, c, t^{**}), R_.(b, c, t^{**})\}$, and $W^+ \subseteq \text{Core}(\Pi(D, IC))$. This happens because the set of ICs is not *interaction-free*: predicate $R$ is involved in the RIC and in the IND.

---

9Here set $W^+$ of the WFI of program $\Pi(D, IC, Q)$ is a subset of $\text{Core}(\Pi(D, IC, Q))$.  

---
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For query \( \text{Ans}(x) \leftarrow P(x), \ Core(\Pi(D, IC, Q)) = \{\text{Ans}(a), \text{Ans}(b)\} \), but \( W^+ \) of \( \Pi(D, IC, Q) \) is \( \{\text{Ans}(b)\} \). Therefore, the well-founded answer is \( (b) \), but the consistent answers are \( (a), (b) \). Thus, with set \( W^+ \) we obtain an approximate answer set to the query.

For the disjunctive query \( \text{Ans}(x) \leftarrow P(x) \vee R(x, y) \), that as a program becomes: \( \text{Ans}(x) \leftarrow P.(x, t^{**}), \) and \( \text{Ans}(x) \leftarrow R.(x, y, t^{**}). \) Again, \( Core(\Pi(D, IC, Q)) = \{\text{Ans}(a), \text{Ans}(b)\} \), but \( W^+ \) of the WFI of program \( \Pi(D, IC, Q) \) is \( \{\text{Ans}(b)\} \). Thus, the well-founded answer \( (b) \) is an approximate answer to \( Q \).

In this manner, consistent answers to queries are computed by focalizing on \( W^+ \) of the WFI of program \( \Pi(D, IC, Q) \), which contains a subset of the \( \text{Ans} \)-atoms that belong to every stable model of \( \Pi(D, IC, Q) \). Therefore, for positive Datalog queries we obtain a subset of the consistent answers to queries. Nevertheless, we have a polynomial time approximation algorithm for CQA.

**Corollary 7.2** For a database instance \( D \), a RIC-acyclic set \( IC \) of ICs, and a positive Datalog query \( Q \), i.e. a conjunctive or disjunctive query with projection but without negation, the well-founded answers to \( Q \), obtained from \( W^+ \) of \( \Pi(D, IC, Q) \), are a subset of the consistent answers to \( Q \). In symbols, \( WFA^+(Q) \subseteq ConsA(Q) \).\(^{10}\)

**Proof:** It follows from the fact that for a disjunctive program \( \Pi \), \( W(\Pi) \subseteq Core(\Pi) \) [60].

It is important to remark that we cannot use \( W^+ \) of \( \Pi(D, IC, Q) \) alone for computing consistent answers to Datalog queries with negation. We illustrate this in the example below.

\(^{10}\) As defined in Definition 7.7, \( WFA^+(Q) \) is the set of well-founded answers to \( Q \) obtained from \( W^+ \) of \( \Pi(D, IC, Q) \).
Example 7.15 (example 7.14 cont.) For query $\text{Ans} \leftarrow \text{not } P(a)$, $W^+$ of $\Pi(D, IC, Q)$ is $\emptyset$, but we cannot ensure that the consistent answer is $\text{no}$. Actually, atom $\text{Ans}$ is in $W^u$ of $\Pi(D, IC, Q)$, therefore the answer to this query will be undefined under the well-founded semantics.\footnote{In this section, we are analyzing the computation of well-founded answers from $W^+$ of the WFI of program $\Pi(D, IC, Q)$, only.}

Notice that, since for interaction-free sets of RIC-acyclic ICs, and conjunctive queries without projection, $\text{Core}(\Pi(D, IC, Q))$ coincides with $W^+$ of $\Pi(D, IC, Q)$ (cf. Theorem 7.1), the set of approximate consistent answers to this kind of queries coincides with the set of consistent answers.

7.7 Computing Well-Founded Answers to Queries

The XSB system is a logic programming and deductive database system, which uses SLG resolution \cite{25} to compute queries to normal programs (programs without disjunction) under the WFS. In \cite{9} it was shown that a head-cycle free disjunctive program can be translated into an equivalent normal program.

Definition 7.13 For a given disjunctive program $\Pi$, a dependency graph is constructed as follows: each literal in $\text{ground}(\Pi)$ is a node in the graph, and there is an edge from $L$ to $L'$ iff there is a rule $r$ in which $L$ appears positive in the body, and $L'$ appears in the head of $r$. $\Pi$ is head-cycle free (HCF) if the graph does not contain directed cycles that go through two literals that belong to the head of the same rule.

A HCF disjunctive program $\Pi$ can be transformed into a non-disjunctive program $\text{sh}(\Pi)$ with the same stable models \cite{9}, that is obtained by replacing every disjunctive...
rule on II of the form

\[ \bigvee_{i=1}^{n} p_i(\bar{x}_i) \leftarrow \bigwedge_{j=1}^{m} q_j(\bar{y}_j), \]

by the \( n \) rules:

\[ p_i(\bar{x}_i) \leftarrow \bigwedge_{j=1}^{m} q_j(\bar{y}_j) \land \bigwedge_{k \neq i} \text{not } p_k(\bar{x}_k), \]

where \( i = 1, \ldots, n. \)

HCF programs have better computational complexity than general disjunctive programs. In fact, the computational complexity of skeptical (or cautious) query evaluation for HCF programs is co-NP-complete, but for general disjunctive programs is \( \Pi^P_2 \)-complete [30].

In [7] it was proven that if the ICs are only of the form \( \bigwedge_{i=1}^{n} P_i(\bar{x}_i) \rightarrow \varphi \), where \( P_i(\bar{x}_i) \) is an atom and \( \varphi \) is a formula containing built-ins, the corresponding repair program is always HCF.\(^{12}\) Notice that this is also valid for NNCs. Therefore, for HCF programs, the well-founded answers to queries can be computed directly in the XSB system.

XSB evaluates queries based in the WFI of the program, but when a program is evaluated in the XSB system, it does not show explicitly the whole sets \( W^+, W^u \) or \( W^- \) of the WFI of the program. For instance, for a ground conjunctive queries XSB returns either: yes, no or undefined as an answer; for conjunctive queries with free variables, XSB computes one by one the true and undefined answers. The consistent answers would be the answers that are defined as true. Hence, the complete set of answers can be obtained by doing backtracking.\(^{13}\)

**Example 7.16** (example 7.1 cont.) For the database instance \( D = \{S(a, b), S(a, c), S(b, c)\} \) and IC: \( \forall xyz(S(x, y) \land S(x, z) \rightarrow y = z) \), the repair program \( \Pi(D, IC) \) is

\(^{12}\)That includes important classes of UICs such as, key constraints, and functional dependencies.

\(^{13}\)In XSB, backtracking can be executed by typing any key on the keyboard different from the "Enter" key.
HCF, and therefore it can be translated into the following non-disjunctive program:

\[
\begin{align*}
S(a,b) \land S(a,c) \land S(b,c).
S(x,y, f_a) & \leftarrow S(x,y, t^*), S(x,z, t^*), y \neq z, x \neq \text{null}, y \neq \text{null}, z \neq \text{null}, \text{not } S(x,z, f_a). \\
S(x,z, f_a) & \leftarrow S(x,y, t^*), S(x,z, t^*), y \neq z, x \neq \text{null}, y \neq \text{null}, z \neq \text{null}, \text{not } S(x,y, f_a). \\
S(x,y, t^*) & \leftarrow S(x,y). \\
S(x,y, t^{**}) & \leftarrow S(x,y, t^*), \text{not } S(x,y, f_a).
\end{align*}
\]

For \( Q \): \( Ans(x,y) \leftarrow S(x,y, t^{**}) \), XSB returns \( x = b \), \( y = c \), as true answer to the XSB query obtained from program \( \Pi(D, IC, Q) \).\(^{14}\) This well-founded answer coincides with the consistent answer to \( Q \).

For \( Q \): \( Ans(x) \leftarrow S(x,y, t^{**}) \), XSB returns \( x = b \) as true answer, but the consistent answers are \((b),(a)\). This happens because the query involves tuples \( \{S(a,b), S(a,c)\} \) which belong to different repairs, and therefore they are not captured by the WFI of program \( \Pi(D, IC, Q) \).

Moreover, for the ground disjunctive query: \( Ans \leftarrow S(a,b, t^{**}) \lor S(a,c, t^{**}) \), which is expressed by the two non-disjunctive rules: \( Ans \leftarrow S(a,b, t^{**}) \), and \( Ans \leftarrow S(a,c, t^{**}) \), XSB returns \textit{undefined} as an answer, but the consistent answer is \textit{yes}. Again, this happens because the tuples involved in the query are in different repairs, and as a consequence, they cannot be fetched in \( W^+ \) of the program.

However, for the ground disjunctive query \( Ans \leftarrow S(b,c, t^{**}) \lor S(a,c, t^{**}) \), which is expressed by: \( Ans \leftarrow S(b,c, t^{**}) \) and \( Ans \leftarrow S(a,c, t^{**}) \), XSB returns \textit{yes} as an answer, which coincides with the consistent answer to \( Q \). \( \square \)

In addition, well-founded answers to queries can also be computed by using the \textit{deterministic set} of a (disjunctive) logic program, which is efficiently computed in the DLV

\(^{14}\)In the XSB system queries are entered as rules without head. For instance, in order to obtain the answers to query \( Ans(x,y) \leftarrow S(x,y, t^{**}) \), we have to add the query: \( -Ans(x,y) \). The answers are obtained by doing backtracking.
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This set corresponds to the atoms that can be deterministically inferred from a program given a certain interpretation. This set, \( \text{det}(\Pi) \), is contained in every stable model of the program, and can be computed in polynomial time \cite{19}. In fact, for a program \( \Pi \), it holds that \( W^+ \subseteq \text{det}(\Pi) \subseteq \bigcap \{ S \mid S \text{ is a stable model of program } \Pi \} \), where \( W^+ \) is the set of positive atoms in the WFI of program \( \Pi \) \cite{19}.

In particular, from Theorem 7.1 we can conclude that for a database instance \( D \), an interaction-free set \( IC \) of ICs, and query \( Q \) that is a conjunctive query without existential quantifiers, \( W^+ \) of \( \Pi(D, IC, Q) \), \( \text{det}(\Pi(D, IC, Q)) \) and \( \text{Core}(\Pi(D, IC, Q)) \) coincide, where \( \text{det}(\Pi(D, IC, Q)) \) is the deterministic set of program \( \Pi(D, IC, Q) \) restricted to the \( \text{Ans} \)-atoms. Therefore, the deterministic set becomes an important tool to be used in CQA for non-existentially quantified conjunctive queries.

**Example 7.17** (example 7.16 cont.) For query: \( \text{Ans}(x, y) \leftarrow S_c(x, y, t^*) \), the deterministic set of program \( \Pi(D, IC, Q) \) is \( \{ \text{Ans}(b, c) \} \), therefore the answer is \( (b, c) \), which coincides with the consistent, and the well-founded answers to \( Q \).

\[ \square \]

### 7.8 Summary

In this chapter we proved that for interaction-free sets of ICs, the core of a repair program \( \Pi(D, IC) \), and the core of program \( \Pi(D, IC, Q) \) for queries that are conjunction of atoms without existential quantifiers coincide with the true atoms in the WFI of the respective programs. This is relevant because, since the WFI is computed in polynomial time, core computations for CQA become also polynomial.

In addition, we showed that in the presence of FDs (at most one FD or key dependency per relation) it is possible to use the set of undetermined atoms of the WFI of programs to CQA. In fact, by using both sets \( W^+ \) and \( W^u \), we can compute

---

\[19\]The deterministic set of a program can be captured in the DLV system by running the program with option \(-\text{det}\).
all the consistent answers for a restricted set of conjunctive queries with existential quantifiers.

The method presented in [27], where database repairs are specified by graph representations, also retrieves consistent answers regarding FDs (at most one per relation) for the class of closed simple conjunctive queries of the form (7.2). Moreover, the first-order query rewriting method in [39] also computes, in polynomial time, consistent answers wrt primary key constraints for a more general set of conjunctive queries with existential quantifiers. Query rewriting in [39] coincides with the rewriting presented here for the restricted set of conjunctive queries of the forms (7.1) and (7.2).

It is relevant to mention that the set of true atoms of the WFI of a program can be used as a first step to compute consistent answers to ground disjunctive queries wrt interaction-free sets of ICs. In this manner, the computation of stable models is left as a second option, if needed. Moreover, we showed that if the WFI of a program is used as a unique way to compute consistent answers, for positive Datalog queries, we may retrieve only a subset of the consistent answers. Nevertheless, we have a polynomial time algorithm for CQA. This is relevant given the high data complexity of CQA (in general CQA is $\Pi_2^p$-complete in data complexity [17]).

We can compute well-founded answers using the XSB system, for the restricted class of HCF programs. The XSB system does not show the sets $W^+, W^u$ or $W^-$ of the WFI of the program. But, it evaluates queries based in the WFI of the program. For instance, for conjunctive queries with free variables, XSB computes one by one the true and undefined answers. The true answers are those that fall in $W^+$ of the WFI of the program, and the undefined answers are those in $W^u$.

Moreover, when the set of ICs is interaction-free, we can compute consistent answers to projection free conjunctive queries by using the deterministic set of program $\Pi(D, IC, Q)$. This set is computed by DLV system in polynomial time.
Chapter 8

A Repair Semantics for Multidimensional Databases

8.1 Introduction

In this chapter we present a semantic framework for CQA in Multidimensional Databases (MDBs) [50, 51]. Specifically, we focus in Multidimensional Data Warehouses (MDWs), which are data repositories that integrate and materialize data from different sources and also keep historical data [24]. They can be queried by OLAP (On-Line Analytical Processing) systems, which in particular, require aggregation of data stored in the data warehouse [24].

The MDWs consist mainly of dimensions and facts. Dimensions reflect the way in which the data is organized. Some typical dimensions are time, location, customers, products, etc. The facts correspond to quantitative data related with the dimensions. For example, facts related with sales may be associated to the dimensions time, product, and location; and should be understood as the sales of products at the locations at certain periods of time.

Data warehouses can be modelled and implemented by using a relational (ROLAP) or a multidimensional (MOLAP) approach. In the former, the data is stored in relational databases, and special access methods are develop in order to efficiently implement the aggregation of data, which is the most common task in data warehouses. In the latter, the multidimensional data is stored in special data structures, and aggregate operations are implemented over these special data structures [24].

The multidimensional approach is better than the relational one to support data
aggregation, because aggregations can be computed in a straightforward way from the multidimensional structure. We base our work on the multidimensional model proposed in [48, 49], where dimensions are modelled by hierarchy schemas together with a set of constraints, while the facts are represented by tables that refer to the dimensions. Here, we only consider basic dimension schemas, called strictly homogeneous dimension schemas (cf. section 8.2), but not other complex schemas such as the heterogeneous dimension schemas [48, 49].

Usually, dimensions are considered the static part of the MDWs, whereas the facts are considered to be the dynamic part, in the sense that the update operations affect mainly the fact tables. In [50, 51] the need for updates on dimensions is analyzed. The authors argue that dimensions have to be adapted to changes in data sources or to the business structure. They define a set of update operators for homogeneous dimension schemas and instances.

In the presence of such update operations, MDWs may become inconsistent wrt dimension constraints. We are interested in studying the effects of violations of a specific class of dimension constraints, the so-called partitioning constraints in homogeneous dimension instances (from now on, homogeneous instances). These constraints are fundamental for enforcing navigability properties in dimension schemas. One of the effects that we will analyze in detail is how, the violation of constraints, affects the summarizability property (SUMM) of the MDWs, which is the capability of correctly computing queries (cube views) using other pre-computed aggregate views. We will concentrate on aggregate queries with group-by statements, that is, queries that perform grouping of attributes and return a value for each group (cf. Chapter 6).

We also intend to retrieve consistent answers to queries, even when the MDWs are inconsistent. Therefore, a characterization of such answers becomes necessary. In order to do this, we use the concept of repair of MDWs that are inconsistent wrt the
dimension constraints. In this respect, we show that the previous notions of repairs, e.g. the relational notion given in [2], are not suitable for MDWs. In consequence, we give a new definition of repair for MDWs subject to sets of partitioning constraints.

We define repairs of dimension instances wrt partitioning constraints by introducing minimal changes over the original inconsistent dimension instances. In order to achieve this, and given that we are considering hierarchical representations with multiple levels, we explore the notion of prioritized minimization (as given in [62]).

The rest of the chapter is organized as follows: Section 8.2 reviews the multidimensional model, including partitioning constraints. In Section 8.3 we discuss the necessity of defining a new notion of repair for MDBs. In Section 8.4 the notions of dimension instance repair and consistent answer to aggregate queries are presented. This version of repair is used as an auxiliary element to compute consistent answers to aggregate queries. Section 8.5 finalizes this chapter.

8.2 The Multidimensional Model

A hierarchy schema is a directed acyclic graph \( \mathcal{H} = (C, \nearrow) \), where \( C \) is a set of categories, and \( \nearrow \) is a child/parent relation between categories (edges in the graph), i.e. for a pair of categories \( C_1, C_2 \in C \), we write \( C_1 \nearrow C_2 \) to denote that \((C_1, C_2)\) is an edge in \( \mathcal{H} \). \( \nearrow^\ast \) is the transitive and reflexive closure of \( \nearrow \). For simplicity, categories do not have any attributes, and for technical reasons, there is a distinguished top category named \( All \), whose only element is \( \{all\} \), which is reachable from all other categories via \( \nearrow^\ast \). The category at the lowest level is named the bottom category.\(^1\)

**Example 8.1** The National Parks' hierarchy schema is defined by:

- A set of categories \( C = \{Park, Type, Location, Country, All\} \),

\(^1\)We restrict ourselves to dimension schemas with only one bottom category. But, they may have more than one bottom category.
• The child/parent relation \( \nearrow \) consisting of the edges \( \{(\text{Park, Type}), (\text{Park, Location}), (\text{Type, Country}), (\text{Location, Country}), (\text{Country, All})\} \); and

• \( \nearrow^* = \nearrow \cup \{(\text{Park}, \text{Park}), (\text{Type}, \text{Type}), (\text{Park}, \text{Country}), \ldots\} \)

This hierarchy schema is shown in Figure 8.1.

![Figure 8.1: National Parks' Hierarchy Schema](image)

We can see that the bottom category is \( \text{Park} \), and that \( \text{Type} \) and \( \text{Location} \) are direct ancestors of \( \text{Park} \), being \( \text{Country} \) and All indirect ancestors.

The hierarchy schema has a domain \( \mathcal{U} \) that can be infinite. The categories and their elements contain values from \( \mathcal{U} \), and for two names \( n_1, n_2 \) it holds \( n_1 \neq n_2 \) (unique name assumption). An instance over a hierarchy schema can be represented as a first-order logic structure of the form:

\[
\mathcal{D} = \langle \mathcal{U}, C_1^\mathcal{U}, \ldots, C_m^\mathcal{U}, c_1^\mathcal{U}, \ldots, c_n^\mathcal{U}, C_{\text{bottom}}^\mathcal{U}, \text{All}^\mathcal{U}, \text{all}^\mathcal{U}, A^\mathcal{U}, \prec^\mathcal{U}, \prec^\mathcal{U} \rangle, \quad (8.1)
\]

where \( \mathcal{U} \) is the Herbrand domain of \( \mathcal{H} [64] \), whose elements must be interpreted with their own values. \( C_1^\mathcal{U}, \ldots, C_m^\mathcal{U}, C_{\text{bottom}}^\mathcal{U}, \text{All}^\mathcal{U} \subseteq \mathcal{U} \), are unary predicates that represent categories, \( C_1^\mathcal{U} = C_{\text{bottom}}^\mathcal{U} \) is the bottom category, \( C_m^\mathcal{U} = \text{All}^\mathcal{U} = \{\text{all}^\mathcal{U}\} \) is the top category, and \( c_1^\mathcal{U}, \ldots, c_n^\mathcal{U} \) are names for elements of categories. \( A^\mathcal{U} \subseteq \{p_{C_i, C_j} \mid i, j = 1, \ldots, m\} \).
where each \( p_{C_i,C_j} \) represents an edge between the categories \( C_i^U \) and \( C_j^U \) on the hierarchy schema. There is a child/parent relation between elements of categories, which is represented by \(<^U \subseteq \mathcal{U} \times \mathcal{U}. \>^{^U} \subseteq \mathcal{U} \times \mathcal{U}\) is the reflexive and transitive closure of \(<^U\). In this sense, \(<^U\) can be seen as an interpreted relation name, which has a fixed interpretation depending on the interpretation of \( <^U\). A dimension instance \( D \) indicates relationships between those categories that must be connected in the hierarchy schema. That \( p_{C_i,C_j} \in A^U \) indicates that \( C_i \nleftrightarrow C_j \).

**Example 8.2** (example 8.1 cont.) \( D = (\mathcal{U}, \text{Park}(\cdot)^U, \text{Type}(\cdot)^U, \text{Location}(\cdot)^U, \text{All}(\cdot)^U, \text{Country}(\cdot)^U, all^U, A^U, <^U, <^{^U})^2 \) is an instance for the hierarchy schema in Figure 8.1, where \( \mathcal{U} \) is composed by names for categories, parks, types, locations, countries, i.e. \( \mathcal{U} = \{ \text{Park}, \text{Type}, \text{Location}, \text{Country}, \text{Banff}, \text{Jasper}, \text{Crater Lake}, P, S, \text{Alberta}, \text{Oregon}, \text{Canada}, \text{US}, \text{All}, \text{all} \} \), and:

- \( \text{Park}^U = \{ \text{Banff}, \text{Jasper}, \text{CraterLake} \} \), \( \text{Type}^U = \{ P, S \} \),
  \( \text{Location}^U = \{ \text{Alberta}, \text{Oregon} \} \), \( \text{Country}^U = \{ \text{Canada}, \text{US} \} \), \( \text{All}^U = \{ \text{all}^U \} \).

- \( A^U = \{ \text{Park}, \text{Type}, \text{Park}, \text{Location}, \text{Type}, \text{Country}, \text{Location}, \text{Country}, \text{Country}, \text{All} \} \).

- \( <^U = \{ (\text{Banff}, P), (\text{Banff}, \text{Alberta}), (\text{Jasper}, P), (\text{Jasper}, \text{Alberta}), (\text{Crater Lake}, S), (\text{Crater Lake}, \text{Oregon}), (P, \text{Canada}), (S, \text{US}), (\text{Alberta}, \text{Canada}), (\text{Oregon}, \text{US}), (\text{Canada}, \text{All}), (\text{US}, \text{All}) \} \).

- \( <^{^U} = <^U \cup \{ (\text{Banff}, \text{Banff}), (\text{Banff}, \text{Canada})\ldots \} \).

Figure 8.2 is the dimension instance \( D \).

---

\(^2\)\(\text{P}(\cdot)\) for any category \( P \) indicates that the arity of \( P \) is one.

\(^3\)\(P\) denotes Province and \( S \) denotes State.
The properties of hierarchy schemas and their instances can be expressed with a first-order language. This, by using the symbols of $\mathcal{H}$ plus the symbols $\not\rightarrow^*$, $<$, $<^*$, etc.

A roll-up function is a relation based on $<^*$ between elements of two fixed categories:

$$\mathcal{R}^C_{C_j}(D) := \{ (x, y) | C^d_i(x) \land C^d_j(y) \land x <^* y \}$$

(8.2)

We can see that those functions are parameterized by a pair of categories and depend on the instance $D$ at hand. These functions are fundamental for computing aggregation of data.

Dimension instances must satisfy a set of constraints [48]. The partitioning constraint is one of them, and for a pair of categories $C_i$ and $C_j$ is defined by the following $\mathcal{L}$-sentence:

$$\forall xyz(C_i(x) \land C_j(y) \land C_j(z) \land x <^* y \land x <^* z \rightarrow y = z).$$

(8.3)

It enforces that roll-up functions are functional, and so they allow for the correct computation of aggregations.

In data warehousing, aggregation of data or cube views can be performed at different granularities, i.e. set of categories from the dimension schemas. The notion
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of summarizability (SUMM) in dimension schemas [48, 49] refers to the capability of correctly compute any cube view defined at a category $C_i$ from a pre-computed aggregate view defined at category $C_j$ by using the roll-up functions between categories $C_i$ and $C_j$.

**Definition 8.1** [48, 49] A category $C_i$ is summarizable from a category $C_j$ in a dimension instance $D$ of $\mathcal{H}$ iff (a) $C_j \not\supset C_i$, and (b) $R_{C_j}^{C_i}(D) = R_{C_j}^{C_j}(D) \Join R_{C_j}^{C_i}(D)$, where $\Join$ is the join operator [1].

**Example 8.3** (example 8.2 cont.) The partitioning constraint is: $\forall xyz(Park(x) \land Country(y) \land Country(z) \land x < y \land x < z \rightarrow y = z)$, which establishes that every element of the category $Park$ has to be associated with a unique element in the category $Country$. The roll-up function between categories $Park$ and $Country$ is $R_{Park}^{Country}(D) = \{(Banff, Canada), (Jasper, Canada), (CraterLake, US)\}$, which by the SUMM property, can be computed by using the intermediate category $Type$ and the roll-up functions $R_{Type}^{Park}(D) = \{(Banff, P), (Jasper, P), (CraterLake, S)\}$ and $R_{Type}^{Country}(D) = \{(P, Canada), (S, US)\}$, since $R_{Park}^{Country}(D) = R_{Type}^{Park}(D) \Join R_{Type}^{Country}(D)$.

There are other constraints to model hierarchy schemas [48, 49]. Those are used to specify paths and the existence of distinguished elements in the categories. We call to them specific dimensions constraints. In particular, the dimension constraints that establish conditions on paths between categories are called path constraints. Those that specify that paths are mandatory are called into constraints. The dimension constraints that specify the existence of values in categories are called equality constraints.
Example 8.4 For the hierarchy schema in Figure 8.1, the following \( L \)-sentences are dimension constraints:

(a) \( \forall x(Park(x) \rightarrow \exists y(Type(y) \land x < y)) \). This is an *into constraint* that establishes that every element in *Park* is associated (rolls-up) with an element in *Type*.

(b) \( \exists x(Country(x) \land x = Canada) \). This is an *equality constraint* that establishes that there exists an element named *Canada* in category *Country*.

(c) \( \forall xy(Park(x) \land Type(y) \land y = P \land x < y \rightarrow \exists z(Country(z) \land x <^* z \land z = Canada)) \), which asserts that for every element \( x \) in *Park*, if \( x \) rolls-up to \( P \) in *Type*, then \( x \) is associated with *Canada* in *Country*. This is a combination of a path and an equality constraint. □

An *homogeneous dimension schema* is a schema modelled by *into constraints*. Therefore, all the paths on it are mandatory. In homogeneous schemas, roll-up functions are expected to be total between elements of categories. A schema is called *strictly homogeneous* when it has one bottom category, e.g. the hierarchy schema in Figure 8.1.

In data warehouses *cube views*, i.e. aggregate queries, are computed from the dimensions instances through the roll-up functions and the fact tables. The roll-up functions are treated as relational tables. For instance, the roll-up function \( R_1^{Type} \) can be seen as a relational table with schema \( R(Park, Type) \).

We will concentrate on aggregate queries with *group-by* statements. In MDWs an aggregate query is of the form:

\[
\text{SELECT } A_j, \ldots A_n, f(A) \\
\text{FROM } T, R_i, \ldots R_m \text{ WHERE conditions} \\
\text{GROUP BY } A_j, \ldots A_n
\]  

(8.4)
where \( A_j, \ldots A_n \) are attributes of the fact table \( T \) or of the roll-up functions \( R_i, \ldots R_m \) (treated as tables), and \( f \) is one of \( \min(A), \max(A), \text{count}(A), \text{sum}(A), \text{avg}(A) \), applied to attribute \( A \) with \( A \cap \{ A_j, \ldots A_n \} = \emptyset \).

**Example 8.5** (example 8.3 cont.) Consider the facts table \( \text{Sales} \) below storing sales for national parks, and the roll-up function \( R^\text{Type}_{\text{Park}}(D) = \{(\text{Banff}, P), (\text{Jasper}, P), (\text{CraterLake}, S)\} \), which can be seen as the relational table \( R(\text{Park, Type}) \):

\[
\begin{array}{|c|c|}
\hline
\text{Sales} & \text{Park} & \text{Amount} \\
\hline
\text{Banff} & 5000 \\
\text{Jasper} & 5000 \\
\text{Crater Lake} & 10000 \\
\hline
\end{array}
\quad
\begin{array}{|c|c|c|}
\hline
\text{R} & \text{Park} & \text{Type} \\
\hline
\text{Banff} & P \\
\text{Jasper} & P \\
\text{Crater Lake} & S \\
\hline
\end{array}
\]

For the aggregate query:

\[
\text{SELECT } R.\text{Type}, \text{SUM}(S.\text{Amount}) \\
\text{FROM } \text{Sales } S, R \\
\text{WHERE } R.\text{Park} = S.\text{Park} \\
\text{GROUP BY } R.\text{Type}
\]

The answers are \((P, 10000), (S, 10000)\). □

### 8.3 The Need for MDWs Repairs and Consistent Answers

In general, MDWs are conceived as collections of materialized views whose main sources are operational databases. As a consequence, much effort has been centered around keeping consistency between the sources and the MDWs [40, 41, 72, 74]. To the best of our knowledge, the first work related to consistency in dimension schemas in the sense of satisfiability of partitioning constraints [48] is presented in [56]. The authors argue that a dimension schema is consistent if their instances satisfy the
partitioning constraints. The notion of consistency the authors present is used to
guide the update operations on dimension schemas in such a way that the partitioning
constraints are satisfied.

However, there has been no work, so far, that tackles the problem of already having
an inconsistent dimension instance wrt a specific class of constraints, but still being
able to provide consistent answers, in a sense similar to the notion of consistent answer
introduced in [2, 5, 7] for relational databases. In this regard, the work presented here
is the first attempt to handle the problem of consistent query answering in MDWs.

Here, we analyze the effect, over query answering, of having inconsistent dimension
instances wrt partitioning constraints. We illustrate this in the example below.

Example 8.6 (example 8.5 cont.) The dimension instance in Figure 8.3 is inconsis­
tent wrt the partitioning constraint: \( \forall xyz(Park(x) \land Country(y) \land Country(z) \land x \prec^* y \land x \prec^* z \rightarrow y = z) \). This is because the element *Crater Lake* rolls-up
to *Canada* via type *P*, and also to *US* via location *Oregon*. As a consequence,
the roll-up function \( R_{Park}^{Country} = \{ (Banff, Canada), (Jasper, Canada), (CraterLake, Canada), (CraterLake, US) \} \) is not functional.

![Figure 8.3: Inconsistent Dimension Instance](image)

Suppose the facts table *Sales* in Example 8.5, the roll-up function \( R_{Park}^{Country} \) repre­
sented by the relational table \( R(Park, Country) \) below, and the aggregate query:
SELECT R.Country, SUM(S.Amount) FROM Sales S, R
WHERE R.Park = S.Park
GROUP BY R.Country


<table>
<thead>
<tr>
<th>R</th>
<th>Park</th>
<th>Country</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Banff</td>
<td>Canada</td>
</tr>
<tr>
<td></td>
<td>Jasper</td>
<td>Canada</td>
</tr>
<tr>
<td></td>
<td>Crater Lake</td>
<td>Canada</td>
</tr>
<tr>
<td></td>
<td>Crater Lake</td>
<td>US</td>
</tr>
</tbody>
</table>

The answers to the query are (Canada, 20000), (US, 10000). □

Clearly, this result presents an anomaly, the sales of the park Crater Lake are added twice, as sales of Canada and also as sales of US.

Now, let us explore how that violation affects the summarizability property.

**Example 8.7** (example 8.6 cont.) Consider the roll-up functions $R_{Type}^r = \{(\text{Banff, } P), (\text{Jasper, } P), (\text{CraterLake, } P)\}$, and $R_{Location}^r = \{(\text{Banff, Alberta}), (\text{Jasper, Alberta}), (\text{CraterLake, Oregon})\}$, which are computed on the inconsistent dimension instance in Figure 8.3, and that represented as tables become, respectively:

<table>
<thead>
<tr>
<th>$R_1$</th>
<th>Park</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Banff</td>
<td>P</td>
</tr>
<tr>
<td></td>
<td>Jasper</td>
<td>P</td>
</tr>
<tr>
<td></td>
<td>Crater Lake</td>
<td>P</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$R_2$</th>
<th>Park</th>
<th>Location</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Banff</td>
<td>Alberta</td>
</tr>
<tr>
<td></td>
<td>Jasper</td>
<td>Alberta</td>
</tr>
<tr>
<td></td>
<td>Crater Lake</td>
<td>Oregon</td>
</tr>
</tbody>
</table>

Consider also the materialized views Sales-Type and Sales-Loc, which are defined as follows:

SELECT $R_1$.Type, SUM(S.Amount) FROM Sales S, $R_1$
WHERE $R_1$.Park = S.Park
GROUP BY $R_1$.Type

SELECT $R_2$.Location, SUM(S.Amount) FROM Sales S, $R_2$
WHERE $R_2$.Park = S.Park
GROUP BY $R_2$.Location
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The roll-up functions $R_{Type}^{Country} = \{(P, Canada)\}$, and $R_{Location}^{Country} = \{(Alberta, Canada), (Oregon, US)\}$, seen as the relational tables:

<table>
<thead>
<tr>
<th>Sales-Type</th>
<th>Type</th>
<th>Amount</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td>20000</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sales-Loc</th>
<th>Location</th>
<th>Amount</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alberta</td>
<td>10000</td>
<td></td>
</tr>
<tr>
<td>Oregon</td>
<td>10000</td>
<td></td>
</tr>
</tbody>
</table>

For the queries $Q$ and $Q'$, respectively:

\[
\text{SELECT } R_3.\text{Country}, \text{SUM}(S.\text{Amount}) \text{ FROM Sales-Type } S, R_3 \\
\text{WHERE } R_3.\text{Type} = S.\text{Type} \\
\text{GROUP BY } R_3.\text{Country},
\]

\[
\text{SELECT } R_4.\text{Country}, \text{SUM}(S.\text{Amount}) \text{ FROM Sales-Loc } S, R_4 \\
\text{WHERE } R_4.\text{Location} = S.\text{Location} \\
\text{GROUP BY } R_4.\text{Country}
\]

The answer to $Q$ is $(Canada, 20000)$, and the answers to $Q'$ are $(Canada, 10000)$, $(US, 10000)$. Nevertheless, by the summarizability property, the answers must be the same.

It has been shown that for strictly homogeneous dimensions that satisfy their partitioning constraints, the summarizability property is guarantee [48]. In fact, in those schemas a category $C_i$ is summarizable from any of their child categories, i.e. from any $C_j$ such that $C_j / \preceq C_i$.

This is important because we can verify summarizability by testing satisfiability of partitioning constraints. This test could be easily performed by using views. In this way, we could also identify the elements participating in violations of partitioning
constraints and use that information to fix dimension instances. We illustrate this in the example below.

**Example 8.8** (example 8.6 cont.) To check if there are elements of category *Park* that roll-up to different elements in category *Country*, we can define the following view *Check* which captures the tuples from *R*, which is the relational representation of the roll-up function $R^\text{Country}_{\text{Park}}$:

CREATE VIEW Check AS
SELECT *
FROM R
WHERE EXISTS (SELECT *
FROM R R2

If the view *Check* is evaluated on relation *R* it returns tuples *(Crater Lake, Canada)*, *(Crater Lake, US)*. Therefore, we can conclude that the dimension instance violates the partitioning constraint, since the roll-up between elements of categories *Park* and *Country* is not functional.

The notion of database repair for relational databases does not capture the minimality required by the natural process of repairing MDWs. This, when the MDW is represented as an instance of a non-normalized relational database (the ROLAP approach). We illustrate this with an example.

**Example 8.9** (example 8.6 cont.) Figure 8.4 is a star schema [24], that is a non-normalized relational representation for the National Parks' dimension, where the primary key for each table appears underlined. The partitioning constraint can be enforced by the following first-order integrity constraint $IC: \forall x y z w v (Park(x, y, z) \land Type(y, w) \land Country(w) \land Location(z, v) \land Country(v) \rightarrow w = v)$. 
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The dimension instance $D$ below is the relational representation of the inconsistent dimension instance in Figure 8.3.

<table>
<thead>
<tr>
<th>Park</th>
<th>ID_Park</th>
<th>ID_Type</th>
<th>ID_Location</th>
<th>Country</th>
<th>ID_Country</th>
</tr>
</thead>
<tbody>
<tr>
<td>Banff</td>
<td></td>
<td>$P$</td>
<td>Alberta</td>
<td></td>
<td>Canada</td>
</tr>
<tr>
<td>Jasper</td>
<td></td>
<td>$P$</td>
<td>Alberta</td>
<td></td>
<td>US</td>
</tr>
<tr>
<td>CraterLake</td>
<td></td>
<td>$P$</td>
<td>Oregon</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In a relational sense, consistency can be restored [2] by deleting tuple $Park(Crater Lake, P, Oregon)$. This relational tuple represents the edges $(Crater Lake, P)$ and $(Crater Lake, Oregon)$ in the multidimensional schema. Therefore, if we apply this change in the multidimensional representation in Figure 8.3, we have to delete both edges. However, we will see in Section 8.4 this is not a minimal change in a multidimensional sense, since consistency will be reestablished by eliminating just one of them.

Notice that if we use a normalized snowflake schema [24] to model the dimension $Park$, we will obtain the relations $Park_Type(ID_Park, ID_Type)$ and $Park_Location$.
(ID_Park, ID_Location). In this new schema, consistency will be restored by deleting tuple Park_Type(Crater Lake, P), or tuple Park_Location(Crater Lake, Oregon), which corresponds to the elimination of edges (Crater Lake, P) and (Crater Lake, Oregon) in Figure 8.3, respectively. Nevertheless, we want to be able of working directly in the multidimensional dimension instance, which usually, by query optimization purposes, cannot be represented by a set of normalized relational tables [24].

The idea of changing the relation schema before repairing inconsistencies is presented in [77]. In this paper, a project-join dependency is applied to relations prior to repairing them wrt FDs by tuple deletion. In this way, more meaningful repairs wrt FDs are obtained.

The problem in the non-normalized relational model is that a tuple in a dimension table may represent many pairs of edges in the multidimensional representation (in Example 8.9 the tuple represents two pairs). In that sense, the relational model does not allow us to work on a granularity lower than a tuple.

Our definition of repair (cf. Section 8.4) captures exactly the minimality of changes desired for MDWs. We achieve this by first identifying the edges on dimension instances that involve elements of categories that participate in violations of partitioning constraints. Then, since the roll-up functions capture the edges in a dimension instance, we identify the roll-up functions that contain pairs of inconsistent elements, and we eliminate pair of elements from them to restore consistency. Intuitively, the repairs are those that recover consistency by doing prioritized minimal changes over the dimension instance (inspired by the notion of prioritized minimization given in [62]).

The importance of the summarizability property of MDWs has been analyzed in
In [65] a particular class of heterogeneous hierarchies is transformed into homogeneous hierarchies to support summarizability. This is achieved by inserting null values, merging other values, and introducing new categories when partitioning constraints are violated. Although these operations, which allow us to get summarizability, could be used for repairing inconsistent MDWs, they do not produce minimal repairs. In addition, we believe that the fusion of values may produce undesired changes in the semantics of the dimension instances.

8.4 Repairs and Consistent Answers in MDWs

In this section we give the notion of repair for multidimensional dimension instances. The notion of repair is used as an auxiliary concept to compute consistent answers to aggregate queries.

8.4.1 Repairs of Dimension Instances

Partitioning constraints can be seen as functional dependencies in relational databases. The general way to repair inconsistent databases wrt FDs is by deleting the tuples participating in the violations [5]. However, in dimension instances, there are no tuples in the sense of relational databases, but there exist dimension tuples [48], so we could consider as tuples the pairs in the roll-up functions (treated as tables).

Example 8.10 (example 8.7 cont.) The roll-up function $R_{\text{Park}}^{\text{Location}} = \{(\text{Banff}, \text{Alberta}), (\text{Jasper}, \text{Alberta}), (\text{Crater Lake}, \text{Oregon})\}$ can be seen as the relational table:

<table>
<thead>
<tr>
<th>R</th>
<th>Park</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Banff</td>
<td>P</td>
</tr>
<tr>
<td></td>
<td>Jasper</td>
<td>P</td>
</tr>
<tr>
<td></td>
<td>Crater Lake</td>
<td>P</td>
</tr>
</tbody>
</table>
Here, the dimensional tuples are \((\text{Banff}, P), (\text{Jasper}, P),\) and \((\text{CraterLake}, P).\)

We can see that hierarchical dimension instances determine a set of roll-up functions. This is, there are roll-up functions for every pair of categories that are connected in the dimension schema. Moreover, the roll-up functions may contain elements that participate in violations of partitioning constraints. Then, we should identify from which roll-up functions pairs are to be deleted in order to get a good repair. Inspired by the notion of prioritized minimization given in [62], we propose to minimize changes, but assigning higher priority to lower categories. In this manner, we ensure that the edges between categories that are involve directly in inconsistencies will be deleted. For this purpose, we define levels of categories on a dimension instance, and associate a set of roll-up functions to each level.

**Definition 8.2** Given a dimension instance \(D\) of the form (8.1) with dimension schema \(\mathcal{H}\), and maximum distance \(n\) between the categories in \(\mathcal{H}\). A level \(L_i\), with \(0 \leq i \leq n\), is a set of elements belonging to categories with distance \(i\) to the bottom category. For each level \(L_i\), and categories \(C_j, C_k\) in \(\mathcal{H}\), there exists a set \(R_i \subseteq <^*\) defined by \(R_i := \{(a, b) \mid a < b \land C_j(a) \in L_i \land C_k(b) \in L_{i+1}\}.4\)

**Example 8.11** For the dimension instance \(D\) in Figure 8.3, we have:

- \(L_0 = \{\text{Banff}, \text{Jasper}, \text{CraterLake}\}, R_0 = \{(\text{Banff}, P), (\text{Banff}, \text{Alberta}), (\text{Jasper}, P), (\text{Jasper}, \text{Alberta}), (\text{CraterLake}, P), (\text{CraterLake}, \text{Oregon})\}.\)

- \(L_1 = \{\text{P}, \text{Alberta}, \text{Oregon}\}, R_1 = \{(\text{P}, \text{Canada}), (\text{Alberta}, \text{Canada}), (\text{Oregon}, \text{US})\}.\)

- \(L_2 = \{\text{Canada}, \text{US}\}, R_2 = \{(\text{Canada, all)}, (\text{US, all})\}.\)

\(^{4}\)Where \(<\) is the child/parent relation between elements of categories.
In order to define repairs of dimension instances we need to introduce some concepts.

**Definition 8.3** Let $D, D', D''$ be dimension instances over the same dimension schema and domain. The distance, between $D'$ and $D''$ at level $L_i$, with $0 < i < n$ is defined by $\Delta_i(D', D'') := \{(a, b) \mid (a, b) \in R_i \text{ of } D', \text{ and } (a, b) \notin R_i \text{ of } D'', \text{ and } (a, b) \notin R_i \text{ of } D''\}$, where $R_i$ is the set of roll-up functions at level $L_i$. In other words, $\Delta_i(D', D'')$ contains all the pairs $(a, b)$ that do not appear in both dimension instances $D', D''$ at certain level $L_i$.

There is a partial order between dimension instances:

(a) It holds $D' \leq_{D,i} D''$ iff for every dimension tuple $(a, b) \in \Delta_i(D, D')$, it holds that $(a, b) \in \Delta_i(D, D'')$.

(b) It holds $D' \leq_{D} D''$ iff there exists an $i$ such that $\Delta_k(D, D') = \Delta_k(D, D'')$, for $k < i$, and $D' \leq_{D,i} D''$. $\square$

A dimension instance repair wrt a set of partitioning constraints $MPC$ is defined as follows:

**Definition 8.4** Given a dimension instance $D$, and a set of partitioning constraints $MPC$, a repair of $D$ wrt $MPC$ is a dimension instance $D'$, over the same dimension schema $H$, and domain $U$, such that $D' \models MPC$, and $D'$ is $\leq_D$-minimal in the class of dimension instances that satisfy $MPC$.

The set of repairs of $D$ is denoted by $\text{Repairs}_{MPC}(D)$. $\square$

**Example 8.12** (example 8.9 cont.) Figure 8.5 shows the dimension instance repairs for the dimension instance $D$ in Figure 8.3.
Here, $\Delta_0(D, D') = \{(\text{CraterLake}, P)\}$, and $\Delta_0(D, D'') = \{(\text{CraterLake}, \text{Oregon})\}$.

The dimension instance $D''$ in Figure 8.6 is not a repair.

This is because $\Delta_0(D, D''') = \{(\text{CraterLake}, P), (\text{CraterLake}, \text{Oregon})\}$ and it holds that $D' \leq_{D,0} D'''$, and $D'' \leq_{D,0} D'''$. □

The repairs of dimension instances satisfy the partitioning constraints, however they may not be homogeneous instances anymore.

**Proposition 8.1** Let $D, D'$ be dimension instances over the same dimension schema and domain. If $D'$ is a repair of the homogeneous instance $D$, then $D'$ is not homogeneous.

**Proof:** In homogeneous schemas the roll-up functions between elements of categories are expected to be total. This is, for every element $x$ of a category $C_i$, if $C_i \not\rightarrow^* C_j$
in a hierarchy schema $H$, then there exists an element $y$ in $C_j$ such that $x \prec y$ in a
dimension instance $D$ of $H$. It is easy to see that if $D'$ is a repair of $D$, there exists
a pair of categories $C_j, C_k$ in $H$ such that $C_j \not\prec C_k$, for which the roll-up function
$R_{C_j}^{C_k}$ in $D'$ contains a subset of the pairs in the roll-up function $R_{C_j}^{C_k}$ in $D$. Therefore,
in $D'$, there is an element $y$ in $C_j$ for which there is no element $z$ in $C_k$ such that
$y \prec z$. Hence, the roll-up function $R_{C_j}^{C_k}$ is not total, and as a consequence, $D'$ is not
homogeneous.

This happens because consistency is recovered by deleting edges in dimension in-
stances, i.e. pairs from roll-up functions. As an illustration, in the first repair of
Figure 8.5 the roll-up function between categories Park and Type is not total, be-
cause element Crater Lake is not related with an element of Type. Moreover, in the
second repair, there is no relation between element Crater Lake and an element of Lo-
cation. Therefore the roll-up function between Park and Location is not total either.
As a consequence, the summarizability property may not be satisfied in the repairs.
However, we could obtain total functions and also summarizability by introducing
"dummy" elements in some categories in the repairs, as in [65]. It becomes interest-
ing to analyze the possible advantages of implementing the idea of using "dummy"
elements, in the query answering process for MDWs.

Also, we could use the method proposed in [65] to repair MDWs and compute
consistent answers.

8.4.2 Consistent Answers

We adopt the notion of consistent answers wrt FDs to aggregate queries with group by
statements presented in Chapter 6. In multidimensional databases aggregate queries
are computed from roll-up functions, and fact tables, both represented as relational
tables.
A tuple of the form \((t_1, \ldots, t_m, [a, b])\) is a consistent answer to an aggregate query with group-by statements of the form (8.4), wrt a set \(MPC\) of partitioning constraints, if first \((t_1, \ldots, t_m)\) is a consistent answer in the usual sense, i.e. it is true in every repair of the dimension instance, and second, if for every repair there exists an aggregate value for the group of attributes values in \(t_1, \ldots, t_m\), such that it falls in the minimal numerical interval \([a, b]\).

**Example 8.13** (example 8.6 and 8.12 cont.) The roll-up function \(R_{Park}^{Country}\) in dimension instances \(D'\) and \(D''\) (cf. Figure 8.5) are (represented as relational tables), respectively:

<table>
<thead>
<tr>
<th>(R)</th>
<th>Park</th>
<th>Country</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Banff</td>
<td>Canada</td>
</tr>
<tr>
<td></td>
<td>Jasper</td>
<td>Canada</td>
</tr>
<tr>
<td></td>
<td>Crater Lake</td>
<td>US</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(R)</th>
<th>Park</th>
<th>Country</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Banff</td>
<td>Canada</td>
</tr>
<tr>
<td></td>
<td>Jasper</td>
<td>Canada</td>
</tr>
<tr>
<td></td>
<td>Crater Lake</td>
<td>Canada</td>
</tr>
</tbody>
</table>

For the aggregate query \(Q\):

\[
\text{SELECT R.Country, SUM(S.Amount)} \\
\text{FROM Sales S, R} \\
\text{WHERE R.Park = S.Park} \\
\text{GROUP BY R.Country}
\]

The answers from repair \(D'\) are \{\((Canada, 10000), (US, 10000)\)\}, and \{\((Canada, 20000)\)\} from \(D''\). Therefore, the only consistent answer to the query is \((Canada, [10000, 20000])\), as expected. □

**8.5 Summary**

In this chapter we presented a repair semantics for MDBs, specifically we concentrated our work on multidimensional data warehouses (MDWs). It was shown that the...
relational notion of repair [2, 5, 7] does not capture the minimality required by the natural process of repairing MDWs. This, when the MDW is represented as an instance of a non-normalized relational database. However, the notion of database repair we presented captures the minimality required in MDBs.

It is relevant to analyze the idea of translating dimension instances into sets of normalized relational tables before repairing them. In this way, we could apply the notion of relational database repair of [2]. This idea is presented in [77], where a project-join dependency is applied to a relation prior to repairing wrt FDs by tuple deletion. In this way, they obtain more meaningful repairs wrt FDs. Moreover, it is important to analyze the gains and costs, in terms of execution of queries, of doing such transformation. This is important because, a non-normalized representation of dimension instances, allows a better execution time of queries [24].

The repair definition of dimension instances can be improved by using knowledge from equality atoms constraints [48], which impose the existence of certain distinguished elements in the categories. We could require that repairs satisfy those constraints to get more meaningful repairs.

For future research, we leave the development of a methodology for computing repairs (if necessary, because this should be avoided whenever possible due to its complexity), and consistent answers.

This is a preliminary study that we will extend to heterogeneous dimension schemas [48], which are modelled by other kind of dimension constraints. Moreover, we are interested in analyzing consistent query answering wrt aggregation constraints [73]. This issue is still open.
Chapter 9

The Consistency Extractor System

9.1 Introduction

In this chapter we describe the "Consistency Extractor System", from now on just named the ConsEx system. ConsEx computes consistent answers to FO queries posed to inconsistent databases that may contain null values. It implements the logic programs of Definition 4.2, and adopts the semantics of ICs satisfaction defined in [16], and presented in Chapter 2. The system considers UICs, RICs and NNCs of the forms (2.3), (2.4), and (2.6), respectively.

ConsEx implements two methods to compute consistent answers, which can be selected by the user before the evaluation of queries. The first one is the MS methodology defined in Chapter 5. MS simulates a top-down [23] -and then query directed- evaluation of the query through bottom-up propagation [23]. This technique produces a new program that contains a subset of the original rules, those that are relevant to evaluate the query, along with a set of new, "magic", rules.

The second methodology takes advantage of the relevant predicates to compute query answers in the generation of repair programs (cf. Definition 5.6). In this way, ConsEx generates repair programs for a subset of the database predicates, those that will be involved in the computation of the query. Thus, query answers are computed by running the new, smaller repair program together with the query program.

We show that the methods implemented in ConsEx compute consistent answers to queries faster than the straightforward evaluation of programs (cf. Section 9.4).
Another goal is to take advantage of the interaction between logic programming environments and database management systems (DBMS), by exploiting all the capabilities of the DBMS such as storing and indexing; and taking advantage of the robustness of logical reasoning as provided by the DLV system [61]. For instance, bringing the whole database into DLV, to compute consistent answers, is inefficient. Therefore, we reduce as much as possible the interaction between the DBMS, where the data resides, and the logic programming environments, where the repair programs are evaluated.

ConsEx is the first attempt to implement optimized methods for CQA based on logic programs for relational databases, considering a broad range of integrity constraints, like UICs, RICs and NNCs.

As far as we know, the INFOMIX system [58] implements logic programs for CQA, in the context of data integration [54, 57] under the GAV approach [54]. INFOMIX implements the logic approach presented in [34], which works for UICs, but it does not support other ICs like RICs. In INFOMIX queries are restricted to the union of conjunctive queries, when the ICs involve inclusion dependencies, and in absence of them, queries can be recursive Datalog queries with aggregates and stratified negation.

The rest of the chapter is organized as follows: Section 9.2 presents the architecture of ConsEx. Section 9.3 describes the graphical user interface of ConsEx. Section 9.4 describes the experimental evaluation and the results. Section 9.5 finalizes this chapter.

9.2 ConsEx Architecture

The input to ConsEx consists of the database parameters, like database name, ip (for remote connections), user and password; FO queries; ICs; and the options of the methodology selected by the user to evaluate the query, i.e. the MS technique.
or the methodology that generates programs for the relevant predicates to compute queries. From now on, the latter methodology will be referenced as the RP (for relevant predicates) methodology.

We will use the example below (which is a variation of Example 5.1) to describe the architecture of ConsEx.

**Example 9.1** Consider the database schema $\Sigma = \{S(ID), Q(ID), R(ID), T(ID), W(ID)\}$, database instance $D = \{S(a), T(a), S(b), Q(b), R(b)\}$, a set $IC$ with $\forall x (S(x) \rightarrow Q(x)), \forall x (Q(x) \rightarrow R(x))$ and $\forall x (T(x) \rightarrow W(x))$.

$D$ is inconsistent wrt $IC$, because tuples $S(a), T(a)$ belong to $D$, but $Q(a), W(a)$ are not in $D$. There are four repairs:

1. $\{T(a), W(a), S(a), S(b), Q(b), R(b), Q(a), R(a)\}$
2. $\{S(a), S(b), Q(b), R(b), Q(a), R(a)\}$
3. $\{T(a), W(a), S(b), Q(b), R(b)\}$
4. $\{S(b), Q(b), R(b)\}$

For query $Q$: $\text{Ans}(x) \leftarrow S(x)$ the consistent answer is $(b)$. □

Figure 9.1 shows the architecture of ConsEx.

The database parameters are received by the Database Connection module, which gets connected with the database instance.

The Query Processing module is the central module in ConsEx. It coordinates all the tasks that are needed to compute the consistent answers to queries. This module receives the F0 queries, the ICs, and the options of the methodology selected by the user to evaluate the queries. In order to compute consistent answers, this module interacts with other modules which perform specific tasks.
The sequence of tasks performed by the Query Processing module are:

(1) Syntax checking. It checks that queries are syntactically correct. ConsEx supports any FO query expressed as a DLV sentence [61]. Also, ConsEx supports SQL queries that are conjunction of atoms, but not disjunctive SQL queries.

Query \( \text{Ans}(x) \leftarrow S(x) \) in Example 9.1 is correct, i.e. it is a well-written sentence. Also, it queries predicates \( S \) which is a valid database relation.

(2) Translation of queries. It translates the FO queries into logic program (cf. Chapter 2). Likewise, if the query is a SQL query, it is first translated into an equivalent Datalog program [64], and then into a logic program.

For query \( \text{Ans}(x) \leftarrow S(x) \), the query program \( \Pi(Q) \) contains rule:

\[
\text{Ans}(x) \leftarrow S(x, t^{**}).
\]
(3) Generation of the dependency graph. It calls to the *Dependency Graph Construction* module with the set of ICs, which generates the dependency graph (cf. Definition 2.1). This graph is used later to identify the relevant predicates to compute queries, and also to generate the program constraints for repair programs.

Figure 9.2 shows the dependency graph $G(IC)$ for the ICs in Example 9.1.

![Dependency Graph](image)

Figure 9.2: Dependency Graph $G(IC)$ for Example 9.1

(4) Identification of relevant predicates. It calls to the *Relevant Predicates Identification* module with the query and the dependency graph. This module identifies the relevant predicates to compute the query, which is achieved by examining the interaction between predicates in the dependency graph, and the query predicates, i.e. those database predicates in the query (cf. Section 5.4).

For query $Ans(x) \leftarrow S(x)$ and dependency graph $G(IC)$, the relevant predicates are $S, Q, R$.

The identification of the relevant predicates is important to determine if the query can be answered directly on the database. This is done next in the *Query Processing* module.

(5) Direct computation of queries. The *Query Processing* module also checks if the query can be computed directly in the database instance, without generating any repair program. In order to do that, it calls to the *Consistency Checking* module with the query, and the dependency graph restricted to the predicates (nodes) that are relevant to compute the query.

Figure 9.3 shows the dependency graph restricted to the relevant predicates to...
compute query \( \text{Ans}(x) \leftarrow S(x) \).

\[ S \xrightarrow{} Q \xrightarrow{} R \]

Figure 9.3: Dependency Graph \( G(IC) \) Restricted to the Relevant Predicates

The Consistency Checking module detects if the database instance violates the ICs involving predicates that are relevant to compute the query. In order to do that, it generated an ah-doc SQL query, for each relevant IC, that checks the satisfiability of the IC in the database. If the database is consistent wrt the relevant ICs, then the query can be answered directly by the DBMS; otherwise the repair program has to be generated.

The relevant ICs for query \( \text{Ans}(x) \leftarrow S(x) \) are:

- \( \forall x(S(x) \rightarrow Q(x)) \).
- \( \forall x(Q(x) \rightarrow R(x)) \).

The Consistency Checking module generates the following SQL queries \( Q_1 \) and \( Q_2 \) to check, respectively, consistency of the relevant ICs:

```sql
SELECT S.ID
FROM S
WHERE S.ID NOT IN (SELECT S.ID
                    FROM S, Q
                    WHERE S.ID = Q.ID)
```

Since the evaluation of \( Q_1 \) in the database instance \( D \) returns tuple \((a)\), \( D \) does not satisfy the IC \( \forall x(S(x) \rightarrow Q(x)) \). As a consequence, the query \( \text{Ans}(x) \leftarrow S(x) \) cannot be answered directly in the database, and the repair program has to be generated.
Notice that in absence of atom $S(a)$, the database instance is consistent wrt the relevant ICs, and query $Ans(x) \leftarrow S(x)$ can be answered directly in the database. In this case, the Consistency Checking module will generate the SQL query:

"SELECT ID FROM $S$",

which is evaluated directly in the database instance and retrieves the consistent answers to $Q$.

(6) Checking RIC-acyclic property. If the database is inconsistent wrt the relevant ICs to compute the query, then the repair program has to be generated. Therefore, it is necessary to check if the set of ICs is RIC-acyclic. In order to do that, the Query Processing module calls to the RIC-acyclic Checking module, which checks if the ICs are RIC-acyclic.

The RIC-acyclic Checking module receives the dependency graph $G(IC)$, generates the contracted dependency graph (cf. Definition 2.2), and checks if there are cycles in it. If the contracted dependency graph has cycles, then the set of ICs is not RIC-acyclic.

Figure 9.4 shows the contracted dependency graph for $G(IC)$.

\[ S, Q, R \quad T, W \]

Figure 9.4: Contracted Dependency Graph $G^{C}(IC)$ for Example 9.1

Since there are no loops in $G^{C}(IC)$, the set $IC$ in Example 9.1 is RIC-acyclic.

This property has to be checked since the specification of repair programs implemented in the system works for RIC-acyclic sets of UICs, RICs, and NNCs. If the set of ICs is non-RIC-acyclic, the generation of repair programs is avoided, and a
warning message is sent to the user.

(7) Evaluation of queries by using MS. If the user selects MS to compute the query, the Query Processing module first calls to the Repair Program Construction module, with the set of ICs, which generates the repair program (cf. Definition 4.2).

Repair programs are constructed “on the fly”, that is, all the annotations that appear in the programs are generated by the system, and the database is not affected. Also, database facts are not imported into the ConsEx system. Instead, suitable sentences to import data are added to a repair program. As an illustration, for the database instance $D$ in Example 9.1, the repair program will contain sentences of the form:

$$\#\text{import}(dbName, "dbUser", "dbPass", "SELECT DISTINCT * FROM P", P)$$ (9.1)

where $dbName$ is the database name, $dbUser$ is the database user, and $dbPass$ is the user password. The SQL statement collects the tuples stored in relation $P$. Note that by using “DISTINCT” in the query, we do not import multiples copies of a same tuple stored in relation $P$. The last parameter is the name of the predicate that will contain, in the repair program, the tuples retrieved from relation $P$.

As a result, when the program is evaluated in the DLV system, the database facts are imported directly to the reasoning system.

Program 9.1 is the repair program generated by the Repair Program Construction module, for the database instance and ICs in Example 9.1. We assume the following parameters:

- Database name: $test$.

- Database user and password: $user01$. 
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Program 9.1

# import(test, "user01", "user01", "SELECT DISTINCT * FROM S", S)
# import(test, "user01", "user01", "SELECT DISTINCT * FROM Q", Q)
# import(test, "user01", "user01", "SELECT DISTINCT * FROM R", R)
# import(test, "user01", "user01", "SELECT DISTINCT * FROM T", T)
# import(test, "user01", "user01", "SELECT DISTINCT * FROM W", W)

S.(x, f_a) ∨ Q.(x, t_a) ← S.(x, t*), Q.(x, f_a), x ≠ null.
S.(x, f_a) ∨ Q.(x, t_a) ← S.(x, t*), not Q(x), x ≠ null.
Q.(x, f_a) ∨ R.(x, t_a) ← Q.(x, t*), R.(x, f_a), x ≠ null.
Q.(x, f_a) ∨ R.(x, t_a) ← Q.(x, t*), not R(x), x ≠ null.
T.(x, f_a) ∨ W.(x, t_a) ← T.(x, t*), W.(x, f_a), x ≠ null.
T.(x, f_a) ∨ W.(x, t_a) ← T.(x, t*), not W(x), x ≠ null.
S.(x, t*) ← S.(x, t_a).
S.(x, t*) ← S(x).
S.(x, t**) ← S.(x, t*), not S.(x, f_a).
← Q.(x, t_a), Q.(x, f_a).

(Similarly for Q, R, T and W)

Repair programs are stored for later computations. This is possible since repair programs depend on the ICs and database relations, but not on queries. Therefore, repair programs do not need to be generated every time a query is processed. In fact, they are re-generated only when the ICs or the data schema are modified.

After the repair program is generated, the Query Processing module calls to the MS Rewriting module with the query and repair programs. The latter module generates the MS rewritten program (cf. Chapter 5).

Program 9.2 is the magic program generated by the MS Rewriting module, for the repair program in 9.1 and the query program Ans(x) ← S.(x, t**).
Program 9.2

```c
import(test, "user01", "user01", "SELECT DISTINCT * FROM S", S)
import(test, "user01", "user01", "SELECT DISTINCT * FROM Q", Q)
import(test, "user01", "user01", "SELECT DISTINCT * FROM R", R)
```

```c
Ans(x) ← magic.Ans^f^, S(x, t**).
S(x, f_a) ∨ Q(x, t_a) ← magic.S^fb(f_a), magic.Q^fb(t_a), S(x, t^*), Q(x, f_a), x ≠ null.
S(x, f_a) ∨ Q(x, t_a) ← magic.S^fb(f_a), magic.Q^fb(t_a), S(x, t^*), not Q(x), x ≠ null.
Q(x, f_a) ∨ R(x, t_a) ← magic.Q^fb(f_a), magic.R^fb(t_a), Q(x, t^*), R(x, f_a), x ≠ null.
Q(x, f_a) ∨ R(x, t_a) ← magic.Q^fb(f_a), magic.R^fb(t_a), Q(x, t^*), not R(x), x ≠ null.
S(x, t^*) ← magic.S^fb(t^*), S(x, t_a).  S(x, t^*) ← magic.S^fb(t^*), S(x).
Q(x, t^*) ← magic.Q^fb(t^*), Q(x, t_a).  Q(x, t^*) ← magic.Q^fb(t^*), Q(x).
R(x, t^*) ← magic.R^fb(t^*), R(x, t_a).  R(x, t^*) ← magic.R^fb(t^*), R(x).
S(x, t**) ← magic.S^fb(t**), S(x, t^*), not S(x, f_a).
Q(x, t**) ← magic.Q^fb(t**), Q(x, t^*), not Q(x, f_a).
R(x, t**) ← magic.R^fb(t**), R(x, t^*), not R(x, f_a).
```

```c
magic.S^fb(t**) ← magic.Ans^f^.
magic.Q^fb(f_a) ← magic.Q^fb(t**).
magic.Q^fb(t_a) ← magic.S^fb(f_a).
magic.Q^fb(t^*) ← magic.S^fb(f_a).
magic.Q^fb(f_a) ← magic.S^fb(t_a).
magic.S^fb(t*) ← magic.Q^fb(t_a).
magic.Q^fb(t_a) ← magic.S^fb(t_a).
magic.S^fb(t_a) ← magic.S^fb(t*).
magic.Q^fb(t_a) ← magic.Q^fb(t*).
magic.S^fb(t*) ← magic.S^fb(t**).
magic.S^fb(f_a) ← magic.S^fb(t**).
magic.Q^fb(t*) ← magic.Q^fb(t**).
magic.Q^fb(t**) ← magic.Ans^f^.
← Q(x, t_a), Q(x, f_a).
```
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Notice that in Program 9.2 only the relevant portion of the database is imported to DLV. This is, only tuples for relations $S$, $Q$ and $R$, which are the relevant predicates to compute the query, are imported to DLV. Moreover, since there are no constants in the query, all the magic atoms appear with annotation "fb" in the MS program. For instance, in the modified rule:

$$S(x, f_a) \lor Q(x, t_a) \leftarrow magic.S_{fb}(f_a), magic.Q_{fb}(t_a), S(x, t^*), Q(x, f_a), x \neq \text{null},$$

the magic atom $magic.S_{fb}(f_a)$ establishes that the first attribute of "$S$" is free, and the second, which corresponds to the constant $f_a$ is bound. Therefore, the import sentence for predicate $S$ imports all the tuples from relation $S$. This also happens for the relevant predicates $Q$ and $R$.

For a ground (or partially-ground) query like $Ans \leftarrow S(b)$, the MS program would import a more reduced amount of tuples. This is because the constants in the query would be used to restrict the tuples involve in the computation of the query (cf. Chapter 5). As an illustration, for query $Ans \leftarrow S(b)$, again the relevant predicates to compute the query are $S$, $Q$ and $R$, which share the attribute $ID$. Since the query asks for a specific value in the attribute $ID$, the corresponding MS program will push-down the constant "b" into the rules containing predicates $S$, $Q$, and $R$. Then, the following import sentences will be generated in the MS program (assuming the same database parameters):

- \#import(test, "user01", "user01", "SELECT DISTINCT * FROM S WHERE ID = 'b', S")

- \#import(test, "user01", "user01", "SELECT DISTINCT * FROM Q WHERE ID = 'b', Q")
In Section 9.4 we present more examples of ground (and partially-ground) conjunctive queries, and also we show that the selection of tuples performed by MS has a direct relation with the good performance of MS to evaluate queries.

After creating the MS rewritten program, the Query Processing module sends it to DLV where it is evaluated. It is important to remark that DLV will import the database facts directly from the database instance. In this way, facts are never bringing to the main memory, and the flow of data between the ConsEx system and the database is reduced.

DLV returns the query answers to the Answer Collection module. This module, collect answers, performs any formatting needed, and constructs a final answer to be returned to the user. For the Program 9.2, DLV returns \( (b) \) as the consistent answer to the query. This answer is sent to the Answer Collection module, which constructs the final answer:

\[
\begin{align*}
\text{ID} & \\
\vdash & \\
\emptyset & \\
b &
\end{align*}
\]

which is displayed in the user interface.

(8) Evaluation of queries by using the RP methodology. If the user selects the RP methodology instead of MS, the Query Processing module calls to the Repair Program Construction module with the relevant predicates to compute the query. In this manner, the repair program is generated for the relevant predicates, only (cf. Section 5.4).
Program 9.3 is the repair program for predicates $S, Q, R$, which are the relevant predicates to compute query $\text{Ans}(x) \leftarrow S(x, t^*)$. 

**Program 9.3**

```
# import (test, "user01", "user01", "SELECT DISTINCT * FROM S", S)
# import (test, "user01", "user01", "SELECT DISTINCT * FROM Q", Q)
# import (test, "user01", "user01", "SELECT DISTINCT * FROM R", R)
S(x, t_a) \lor Q(x, t_a) \leftarrow S(x, t^*), Q(x, t_a), x \neq \text{null}.
S(x, t_a) \lor Q(x, t_a) \leftarrow S(x, t^*), \text{not } Q(x), x \neq \text{null}.
Q(x, t_a) \lor R(x, t_a) \leftarrow Q(x, t^*), R(x, t_a), x \neq \text{null}.
Q(x, t_a) \lor R(x, t_a) \leftarrow Q(x, t^*), \text{not } R(x), x \neq \text{null}.
S(x, t^*) \leftarrow S(x, t_a).
S(x, t^*) \leftarrow S(x).
S(x, t^{**}) \leftarrow S(x, t^*), \text{not } S(x, t_a).
\leftarrow Q(x, t_a), Q(x, t_a).
```

(Similarly for $Q$ and $R$)

The *Query Processing* module sends the new repair program together with the query program to DLV, which returns the consistent answer (b) to the *Answer Collection* module. The latter constructs the final answer, which is displayed in the user interface.

In the next section we present the user interface of the system.

### 9.3 Graphical User Interface

Figure 9.5 is the connection screen in *ConsEx*. It receives the database parameters, i.e. the database name, ip (for remote connections), user, and password. In this manner, *ConsEx* gets connected with the database instance.
When the system is connected to the database, the main menu in Figure 9.6 is displayed. The main menu consists of five options.

The first option is "DB Edition", which allows the edition of the data stored in the database. Here, the user can add new relations, and tuples; eliminate relations and tuples; and update relations. Figure 9.7 shows information about the database instance in Example 9.1.

The second option in ConsEx is "Integrity Constraints". Here the user can list,
add and eliminate integrity constraints (ConsEx supports UICs, RICs, and NNCs).

Figure 9.8 shows the ICs in Example 9.1.2

We can see that the system allows to check if a specific IC is satisfied by the database instance. In Figure 9.8 the button “Check” besides every IC performs the checking of the corresponding IC.

The third option in ConsEx is “Queries”. Here, the user can list and add new

---

2In ConsEx, ICs and queries (but not SQL queries) are written as DLV sentences, then it uses symbol “: −” instead of symbol “←”.

---
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queries. Also, there is an option to evaluate queries directly on the database, which will be allowed only if the database satisfy the relevant ICs to compute the query. Figure 9.9 shows the query program for query $\text{Ans}(x) \leftarrow S(x)$ in Example 9.1.

![Figure 9.9: Query in Example 9.1](image)

It is not possible a direct evaluation of the query. Database is inconsistent with respect to the relevant ICs.

![Figure 9.10: Warning Message for the Query in Example 9.1](image)

If the user wants to evaluate the query $\text{Ans}(x) \leftarrow S(x)$ directly in the database, the system will send the warning message in Figure 9.10. This is because, since the database is inconsistent wrt the relevant ICs (cf. Example 9.1), the query cannot be answered directly in the database, and the repair program has to be generated.
The four option in the system is “Evaluate Query”. Here, the system allows to evaluate queries using the MS or the RP methodologies. Also, and just for experimental purposes, the system allows the straightforward evaluation of the query and repair programs. As an illustration, Figure 9.11 shows the consistent answer for query \( \text{Ans}(x) \leftarrow S(x) \) in Example 9.1 obtained with the MS methodology.

![Figure 9.11: Consistent Answer for the Query in Example 9.1](image)

The last option in ConsEx is “Repair Program” which lists the repair program, the MS rewritten program, and the repair program generated by RP. Also, it permits to display the stable models of the repair program. Figure 9.12 displays the stable

![Figure 9.12: Stable Models for the Repair Program in Program 9.1](image)
models of the repair program in Program 9.1.

9.4 Experimental Evaluation

In this section we analyze the results of the experiments we performed to quantify the gain, in terms of the execution time of queries, of the methods implemented in ConsEx.

9.4.1 Experimental Setup

The experiments were performed on a Intel Pentium 4 PC, processor of 3.00 Ghz, 512 MB of RAM, and with Linux distribution UBUNTU 6.0. The database instances were stored on DB2 Universal Database Server Edition, version 8.2 for Linux platforms. All the programs were run in the DLV prototype for Linux distribution released on Jan 12, 2006.

For the experiments we use database instances $D_1$ and $D_2$ for an airport system, with database schema composed by the following relations:

- **Passenger** ($PID, PNAME, PHONE$). It stores the ID, name and phone number of passengers.

- **Luggage** ($TAG, WEIGHT$). It stores the tag number, and weight of luggages.

- **Planetype** ($TID, TNAME, MAXPASS, MAXLUGGWEIGHT$). It stores the ID, name, maximum of passengers and weight of plane types.

- **Plane** ($PID, TYPE$). It stores the ID, and plane type of planes.

- **Inspection** ($IID, DATE, TIME, PID, STATUS$). It stores the ID, date, time, plane ID, and status of inspections performed to planes.
• **Flight**(FNUM, DEPART, ARR, DATE, ORIGIN, DESTINATION, GATE, ASEATS, PID). It stores the number, departure and arrival times, date, cities of origin and destination, gate, available seats, and plane ID of flights.

• **Flying**(PID, TAG, FNUM). It stores passenger IDs, tags and flight numbers.

• **Booking**(BID, PID, FNUM, SNUMBER). It stores booking IDs, passengers IDs, flights and seats numbers.

The set IC of ICs is:

1. \( \forall x y z s w ( \text{Passenger}(x, y, z) \land \text{Passenger}(x, s, w) \rightarrow y = s) \)

2. \( \forall x y z s w ( \text{Passenger}(x, y, z) \land \text{Passenger}(x, s, w) \rightarrow z = w) \)

3. \( \forall x y z ( \text{Luggage}(x, y) \land \text{Luggage}(x, z) \rightarrow y = z) \)

4. \( \forall x y z w s m u ( \text{Planetype}(x, y, z, w) \land \text{Planetype}(x, s, m, u) \rightarrow y = s) \)

5. \( \forall x y z w s m u ( \text{Planetype}(x, y, z, w) \land \text{Planetype}(x, s, m, u) \rightarrow z = m) \)

6. \( \forall x y z w s m u ( \text{Planetype}(x, y, z, w) \land \text{Planetype}(x, s, m, u) \rightarrow w = u) \)

7. \( \forall x y z ( \text{Plane}(x, y) \land \text{Plane}(x, z) \rightarrow y = z) \)

8. \( \forall x y z w s ( \text{Booking}(x, y, z, w) \land \text{Booking}(x, y, z, s) \rightarrow w = s) \)

9. \( \forall x y z w s m u ( \text{Inspection}(x, y, z, w, s) \land \text{Inspection}(x, m, u, r, t) \rightarrow y = m) \)

10. \( \forall x_0 x_1 x_2 x_3 x_4 x_5 x_6 x_7 x_8 x_{10} x_{11} x_{12} x_{13} x_{14} x_{15} x_{16} x_{17} ( \text{Flight}(x_0, x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_8) \land \text{Flight}(x_0, x_{10}, x_{11}, x_{12}, x_{13}, x_{14}, x_{15}, x_{16}, x_{17}) \rightarrow x_1 = x_{10}) \)

11. \( \forall x z ( \text{Plane}(z, x) \rightarrow \exists y w ( \text{Planetype}(x, y, u, w)) \)
12. $\forall xyzws(\text{Inspection}(x, y, z, w, s) \rightarrow \exists u(\text{Plane}(w, u)))$

13. $\forall x0x1x2x3x4x5x6x7x8(\text{Flight}(x0, x1, x2, x3, x4, x5, x6, x7, x8) \rightarrow \exists z \text{Plane}(x8, z))$

ICs 1 – 8 specify the primary keys for relations Passenger, Luggage, Planetype, Plane, and Booking. ICs 9 – 10 are FDs over relations Inspection and Flight. ICs 11 – 13 are RICs.

Figure 9.13 is the dependency graph $G(\text{IC})$ for the set of ICs.

![Dependency Graph](image)

Figure 9.13: Dependency Graph $G(\text{IC})$ for the ICs in the Experimental Database

Assuming the database name airport, and database user and password $\text{db2inst2}$, the repair program for the database instance $D_1$ (also $D_2$) contains the rules in Program 9.4.

Program 9.4

```plaintext
# import(airport, "db2inst2", "db2inst2",
"SELECT DISTINCT*
FROM Passenger", Passenger).
Passenger.(x, y, z, t*) ← Passenger.(x, y, z, ta).
Passenger.(x, y, z, t*) ← Passenger(x, y, z).
Passenger.(x, y, z, t**) ← Passenger(x, y, z, t*),
not Passenger.(x, y, z, fa).
```

(For each relation in $D_1$)

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Passenger.(x, y, z, f_a) ∨ Passenger.(x, s, w, f_a) ← Passenger.(x, y, z, t^*),

Passenger.(x, s, w, t^*), y \neq s, x \neq null, s \neq null, y \neq null.

Passenger.(x, y, z, f_a) ∨ Passenger.(x, s, w, f_a) ← Passenger.(x, y, z, t^*),

Passenger.(x, s, w, t^*), z \neq w, x \neq null, w \neq null, z \neq null.

Luggage.(x, y, f_a) ∨ Luggage.(x, z, f_a) ← Luggage.(x, y, t^*),

Luggage.(x, z, t^*), y \neq z, x \neq null, z \neq null, y \neq null.

Planetype.(x, y, z, w, f_a) ∨ Planetype.(x, s, m, u, f_a) ← Planetype.(x, y, z, w, t^*),

Planetype.(x, s, m, u, t^*), y \neq s, x \neq null, s \neq null, y \neq null.

Planetype.(x, y, z, w, f_a) ∨ Planetype.(x, s, m, u, f_a) ← Planetype.(x, y, z, w, t^*),

Planetype.(x, s, m, u, t^*), z \neq m, x \neq null, m \neq null, z \neq null.

Planetype.(x, y, z, w, f_a) ∨ Planetype.(x, s, m, u, f_a) ← Planetype.(x, y, z, w, t^*),

Planetype.(x, s, m, u, t^*), w \neq u, x \neq null, u \neq null, w \neq null.

Plane.(x, y, f_a) ∨ Plane.(x, z, f_a) ← Plane.(x, y, t^*), Plane.(x, z, t^*),

y \neq z, x \neq null, z \neq null, y \neq null.

Booking.(x, y, z, w, f_a) ∨ Booking.(x, y, z, s, f_a) ← Booking.(x, y, z, w, t^*),

Booking.(x, y, z, s, t^*), w \neq s, x \neq null, s \neq null, w \neq null.

Inspection.(x, y, z, w, s, f_a) ∨ Inspection.(x, m, u, r, t, f_a) ← Inspection.(x, y, z, w, s, t^*),

Inspection.(x, m, u, r, t, t^*), y \neq m, x \neq null, m \neq null, y \neq null.

Flight.(x_0, x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_8, f_a) ∨

Flight.(x_0, x_10, x_11, x_12, x_13, x_14, x_15, x_16, x_17, f_a) ←

Flight.(x_0, x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_8, t^*), Flight.(x_0, x_10, x_11, x_12, x_13, x_14, x_15, x_16, x_17, t^*), x_1 \neq x_10, x_0 \neq null, x_10 \neq null.

Plane.(z, x, f_a) ∨ Planetype.(x, null, null, null, t_a) ← Plane.(z, x, t^*), not auxL(x),

x \neq null.

auxL(x) ← Planetype.(x, y, U, w, t^*), not Planetype.(x, y, u, w, f_a), x \neq null, y \neq null.

auxL(x) ← Planetype.(x, y, u, w, t^*), not Planetype.(x, y, u, w, f_a), x \neq null, u \neq null.
We can notice that the repair program will import the whole database to DLV to evaluate programs. Instead, the MS and the RP methodologies generate programs that will import only a subset of the relations in the database. We illustrate this below.

For evaluation purposes we consider the following three conjunctive queries:

1. \( \text{Ans}(x, y, z) \leftarrow \text{Plane}(x, y), \text{Planetype}(y, w, z, s) \), i.e. a conjunctive query with projection, but without constants, that asks for the id, type, and maximum capacity of passengers of planes.

2. \( \text{Ans}(x, y) \leftarrow \text{Passenger}(1, w, v), \text{Flying}(1, y, x) \), i.e. a partially-ground conjunctive query with projections, that asks for the flight, and tag numbers for passenger with \( \text{PID} \) equals to 1.

3. \( \text{Ans} \leftarrow \text{Passenger}(1, \text{smith}, 1) \), i.e. a boolean (or ground) conjunctive query.

For query \( \text{Ans}(x, y, z) \leftarrow \text{Plane}(x, y), \text{Planetype}(y, w, z, s) \), the programs generated by the MS and the RP methodologies contain import sentences for predicates \( \text{Plane}, \text{Planetype}, \text{Flight}, \) and \( \text{Inspection} \), only. This is because those are the relevant
predicates to compute the query (cf. Dependency Graph in Figure 9.13). Therefore, DLV will import only the tuples stored in the relations that are relevant to compute the query, but not the whole set of relations.

For query \( \text{Ans}(x, y) \leftarrow \text{Passenger}(1, w, v), \text{Flying}(1, y, x) \), the programs generated by RP and MS contain import sentences for predicates \text{Passenger} and \text{Flying}, only. Nevertheless, the MS program will import a more reduced amount of tuples, than the repair program generated by the RP methodology.

Program 9.5 is the MS program (without the import sentences) for the partially-ground query \( \text{Ans}(x, y) \leftarrow \text{Passenger}(1, w, v), \text{Flying}(1, y, x) \).

Program 9.5

\[
\text{Ans}(x) \leftarrow \text{magic.Ans}^f, \text{Passenger}(1, w, v, t^*), \text{Flying}(1, y, x, t^*).
\]

\[
\text{Flying}(x_0, x_1, x_2, t^*) \leftarrow \text{magic.Flying}^{bfb}(x_0, t^*), \text{Flying}(x_0, x_1, x_2, t_\alpha).
\]

\[
\text{Flying}(x_0, x_1, x_2, t^*) \leftarrow \text{magic.Flying}^{bfb}(x_0, t^*), \text{Flying}(x_0, x_1, x_2),
\]

\[
\text{not Flying}(x_0, x_1, x_2, f_\alpha).
\]

\[
\text{Passenger}(x_0, x_1, x_2, t^*) \leftarrow \text{magic.Passenger}^{bfb}(x_0, t^*), \text{Passenger}(x_0, x_1, x_2, t_\alpha).
\]

\[
\text{Passenger}(x_0, x_1, x_2, t^*) \leftarrow \text{magic.Passenger}^{bfb}(x_0, t^*), \text{Passenger}(x_0, x_1, x_2).
\]

\[
\text{Passenger}(x_0, x_1, x_2, t^*) \leftarrow \text{magic.Passenger}^{bfb}(x_0, t^*), \text{Passenger}(x_0, x_1, x_2, t^*),
\]

\[
\text{not Passenger}(x_0, x_1, x_2, f_\alpha).
\]

\[
\text{Passenger}(x, y, w, f_\alpha) \lor \text{Passenger}(x, z, t, f_\alpha) \leftarrow \text{magic.Passenger}^{bfb}(x, f_\alpha),
\]

\[
\text{Passenger}^{bfb}(x, f_\alpha), \text{Passenger}(x, y, w, t^*), \text{Passenger}(x, z, t, t^*),
\]

\[
y \neq z, x \neq \text{null}, z \neq \text{null}, y \neq \text{null}.
\]

\[
\text{Passenger}(x, y, w, f_\alpha) \lor \text{Passenger}(x, z, s, f_\alpha) \leftarrow \text{magic.Passenger}^{bfb}(x, f_\alpha),
\]

\[
\text{Passenger}^{bfb}(x, f_\alpha), \text{Passenger}(x, y, w, t^*), \text{Passenger}(x, z, s, t^*),
\]

\[
w \neq s, x \neq \text{null}, s \neq \text{null}, w \neq \text{null}.
\]

\[
\text{magic.Passenger}^{bfb}(1, t^*) \leftarrow \text{magic.Ans}^f.
\]
We can see that the rules in the MS program involving database atoms are:

\[
\text{Flying}(x_0, x_1, x_2, t^*) \leftarrow \text{magic.Flying}^{bf}(x_0, t^*), \text{Flying}(x_0, x_1, x_2).
\]

\[
\text{Passenger}(x_0, x_1, x_2, t^*) \leftarrow \text{magic.Passenger}^{bf}(x_0, t^*), \text{Passenger}(x_0, x_1, x_2).
\]

In particular, for the first rule, in order to generate the atom \(\text{Flying}(x_0, x_1, x_2, t^*)\) in the program, a database fact of the form \(\text{Flying}(\bar{e})\) has to be true in the database, and the magic atom \(\text{magic.Flying}^{bf}(x_0, t^*)\) has to be true in the program. This magic atom says that the first argument, i.e. variable \(x_0\), is bound in the predicate \(\text{Flying}\) (also the last argument, which is the constant \(t^*\)). This means that in the evaluation of the MS program, only a subset of the tuples from relation \(\text{Flying}\) will be used in the computation of the program. Those, that in the first attribute have the value taken by variable \(x_0\) in the magic atom \(\text{magic.Flying}^{bf}(x_0, t^*)\). This magic
atom is generated by the rule:

\[ \text{magic\_Flying}^{bfb}(x_0, t^*) \leftarrow \text{magic\_Flying}^{bfb}(x_0, t^{**}). \]

The atom \( \text{magic\_Flying}^{bfb}(x_0, t^{**}) \) is generated by the rule:

\[ \text{magic\_Passenger}^{bfb}(1, t^{**}) \leftarrow \text{magic\_Ans}. \]

Therefore, since the magic seed atom \( \text{magic\_Ans} \) is true in the program (cf. Chapter 5), the variable \( x_0 \) will take the value 1.

The same analysis can be done for relation \textit{Passenger}. For this relation, also the tuples with value 1 in the first attribute will be used in the computation of the MS program. This attribute is \textit{PID} in both relations. Therefore, the import sentences in the MS program are:

\[ \#\text{import}(\text{airport}, \text{"db2inst2"}, \text{"db2inst2"}, \text{"SELECT DISTINCT * FROM Passenger WHERE PID = 1"}, \text{Passenger}). \]

\[ \#\text{import}(\text{airport}, \text{"db2inst2"}, \text{"db2inst2"}, \text{"SELECT DISTINCT * FROM Flying WHERE PID = 1"}, \text{Flying}). \quad (9.2) \]

While the import sentences in the repair program generated by the RP methodology are:

\[ \#\text{import}(\text{airport}, \text{"db2inst2"}, \text{"db2inst2"}, \text{"SELECT DISTINCT * FROM Passenger"}, \text{Passenger}). \]
For query $Ans \leftarrow Passenger(1, smith, 1)$, both programs generated by MS and RP contain only an import sentence for relation Passenger. However, the MS program will import the tuples of Passenger that have PID equals to 1, or PNAME equals to smith, or PHONE equals to 1. Because MS will push-down these constants into the rules for the predicate Passenger in the MS program. The import sentence in the MS program is:

\[
\#\text{import}(\text{airport}, \"db2inst2\", \"db2inst2\", \"SELECT DISTINCT * FROM Passenger WHERE PID = 1 OR PNAME = 'smith' OR PHONE = 1\", \text{Passenger}).
\]

The queries were evaluated on database instances $D_1$ and $D_2$ with 3200, and 6400 tuples, respectively. Each database had $n$ inconsistent tuples wrt the primary keys of relations Passenger, Plane, and Flight. We considered values for $n$ in the range of 20-400. Also, the inconsistent tuples in relation Flight violated the RIC $\forall x0x1x2x3x4x5x6x7x8 (\text{Flight}(x0,x1,x2,x3,x4,x5,x6,x7,x8) \rightarrow \exists z \text{Plane}(x8,z))$, and the inconsistent tuples in relation Plane violated the RIC $\forall zx (\text{Plane}(z,x) \rightarrow \exists yuw (\text{Planetype}(x,y,u,w)))$.

### 9.4.2 Experimental Results

Figures 9.14, 9.15, and 9.17 show the execution times of the three queries on database instances $D_1$ and $D_2$, respectively. In the charts, $R\&Q$ denotes the straightforward evaluation of programs.

Figure 9.14 shows the running time for the conjunctive query $Ans(x,y,z) \leftarrow$
Plane(x, y), Planetype(y, v, z, s). First, we can see that the optimized methodologies in ConsEx are faster to compute answers than the straightforward evaluation of programs. As an illustration, for \( n = 200 \) the MS and the RP methodologies return answers in less than ten seconds, while the straightforward evaluation of programs returns answers after one minute (in both database instances).

![Figure 9.14: Running Time for the Conjunctive Query with Projections](image)

Second, we can see that the execution times of the MS methodology are almost invariant, while the execution times of the RP methodology grow-up when the database contains more inconsistent tuples. For instance, for \( n \) greater than 200 the execution times of RP start growing up considerably. Notice also that for \( n \) less that 200 the RP methodology returns answers a bit faster than MS. This happen because the instantiation of the MS program takes more time in DLV, than the instantiation of the program generated by the RP methodology. This is because the MS program has more rules than the RP program (cf. Chapter 5). The instantiation time is almost invariant for the MS program, but for \( n \) less than 200 it is greater than the time needed by the program generated by the RP methodology. As a consequence, for \( n \) less than 200 RP returns answers faster than MS. However, since MS performs a partial computation of the stable models, and simulates a top-down evaluation of
queries, the time that MS spends in the computation of queries is slower than the
time consumed by the RP methodology, which does not perform any of those addi­tional optimizations. This is more notice for \( n \) greater than 200. In particular, when
\( n = 400 \) MS returns answers in less than ten seconds (in both database instances),
while RP returns answers after one minute.

Moreover, the scalability of the optimized methods to compute consistent answers is good. As an illustration, the database instance \( D_2 \) doubles the amount of tuples in
database instance \( D_1 \), and MS still returns consistent answers in less than ten seconds.

Figure 9.15 shows the execution time for the partially-ground query \( \text{Ans}(x, y) \leftarrow \text{Passenger}(1, w, v), \text{Flying}(1, y, x) \).

![Figure 9.15: Running Time for the Partially-Ground Conjunctive Query](image)

We can see that, as expected, MS is much better to compute the partially-ground
conjunctive query than the other methods (in both database instances). This happens
because, since the query has constants, less tuples are imported to DLV and, as an
immediate consequence the instantiation of the MS program is reduced. Moreover,
MS pushes-down the query constants and the query is evaluated in a simulated top-
down way, which produces a better performance.

Moreover, for this query the difference between the MS and the RP methodology
is more considerable in both database instances. As an illustration, in Figure 9.14, in both database instances, the MS curve intersects the RP curve at (more less) $n = 200$, but in Figure 9.15 this happens before, when $n = 100$ (more less). After that point, the execution times of the RP methodology grow-up considerably.

MS produces gain in the execution times of partially-ground queries even if the constants in the query are not considered when importing relations to DLV. For instance, if for query $\text{Ans}(x, y) \leftarrow \text{Passenger}(1, w, v), \text{Flying}(1, y, x)$ we use the import sentences in 9.3 instead of the import sentences in 9.2, MS still has a good performance computing the query. We proved it in the largest database instance $D_2$. Figure 9.16 shows the execution times for the partially-ground conjunctive query computed with the MS program with the import sentences in 9.3 (MS in the chart), and the import sentences in 9.2 (MS-NF in the chart).

![Figure 9.16: Running Times of MS](image)

Figure 9.17 shows the execution time for query $\text{Ans} \leftarrow \text{Passenger}(1, \text{smith}, 1)$. Here, we can appreciate that, as expected, the methods implemented in ConsEx are faster to compute answers than the direct evaluation of programs. Moreover, MS returns answers faster than the RP methodology, but the difference in the running times of MS and RP is not considerable. Also, the scalability of the methods is good,
since the running times of both methods are very similar in the database instance $D_2$, which has the double of tuples of $D_1$.

Figure 9.17: Running Time for the Boolean Query

Given the experimental results, we conclude that any of the methods implemented in ConsEx is faster to compute queries than the straightforward evaluation of programs. Moreover, for conjunctive queries with projections, MS computes answers much faster than the RP methodology and, therefore, we achieve a better performance in query processing by using MS. Furthermore, we could use the RP methodology instead of MS to evaluate boolean conjunctive queries with one database atom, since for this kind of queries, both methodologies have similar performance (cf. Figure 9.17). This may be important, since if we use the RP methodology, we do not have to generate the extra MS program.

In this analysis we did not consider the time that the system takes in the generation of programs. Basically because since the system does not bring any data from the database to the main memory, the generation of programs is considerably fast.
9.5 Summary

In this chapter we described ConsEx, which is the first logic programming-based system for CQA over inconsistent databases. The system implements our MS methodology, and the RP methodology to compute consistent answers to FO queries (cf. Chapter 5). In ConsEx only the relevant data to compute queries is imported to DLV. In this manner, the flow of data between ConsEx and the database is reduced.

We performed experiments in databases instances of 3200 and 6400 tuples, with different levels of inconsistency. We consider three examples of conjunctive queries. It was shown that the optimized methodologies are faster to compute queries than the straightforward evaluation of programs. In particular, for conjunctive queries with projection, MS computes answers much faster than the RP methodology. Hence, MS is a good alternative to optimize CQA over inconsistent databases. For boolean queries with one database atom, the RP methodology has good performance, and it can be used instead of MS to evaluate queries. In this case, the generation of the extra, new rewritten MS program, is avoided.

The optimized methods to compute consistent answers implemented in ConsEx have a good scalability in the databases instances we considered. It is a future work, to perform more experiments considering larger databases, and other classes of queries like disjunctive queries. Also, we leave as feature work the implementation of aggregate queries in ConsEx.

Based in the experiments performed, we conclude that CQA based on logic programs is viable, and can be efficiently implemented. Especially because it is not expected that databases contain enormous amounts of inconsistent tuples.
Chapter 10

Conclusions

In this thesis we were concerned with finding ways to improve the logic approach for CQA. We claimed that even though we cannot reduce the intrinsic complexity of CQA over inconsistent databases, which in the worst case is $\Pi_2^P$-complete in data complexity [28], we can optimize CQA based on logic programs.

We started by defining structural optimizations to repair programs. Essentially, annotations on database facts and auxiliary predicates were eliminated. The elimination of the annotations on database facts permit us to import facts directly to the DLV system, where programs are evaluated. This improves both the generation of repair programs, and their evaluation.

We also presented a methodology to generate only the needed program constraints for repair programs. Program constraints avoid the generation of incoherent models. Originally they were defined for every database predicate, but it was shown that only a subset of the program constraints are needed in repair programs. The elimination of these rules is important because it eliminates unnecessary model checking in a reasoning system. In addition, important classes of ICs were identified for which repair programs can be specified without program constraints at all. It becomes relevant when magic sets techniques are applied with the DLV system, which implements magic sets for programs without program constraints.

Therefore, with the structural optimizations we generated new programs that have less rules and annotations than the original ones. Moreover, we showed that the repair
programs (without considering the program constraints) are locally stratified, which was important to prove that the MS methodology we defined, for disjunctive repair programs with program constraints, is sound and complete.

The evaluation of programs in reasoning systems has also been optimized. We defined a suitable MS methodology for our repair programs with program constraints. MS techniques allow the focalization on part of programs and facts that are relevant to answer a query. The methodology works as follows: The set of program constraints (if any) is separated from the rest of the rules in the repair program, then the MS technique is applied to the resulting program. Program constraints are added to the rewritten program generated by the MS technique.

It is important to mention that the methodology works for our repair programs and program constraints, but not necessarily for general constraint rules, i.e. rules of the form \( \leftarrow C(\overline{x}) \), where \( C(\overline{x}) \) is a conjunction of literals (a positive or negated atom). For this kind of rules in disjunctive programs is known that MS is sound but incomplete [47].

We also presented a way to encode program constraints of repair programs (if any) in order to apply MS in the DLV system, which does not support MS for programs with constraints. DLV applies MS internally, without returning the rewritten program. This implies that it is not possible to add the program constraints later to the magic program. Nevertheless, this extra processing of programs is avoided in the “Consistency Extractor System”, which implements our MS methodology for repair programs. However we decided to present the methodology of encoding program constraints into programs because it is interesting in itself.

Furthermore, we presented a different optimization methodology, which also captures the relevant database predicates to compute a specific query. However, relevant predicates are captured by analyzing the relationship between predicates in the ICs.
and the query predicates, which is captured by the dependency graph (cf. Definition 2.1).

The relevant predicates are used to generate repair programs for a subset of the database relations. As a matter of fact, only the rules, and more important the base data, for predicates that are relevant to compute a query are kept in programs. In particular, this produce a reduction of the flow of data between the database system and the reasoning system where programs are evaluated.

Moreover, we presented a logic programming specification to compute consistent answers to aggregate queries with both scalar functions, and group-by statements wrt FDs. For the former queries, the notion of consistent answers we considered is the same presented in [4]. For the latter, we introduced a notion of consistent answer, which is based in the notion of consistent answers to scalar queries. The logic programming specification is restricted to FDs. Nevertheless, it should be possible to apply this approach straightforwardly to RIC-acyclic sets of ICs.

The logic programming specification is based in the formalism supported by the DLV system. The current version of DLV implements five aggregation functions. However, there are technical difficulties when aggregates are defined over atoms appearing in the head of disjunctive rules. In theses cases problems arise during the grounding process which is executed before the computation of the stable models. Specifically, the variable that holds the aggregate value can become unbound when the ground version of the program is computed, and the DLV system would have to compute all possible values to bind it. For some functions, such as $\text{max}$ and $\text{min}$ this problem can be solved by adding extra atoms into the aggregate rule to bind the aggregate variable, but for other functions such as $\text{sum}$ that is not possible, and grounding could become very difficult. Nevertheless, it is important to remark that this is only a technical difficulty, that should be solved in a future release of the DLV.
system.

In this thesis we also analyzed the use of the WFS of programs to CQA. This semantics has lower data complexity than the stable models semantics of programs, and therefore it becomes a good alternative to compute consistent answers. Actually, the WFI of a program can be computed in polynomial time (data complexity).

It was proven that for interaction-free sets of ICs (cf. Definition 7.6), and conjunctive queries without existential quantifiers, the core answers, i.e. the answers obtaining from the intersection of all the stable models of program \( \Pi(D, IC, Q) \), coincide with the well-founded answers, obtained from \( W^+ \) of the WFI of \( \Pi(D, IC, Q) \). This is relevant because, since the WFI of a program is computed in polynomial time, we can compute consistent answers to this kind of queries in polynomial time. This result extends preliminary results presented in [3], which hold for a set of ICs containing FDs and unary ICs only.

In addition, it was shown that when the set of ICs is restricted to FDs and considering at most one FD or key dependency per relation, it is possible to use \( W^u \) of the WFI of programs for CQA. In fact, by using both \( W^+ \) and \( W^u \), we can compute all the consistent answers for a restricted set of conjunctive queries with existential quantifiers. In order to use \( W^u \) of the WFI of programs, it is necessary to rewrite queries. The rewriting we used coincides with the rewriting method presented in [39], that works for primary key constraints, and a more general class of conjunctive queries.

We also use the WFS of programs as first step to compute consistent answers to ground disjunctive queries wrt interaction-free sets of ICs. In this manner, the computation of stable models is left as a second option if needed. Moreover, it was shown that if the WFI of a program is used as a unique way to compute consistent answers, for positive Datalog queries, i.e. conjunctive or disjunctive queries with
projection but without negation, we retrieve only a subset of the consistent answers. Nevertheless, we have a polynomial time algorithm for CQA.

When programs are HCF [9], the well-founded answers can be computed in the XSB system [71]. Also, for sets of interaction-free ICs, the well-founded answers can be computed by using the deterministic set of programs, which is efficiently computed in the DLV system [19]. This is because, for interaction-free sets of ICs, the deterministic set and \( W^+ \) of the WFI of \( \Pi(D, IC, Q) \), coincide.

Table 10.1 summarizes the optimizations to CQA presented in this thesis.

<table>
<thead>
<tr>
<th>Optimization</th>
<th>Contribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Structural Changes to Programs</td>
<td>Smaller programs that are easier to evaluate</td>
</tr>
<tr>
<td>MS Methodology</td>
<td>Focalization on relevant parts of programs</td>
</tr>
<tr>
<td>Methodology to encode denial rules</td>
<td>Use of MS as implemented in DLV</td>
</tr>
<tr>
<td>Analysis of WFS</td>
<td>Identification of ICs and queries for which the WFS retrieves all (and subsets) of the consistent answers</td>
</tr>
<tr>
<td>Logic programs to compute aggregate queries</td>
<td>Extension of logic programs to compute aggregate queries, by using the capabilities of DLV to compute aggregates</td>
</tr>
<tr>
<td>ConsEx</td>
<td>The first optimized logic programming-based implementation to compute consistent answers to FO queries</td>
</tr>
</tbody>
</table>

Table 10.1: Summary of Optimizations and Contributions

In this thesis we also developed a repair semantics for Multidimensional Databases. We provided a suitable notion of repair for multidimensional dimension instances wrt partitioning constraints (MPC). A repair of a multidimensional dimension instance satisfies the MPC, however is not homogeneous. This is because some roll-up functions on it are not total. Moreover, the summarizability property cannot be reestablished in the repairs. Nevertheless, we could recover summarizability by introducing "dummy" elements in some categories in the repairs as in [65]. It is a future work to analyze if this way of recovering summarizability can be used to repair MDWs and compute
consistent answers.

The analysis of consistency in MDBs is a preliminary study that we will extend to heterogeneous dimension schemas [48], where the situation could be a bit different; mainly because of the different dimension constraints.

For future research we leave the improvement of the definition of dimension repairs by using knowledge from equality constraints [48]. These constraints impose the existence of certain distinguished elements in the categories. Thus, we could require that repairs satisfy those constraints to get more meaningful repairs. Also, it is a future work to develop a methodology for computing repairs (if necessary, because this should be avoided whenever possible due to its complexity) and consistent answers.

Moreover we are interested in analyzing consistent query answering wrt aggregation constraints [73]. Also, we will analyze the idea of translating dimension instances into sets of normalized relational tables before repairing them. This by following the idea presented in [77], where a project-join dependency is applied to a relation prior to repairing wrt FDs. In this way, they obtain more meaningful repairs wrt FDs.

Finally, we developed the “Consistency Extractor System” (ConsEx), the first optimized logic programming-based implementation to compute consistent answers to FO queries, from stand alone relational databases. It is a future work to extend ConsEx to compute consistent answers to aggregate queries.

ConsEx implements our MS methodology to disjunctive repair programs with program constraints, and the RP methodology, which generates programs considering the relevant predicates, i.e. predicates that are involved in the computation of queries (cf. Chapter 5).

We reported experimental results performed on database instances with different levels of inconsistency (cf. Chapter 9). The results showed that the optimized methods implemented in ConsEx are faster to compute consistent answers to queries than...
the straightforward evaluation of programs. Moreover, the MS methodology is faster returning answers to conjunctive queries than the RP methodology. Nevertheless, the latter methodology could be used, instead of MS, to evaluate boolean conjunctive queries with one database atom, since for this kind of queries, both methodologies have similar performance.

Based in the experiments performed, we conclude that CQA based on logic programs is viable, and can be efficiently implemented. Especially because it is not expected that databases contain enormous amounts of inconsistent tuples.
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