Cough Sound Discrimination in Noisy and Reverberant Environments using Microphone Arrays

by

Payam Moradshahi, B.Eng., B.Sc.

A thesis submitted to the Faculty of Graduate and Postdoctoral Affairs

in partial fulfillment of the requirements for the degree of

Master of Applied Science in Biomedical Engineering

(Ottawa –Carleton Institute for Biomedical Engineering (OCIBME))

Department of Systems and Computer Engineering

Carleton University

Ottawa, Ontario, Canada, K1S 5B6

January 2012

© Copyright 2012, Payam Moradshahi
NOTICE:
The author has granted a non-exclusive license allowing Library and Archives Canada to reproduce, publish, archive, preserve, conserve, communicate to the public by telecommunication or on the Internet, loan, distribute and sell theses worldwide, for commercial or non-commercial purposes, in microform, paper, electronic and/or any other formats.

The author retains copyright ownership and moral rights in this thesis. Neither the thesis nor substantial extracts from it may be printed or otherwise reproduced without the author’s permission.

In compliance with the Canadian Privacy Act some supporting forms may have been removed from this thesis.

While these forms may be included in the document page count, their removal does not represent any loss of content from the thesis.
Abstract

Cough sound discriminator algorithms are capable of distinguishing between dry and wet cough types. The performance of such algorithms, however, is affected by noise and reverberation which might exist in patients' environments. In this thesis, the performance of the previously developed cough sound discriminator in a noisy and reverberant room is quantitatively measured using Linear Separation Score. Experiments revealed a significant decrease in the performance of the cough sound discriminator in the presence of noise and reverberation using a single microphone for the cough sound acquisition. In order to improve this performance, a microphone array structure which included a maximum of 7 microphones was designed with a delay-and-sum beamformer. Experiments showed a significant improvement in the performance of the cough sound discriminator using a microphone array in noisy and reverberant environments. Finally, a Graphical User Interface was developed in order to visualize the beampattern emitted by the microphone array structure.
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Chapter 1: 

Introduction

1.1 Thesis Motivation

The use of microphone arrays has gained popularity in systems which require high quality sound acquisition or in systems where additional information from the environment in which the sound was acquired from is needed [1]. The information extracted from microphone array could be used for sound source localization [2][3][4], noise reduction [5][6], reverberation and echo removal [7][8][9] and much more.

Microphone arrays are also used in various smart homes and remote patient monitoring systems in order to acquire environmental and biological sounds [10][11]. One of those biological sounds is cough. Cough is a common symptom of most respiratory diseases [12][13] and hence cough detection and monitoring systems have been integrated in many patient monitoring devices [12][14][15].
Cough sound discrimination algorithms are part of a cough sound monitoring system whereby detected cough sounds are further classified into various cough types such as wet, dry and whooping. A novel cough sound discrimination system capable of distinguishing between dry and wet cough sounds was recently developed by [16]. The mentioned cough sound discriminator algorithms were developed and tested under ideal conditions without taking into account noise and reverberation. To be integrated into a cough monitoring system and to be used in smart homes or other patient monitoring systems, the performance of the cough sound discriminator under noisy and reverberant conditions needs to be fully analysed. Furthermore, microphone arrays and beamforming techniques could be used in order to improve the performance of the cough sound discriminator in noisy and reverberant environments.

1.2 Problem Statement

The cough sound discriminator developed in [16] assumed a clean cough signal free of any sources of distortion such as noise and reverberation. These sources of distortion, however, are present in the environment in which the cough sound acquisition occurs. Figure 1.1 depicts a typical cough sound acquisition setup within a patient monitoring system. As it could be seen, cough sounds are subject to noise and reverberation from the system and therefore, the performance of the cough sound discriminator might decrease as a result of this distortion.
In this thesis, the performance of the cough sound discriminator in noisy and reverberant environments is analysed. Furthermore, microphone arrays will be used in order to improve the performance of the cough sound discriminator in such environments.
1.3 Thesis Objectives

The objective of this thesis is to analyse the performance of the cough sound discriminator, which was designed in [16], in noisy and reverberant environments using a single microphone for cough sound acquisition. Furthermore, a microphone array of up to 7 microphones is used along with a delay-and-sum beamforming technique in order to improve the performance of the cough sound discriminator from the single-microphone cough sound analysis. Finally, a quantitative method for measuring the performance of the cough sounds discriminator designed in [16] is introduced. In the end, a Graphical User Interface (GUI) is designed in order to help analyse the beampattern generated from the various microphone array configurations and setups.

1.4 Thesis Contributions

The contributions that were made during this thesis research are listed below, followed by a detailed explanation of all the contributions in the following chapters of this thesis.

Contribution 1: Designed a Linear Separation Score system using Support Vector Machines in order to quantitatively measure the performance of the cough sound discriminator under various environmental conditions.
Contribution 2: Analysed the performance of the cough sound discriminator in a noisy and reverberant environment using a single-microphone cough sound acquisition setup. The effect of microphone-to-speaker distance on the performance of the cough sound discriminator was studied. Furthermore, the effect of the volume of the cough sounds on the performance of the cough sound discriminator was investigated under noisy and reverberant conditions.

Contribution 3: Designed microphone array and delay-and-sum beamforming technique in order to improve the performance of the cough sound discriminator under noisy and reverberant conditions. A microphone array of up to 7 microphones was used in the experimental setup. Microphone-to-speaker distance along with microphone-to-microphone distance was varied in order to analyse their impact on the performance of the cough sound discriminator. Furthermore, the effect of cough sound volume on the performance of the cough sound discriminator was investigated using the microphone array setup in noisy and reverberant environments.

Contribution 4: Designed a Graphical User Interface (GUI) in order to study the beampattern emitted by various microphone array configurations. The GUI was capable of simulating the beampattern for any arrangements of microphone array.
1.5 Thesis Outline

Chapter 2 will give a brief introduction on some of the concepts used throughout this thesis such as microphone arrays, beamforming techniques, support vector machines and cough sound discrimination. In addition, recent research done in the area of microphone arrays and beamforming will be briefly summarized.

In chapter 3, Linear Separation Score will be introduced. This score is used to quantitatively measure the performance of the cough sound discriminator under various environmental conditions.

Chapter 4 focuses on the single-microphone cough sound acquisition and the performance of the cough sound discriminator in noisy and reverberant environments using the single microphone.

Chapter 5 expands the research and experimentation performed in chapter 4 by replacing the single microphone with a microphone array. Furthermore, the beamforming technique used for processing the acquired signals from the microphone array is discussed. The performance of the cough sound discriminator is evaluated using a microphone array in noisy and reverberant environments.

In chapter 6, the Graphical User Interface (GUI) developed in this thesis will be introduced. In addition, the GUI will be used in order explain some of the results obtained in chapter 5.
Finally, chapter 7 will provide an overall conclusion for the research performed in this thesis followed by some suggested future work.
Chapter 2:

Background Review

In this chapter, a thorough background and literature review is provided with regards to microphone arrays, beamforming techniques, cough sound discrimination and support vector machines.

This chapter initially provides a brief background on microphone arrays and beamforming techniques. In addition, relevant research in the area of microphone arrays and beamforming techniques will be summarized. Following the introduction on microphone arrays and beamforming techniques, the cough sound discrimination algorithm developed in [16] will be introduced.

A brief introduction on support vector machines will then be provided. Finally, the chapter will conclude with an introduction on smart homes and remote patient monitoring systems and relevant research performed in this area.
2.1 Microphone Arrays and Beamforming Techniques

Microphone arrays consist of multiple microphones arranged in various arrangements in order to capture propagating sound waves. They are used in various applications such as hearing aids [17][18], speech recognition [19][20], signal detection and identification [21][22] and source localization [23]. Microphone arrays improve signal-to-noise ratio (SNR) of the acquired signals, provide sound source localization and are capable of characterizing waveforms, number of sources and their locations [24].

Microphone arrays provide spatial discrimination and filtering which can be used to discriminate the desired signal from other unwanted signals and noise [25]. Sound signals acquired by the microphones within a microphone array are fed into beamforming algorithms. Beamforming algorithms help enhance the desired signal and reduce all other interfering signals [24].

Beamforming is a spatial filter that operates on the outputs of microphone arrays or other sensor arrays in order to form a beam. There are two major steps involved in beamforming algorithms: synchronization and weight-and-sum. The synchronization step involves applying delay to the acquired signals in such a way as to align the desired signals. The weight-and-sum step involves applying "weights" to each of the inputs of the sensors within the array and adding up the results [25].

Delay-and-sum beamforming algorithm is the simplest form of beamforming algorithm. It consists of two main steps which are evident from the name of the
algorithm: delay, followed by sum. In the delay stage of the algorithm, the signals received at the output of the sensors are time-shifted in order to align the captured signals with one another (the synchronization step). The delay is calculated based on the distance of the desired signal and the microphone array structure and the direction of arrival (DOA). In the second stage, the delayed output of each sensor is added to produce the final beamformer output. The output of the array, after applying delay to each individual microphone output, given a known source location is given by (1):

$$y_N(i) = A \sum_{i=1}^{N} S(t - \frac{iD \cos \theta}{v})$$

(1)

where $D$ is the distance between the sensors (i.e. microphones), $N$ is the number of microphones, $\theta$ is the direction of arrival and $v$ is the speed of sound. Figure 2.1 graphically depicts the mentioned linear microphone array system.

Figure 2.1: Linear microphone array arrangement.
In the above definitions, several assumptions are made in order to simplify the beamforming analysis and calculations. The signals received at the microphones are assumed to be far-field as opposed to near-field. The difference between the two is related to the distance between the desired sound source and the microphone array. In near-field, the distance between the source and microphone array is close enough that the wave front appears curved to the microphones within the array and hence each sensor experiences a different propagation direction [26][27]. In far-field, the distance between the desired source and microphone array is far enough that the wave front reaching the microphones appears planar and hence all the microphone within the array observe the same propagation direction [28][29]. Another assumption made is the medium in which the sound wave propagates and the associated delay calculations. The sound waves are assumed to be propagating in a free-field homogenous medium and the delay calculations involve the time-delay from the source to the microphone array [30][31]. Sound waves propagating in non-homogenous fields would involve more complex calculations which take into account refraction, reflection, interference and asymmetry of the sound wave and the medium [30]

From the beamforming calculations mentioned above, it could be seen that the distance between the microphones within a microphone array, its geometry, the frequency of the desired sound source and the distance between the microphone array and the sound source play an important role in the performance of the microphone array.
Numerous research has been performed using microphone arrays and beamforming techniques in order to reduce noise, echo and/or reverberation and improve the quality of the captured signal of interest. In the next section, recent research focused on sound acquisition (such as cough, speech) using microphone arrays is summarized.

2.2 Sound Acquisition using Microphone Arrays

In this section, research related to sound acquisition using microphone arrays along with the beamforming techniques used is discussed and summarized. In each of the mentioned researches, microphone arrays are used in order to improve the performance of the sound acquisition stage and enhance the desired signal.

Abu-El-Quran et al. [32] used microphone arrays and beamforming in order to perform audio classification. In their research, audio signals captured by the microphone array were classified into two high-level categories: speech and non-speech. The non-speech sounds were further classified into more specific categories such as rain, wind, footsteps and other. The microphone array used in this research was capable of performing sound localization for the various sounds in the room and steering the microphone array beam and the cameras towards to desired sound source. The performance of the developed adaptive pitch ratio (APR) algorithm was compared to other algorithms such as linear predictive coefficients (LPC) algorithm and it was shown that the performance of the APR algorithm was greater than other algorithms used in the past [32].
In another study, Saruwatari et al. [33] used microphone arrays in order to improve the performance of their hands-free speech dialogue system in noisy and reverberant environments. The authors used a blind spatial subtraction array (BSSA) beamforming algorithm. In this algorithm, the signals acquired from the microphone arrays were directed to two logical paths: the primary path and reference path. The primary path consisted of the traditional delay-and-sum beamforming algorithm which was used for speech enhancement. The reference path, on the other hand, consisted of a noise estimator. The final speech was estimated using spectral subtraction procedure. As it could be seen, the performance of the speech recognition algorithm depended on the performance of the noise estimator path. The authors used an independent component analysis (ICA) based noise estimator. In this noise estimator, mutually independent output signals were produced from the observed signals without any knowledge of the room acoustics or the direction of speech. The results of the noise estimator were compared to their previously developed noise estimator which used a null beamformer and a significant improvement was observed using the ICA-based noise estimator [33].

Butko et al. [34] attempted to detect various acoustic events that occurred in a meeting room in order to describe the various activities that might be occurring. The authors made use of microphone arrays as part of their research. The microphone array was able to distinguish between different events that might occur at the same time, but from different locations. In the audio event detection (AED) system, a microphone array
was used to provide spectro-temporal features along with audio source localization. The information extracted from the microphone arrays was further coupled with visual clues obtained from video cameras and fed into an HMM classifier in order to classify the appropriate acoustic event that had occurred [34].

In another research done by Even et al. [35] speaker activity within a small meeting room was traced using microphone arrays and scanning laser range finder (LRF). In this study, the audio signal was acquired by a circular microphone array located at the center of the meeting room. Delay-and-sum beamformer was used as part of the beamforming algorithm used in this research. The delay estimation, however, was provided to the beamformer by the LRF system. The use of LRF in speaker localization was preferred in this system since speaker localization using the microphone array was sensitive to noise and reverberation. Furthermore, the number of participants could be determined regardless of the person talking or not [35].

Martinson et al. [36] studied the relative positioning of the microphones within an array and its impact on the performance of the array in terms of sound source localization. Due to space limitation within a robot and its application in multi-dimensional separation of sound sources, the authors suggested using distributed microphone array structures. The distributed microphone array structures, however, produced a randomly distributed amplification pattern due to their random placement. This issue was addressed by dynamically relocating the microphones to obtain the best
reception and localization accuracy from the region of interest using microphone-mounted robots. The authors compared the results obtained using the dynamically reconfigurable microphone array structure to a randomly placed microphone array structure. The results showed a significant improvement over randomly placed microphones [36].

Thomas et al. [37] used microphone arrays and multichannel Dynamic Programming Projected Phase-Slope Algorithm (DYPSA) to improve hands-free speech recognition in noisy and reverberant environments by identifying the glottal closure instants (GCIs). The beamformer used in this study is the delay-and-sum beamforming algorithm. Due to the crucial nature of delay estimation in this algorithm, the authors used the Generalized Cross-Correlation Phase Transform (GCC-PHAT) algorithm. In this algorithm, the delay between two moderately reverberant speech signals was estimated by maximizing the cross-correlation between the two channels [37].

In another study focused on speech enhancement, Maganti et al. [38] used microphone arrays in order to enhance the acquired speech signal. The performance of the microphone array was compared to that of single-microphone speech acquisition. The speech recognition setup also included a video camera in order to track active speaker and provide relevant data to the superdirective beamformer. The results obtained from this study showed an improvement in signal-to-noise ratio enhancement and word error rate (WER) when using microphone arrays in place of a single microphone [38].
As it could be observed from the paragraphs above, microphone arrays are used in order to improve the quality of the desired signal in each of the mentioned studies. The goal of this thesis, however, is to improve the performance of cough sound discriminator using microphone arrays and beamforming techniques. Therefore, in the next section of this chapter, cough sound discrimination algorithms will be discussed and relevant research in this area will be presented.

2.3 Cough Sound Discrimination

Cough sound discrimination is a fairly new area of research. Most cough related research focus on cough detection from various other sounds such as speech [39][40][41][42]. Cough sound discrimination is the process of discriminating between different types of coughs such as wet, dry, whooping and much more [43]. Cough discrimination could be performed through either physiological properties or pathological properties [44]. Cough detection and discrimination could be performed by extracting structural information from tissue as in [45], analysing sound spectrogram and time-expanded waveform of normal and abnormal cough as in [46] or other characterization methods.

Characterizing cough sounds has the benefit of helping doctors obtain crucial information regarding the frequency, severity and nature of patient's cough. This is particularly important for patients who have difficulty describing and/or remembering their coughing episodes such as small children or elderly patients suffering from Alzheimer's disease.
As mentioned in chapter 1, the cough sound discrimination algorithm developed by [16] is the main focus of this thesis. As a result, the research performed in [16] will be summarized in greater detail in the proceeding paragraphs of this section.

Chatrzarrin et al. designed two features, i.e. Feature 1 and Feature 2 in order to discriminate between dry and wet cough sounds. In this research, a cough signal was divided into three phases: phase 1, 2 and 3 based on the cough analysis outlined in [47]. The first feature, Feature 1, was a time-domain feature and it was based on the number of peaks of the energy envelope of the cough signal. Research revealed that wet coughs in general have more peaks than dry coughs and this finding was used as the first basis of discrimination between dry and wet cough sounds (Figure 2.2). The second feature, Feature 2, which was a frequency-domain feature, was based on the power ratio of two frequency bands of the second phase of the cough signal. Research had shown that wet coughs exhibit a large power peak in the [0-750 Hz] frequency band. Dry coughs, on the other hand, exhibit the same peak in the [1500-2250 Hz] frequency band. This difference was used as another source of discrimination between dry and wet cough sounds (Figure 2.3). Finally, the cough sound discriminator algorithm was tested on a database of 17 highly dry and highly wet cough sounds and the result of the algorithm is shown in Figure 2.4 [16].
Figure 2.2: Feature 1 of cough sound discriminator (Taken with permission from [16]).

Figure 2.3: Feature 2 of cough sound discriminator (Taken with permission from [16]).
2.4 Support Vector Machines

In this section, a brief introduction to Support Vector Machines (SVM) is provided since it is used as a mathematical tool in this thesis.

Support vector machines (SVMs) are capable of separating data belonging to different classes by finding a hyperplane which separates the classes from one another. Although this characteristic is typical of other linear discriminants, the hyperplane selected by an SVM has the maximum distance to the support vectors. Therefore, the hyperplane is considered to have the maximum margin \[48][49]. The equation of the hyperplane is depicted in (2) and the equation for maximizing the distance between the
hyperplane and the support vectors is shown is (3). Figure 2.5 depicts a typical support vector machine and the separating hyperplane.

\[
\pi_{\omega, b} = \omega \cdot x + b = 0, x \in \mathbb{R}^n
\]  

(2)

\[
\max(\omega, b) (\min x d(\pi_{\omega, b}, x_i))
\]

(3)

where \( \pi \) is the hyperplane, \( \omega \) and \( b \) are the slope and y-intercept of the hyperplane, \( d \) is the distance between the hyperplane and data points \( x \).

In order to solve the above equations and obtain an equation for the hyperplane, two set of constraints need to be addressed as shown in (4). It turns out only a subset of the data points will meet these constraints. These data points are named “support vectors” and are depicted by blue circles in Figure 2.5 [48].

\[
\min_{\omega, b} \frac{1}{2} \|\omega\|^2
\]

(4)

subject to \( y_i (\omega^T x_i + b) \geq 1 \)
When training a support vector machine, the hyperplane may not necessarily be linear. Support vector machines include a kernel which is used for mapping the input space into a potentially higher dimensional space. There are different types of kernels such as linear, polynomial, radial basis, three-layer neural network and much more [48].

Support vector machines are used in this thesis as a mathematical tool in order to draw the best separating line between the dry and wet cough sounds.

2.5 Remote Patient Monitoring

Smart home technologies and remote patient monitoring have gained a lot of attention in recent years due to an increase in the aging population and the cost savings and convenience associated with remote patient monitoring [50][51][52][53][54][55][56].
Microphone arrays play a critical role in most remote patient monitoring systems for various audio signal capturing purposes. In this section, relevant research on the use of microphone arrays in smart homes or remote patient monitoring devices is explained and summarized.

Popescu et al. [57] used microphone arrays in order to detect falling sounds of patients within a smart home. In this study, microphone arrays along with motion detectors were used in order to detect fall sounds. The motion detectors were used in order to detect whether a patient was moving or not, which could help verify whether a fall reported by the microphone array algorithm was possible or not. If the detected motion by the motion detector and the detected fall sound by the microphone array occurred within a certain time window, the caregiver would get notified [57].

Guettari et al. [58] investigated the use of Smart Home Person Tracking (SHPT) and Audio Person Tracking (APT) in order to improve the precision of localization. The SHPT used infrared sensors, whereas the APT used microphone arrays. The microphone arrays were capable of estimating the direction of arrival (DOA) of a given sound source with a reliable precision of 15° [58].

In another study, Axis et al. [10] describe various technologies and smart clothing used for patients and smart homes. In this paper, a “citizen medicine” structure is described whereby patients help monitor their health conditions at home or anywhere they go. The technology used an intelligent clothing which was equipped with numerous
sensors each responsible for monitoring a certain type of biological signal. In addition to smart clothing, the home of the patient was also equipped with various sensors such as video movement detectors, IR sensors, contact sensors, weight sensors and microphone arrays. The microphone arrays were used for purposes of patient localization and for detecting various sounds (such as fall) [10].

Arcelus et al. [11] describe the integration of various smart home technologies in a health monitoring system for the elderly. In this paper, a home equipped with numerous sensors is described. Each of the intelligent sensors described in this paper are used to monitor a specific activity of the patient or monitor a specific vital signal from the patient. In this home, magnetic switches were used for monitoring entry and exit of patients from various rooms, thermistors were used to provide temperature for various appliances such as stove or water, accelerometers were used to detect high impacts such as falling or sitting too fast on a chair, radio frequency identification (RFID) was used to track the location of various devices (such as television remote control) and much more. Microphone arrays were also used in the smart home as a way of monitoring sound activities in the room and also providing useful information which could be used for detecting abnormal noises or calls for help [11].

2.6 Conclusions
In this chapter, relevant research related to microphone arrays and beamforming techniques was summarized. Furthermore, a cough sound discrimination algorithm was
discussed along with microphone array technologies used in smart homes and remote patient monitoring systems. In the following chapters, microphone arrays will be used in order to improve the performance of the cough sound discriminator in noisy and reverberant environments.
Chapter 3:

Cough Sound Discriminator Performance

The cough sound discriminator discussed in [16] is capable of distinguishing between dry and wet cough sounds using two unique feature extraction algorithms. The cough sounds used in developing and testing the cough sound discriminator, however, were free of any source of distortion such as noise and reverberation. Under these ideal conditions, the discriminator was capable of distinguishing between dry and wet coughs sounds with an accuracy of 100%. This accuracy was visually confirmed by plotting Feature 1 versus Feature 2 of the coughs sound discriminator and noticing an obvious separation between the two types of coughs [16].

The ideal condition assumed in the design of the cough sound discriminator was a necessary first step in designing the feature extraction algorithms. Those ideal conditions, however, do not represent the environment in which cough sounds are typically acquired from. Cough sounds acquired from patients using microphones will be distorted by noise.
and reverberation from the patients' environment and therefore, the performance of the cough sound discriminator might be affected. In this chapter, a quantitative method of measuring the performance of the cough sound discriminator is introduced and discussed in detail.

3.1 Cough Sound Database

In order to analyse the performance of the cough sound discriminator, the complete cough sound database used in [16] was used. The databases consisted of 46 cough sounds (19 dry and 27 wet cough sounds). The cough database was obtained via online sources and local cough sound recordings.

The nature of the cough signals obtained from [16] was verified by medical professionals. Each of the cough sounds within the database contained a single cough sound as opposed to multiple and repeated cough sounds.

3.2 Linear Separability of Cough Sound Discriminator

In order to quantify the performance of the cough sound discriminator, the linear separability between the dry and wet cough sounds discriminated by the cough sound discriminator is considered. Figure 3.1 depicts the cough sound discriminator result under ideal conditions. As it could be seen from the figure, dry and wet cough sounds could be completely separated with a straight line. It is expected that as the performance of the cough sound discriminator decreases, the dry and wet cough data will get closer to one
another and start mixing. In these situations, it would be difficult, if not impossible, to linearly separate the two cough types from one another.

![Cough Sound Discrimination](image)

Figure 3.1: Cough sound discrimination.

Although it is possible to manually draw the line which separates the two cough sounds from one another, drawing the separation line manually is not preferred. Manually drawing the separation line will introduce inconsistencies in the method used to draw the line. Furthermore, manually separating the two cough types would eliminate any possibilities of automating this process and integrating it into a patient monitoring system. In order to mathematically draw the separation line and introduce a way of
automating this step, support vector machines are used and discussed in the following section.

3.3 Linear Separation using Support Vector Machines

As discussed in section 2.4, support vector machines, SVMs, could be used in order to find the hyperplane which separates dry and wet cough sounds. The advantage of using SVM as opposed to other linear discriminants is the fact that the hyperplane found by an SVM has the largest distance to the closest data point [59].

In this research, the SVM was only used as a mathematical tool capable of drawing a line which could separate the two cough types from one another. In order to train the SVM to draw the best line of separation, SVM classifier was trained using the entire cough database used in [16]. By training the classifier with all the data from the database, the classifier becomes over-trained and is capable of successfully separating the cough types, which is the goal of this research [60].

In order to design a support vector machine capable of separating dry and wet cough sounds in a linear fashion, an SVM with a linear kernel was used. Furthermore, in order to overfit the classifier and ensure an actual separation line is computed, the SVM classifier was designed with a hard margin. An SVM trained with hard margins instead of soft margins results in an SVM with minimal tolerance for outliers. As a result, the SVM becomes overfitted [61]. Hard margins and soft margins in an SVM define the sensitivity of the SVM for outliers. The constraint equation introduced in (4) is an example of a hard
margin support vector machines. In order to introduce soft margins, a slack variable, $\xi$, is added to (4) as shown in (5):

$$
\min \frac{1}{2} \| \omega \|^2 + C \sum \xi
$$

(5)

The higher the value of the constant $C$, the more sensitive the SVM becomes and hence the SVM becomes hard-margin [61].

The SVM classifier for this thesis was designed using Matlab bioinformatics toolbox as described in [62].

### 3.4 Linear Separation Score
The SVM classifier mentioned in the previous section was overfitted with a hard margin in order to ensure the best separation line is computed by the SVM classifier. The “best” separation line is defined as the line in which the least amount of data is misclassified. In order to further quantify the performance of the classifier, the percentage accuracy or the Linear Separation Score (LSS) was used as depicted in (6).

$$
LSS = \left[ \frac{\text{correctly classified samples}}{\text{All samples}} \right] \times 100
$$

(6)

Using the LSS defined in (6), the linear separability of the dry and wet cough sounds as determined by the cough discriminator could be determined. This score is used in the proceeding sections of this thesis in order to evaluate the performance of the cough sound discriminator under various environmental conditions. From the definition of LSS, it
could be concluded that the higher the value of LSS, the better the performance of the discriminator, up to a maximum value of 1. The LSS of the ideal case is computed to be 1 as it could be seen from Figure 3.2.

Figure 3.2: SVM classifier result.

Figure 3.3 summarizes the overall system used in order to evaluate the performance of the cough sound discriminator. Cough sounds from various experimental setups are
passed through the cough sound discriminator system and the computed features are passed through the SVM classifier in order to compute the Linear Separation Score of the discriminator.

![Figure 3.3: Linear Separation Score system.](image)

**3.5 Discussion**

In this research, Linear Separation Score was used in order to quantify the performance of the cough sound discriminator. The LSS is the classification accuracy of the SVM. The reason for renaming the classification accuracy to LSS in this research was to avoid confusions that might result due to the use of the term “classification accuracy”.

As mentioned previously, SVM was used as a mathematical tool in this research and it was not used as an actual classifier. Using the term “classification accuracy” might confuse the reader in thinking that an actual classification was performed. Therefore it was decided to use the term Linear Separation Score instead of classification accuracy.

In order to obtain the Linear Separation Score, the entire database was trained and classified. Alternative methods would have involved using various cross-validation techniques such as leave-one-out procedure. Using the entire database for both training
and classification resulted in consistent results for the LSS of a given experimental setup. Using other techniques such as leave-one-out cross-validation would result in different scores for a given experimental setup. The reason for this variance is the fact that different groups of data would be selected for training and classification and depending on the selected data, the SVM would result in a different separation line, hence resulting in a different LSS. Although this variance is expected, it is not an acceptable result for the purposes of this research. In this research, numerous experimentations were performed using actual hardware and obtaining different results for the same experimental setup would make it difficult to identify the source of variance in the setup. Obtaining a different LSS for an identical setup could either be the result of an experimental flaw, which needs to be addressed, or the expected result of the cross-validation technique. In order to avoid such confusion, cross-validation was not used in measuring the performance of the cough sound discriminator.

The Linear Separation Score was used as the quantitative measure of the performance of the classifier. An alternative method would have been to use the margin obtained from the SVM. As mentioned previously, the margin is defined as the distance between the hyperplane and the support vectors. Using the margin could provide the degree of separability for a given result. Two experimental results could both result in an LSS of 1; however, one might have a larger margin than the other which translates into one being more separated than the other. LSS is a good first step in quantitatively measuring the
performance of the cough sound discriminator. Incorporating the margin in future research provides a more quantitative measure of the performance of the cough sound discriminator.

3.6 Conclusions
The performance of the cough sound discriminator was evaluated using the linear separability of the dry and wet cough sounds. An SVM classifier was used in order to mathematically compute the separation line between the two cough types. In order to ensure the SVM computes the most accurate separation line, it was overfitted by using all the cough data in both the training and classification steps along with using a hard-margin as opposed to a soft-margin for this classifier. In addition, a Linear Separation Score (LSS) was used in order to quantitatively measure the performance of the cough discriminator.
Chapter 4:

Cough Sound Acquisition using a Single Microphone

In this section of the thesis, the performance of the cough sound discriminator is studied in reverberant and noisy environments. This analysis provides a realistic view of the performance of the cough sound discriminator in a typical environment where the actual cough sound monitoring and recording might occur. The chapter starts off with a detailed description of the experimental setup, followed by the performed experimentations and results and conclusions.

4.1 Experimental Setup

The experimental setup used for single-microphone sound acquisition consisted of numerous hardware and software components which are summarized in Table 1.
Table 1: Cough sound acquisition experimental setup

<table>
<thead>
<tr>
<th>Equipment</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carleton University DSB Lab</td>
<td>Sound acquisition environment</td>
</tr>
<tr>
<td>Dell Vostro 430, Intel® Core i7</td>
<td>Main PC</td>
</tr>
<tr>
<td>MOTU 896HD</td>
<td>Hardware used for playback and capture</td>
</tr>
<tr>
<td>SAMSON SERVO-150</td>
<td>Amplifier</td>
</tr>
<tr>
<td>Audio-Technica AT803B</td>
<td>Microphone</td>
</tr>
<tr>
<td>KOSS M85 Plus</td>
<td>Speaker</td>
</tr>
<tr>
<td>Neutrik XLR Cable</td>
<td>Audio Cable</td>
</tr>
<tr>
<td>Firewire Cable</td>
<td>MOTU to PC Connection</td>
</tr>
<tr>
<td>Adobe Audition 3.0</td>
<td>Software used for playback and capture</td>
</tr>
<tr>
<td>Cough Database</td>
<td>Database of dry and wet cough sounds</td>
</tr>
</tbody>
</table>

The cough acquisition experiment using a single microphone was carried out at Carleton University Digital Signal Processing (DSP) Lab, which is a relatively large room of dimensions 11m x 10m x 4m. The room contained tables, chairs, glass, and all other typical office equipment. This room was selected because all sound acquisition hardware and software were located in it. Furthermore, the room provided a typical reverberant environment where cough sound acquisition may occur.

MOTU-896HD, Figure 4.1, was used for sound playback and capture. This hardware device consisted of 8 24-bit 192 kHz analog inputs and 2 analog outputs. The power of
all input and output ports were tuneable which could be used in order to prevent output saturation and input data clipping.

Figure 4.1: MOTU-896HD.

SAMSON Servo-150, Figure 4.2, was used as an optional amplifier for sound sources with very low volume. It was also used to provide a wider volume range for various experiments conducted in this research.

Figure 4.2: SAMSON SERVO-150.
Audio-Technica AT0803b microphones, Figure 4.3, were used to capture sound signals. The microphone came equipped with its own battery-powered power module. In addition, the microphone was capable of switching from flat frequency response to a low-end roll-off frequency response mode.

KOSS M85 Plus speaker, Figure 4.4, was used to play various sound signals emitted by either the MOTU audio interface or the SAMSON amplifier.
Finally, Neutrik XLR Cables, as shown in Figure 4.5, were used to connect the Audio-Technica AT0803b microphones to the MOTU audio interface. The MOTU audio interface, on the other hand, was connected through a firewire connection, Figure 4.6, to the main PC.

The cough sound database used in the cough sound acquisition experiments was the same database used in [16] which consisted of 19 dry and 27 wet cough sounds. This was done in order ensure consistent comparison between the cough sound discriminator described in [16] and its performance in reverberant and noisy environments.

Figure 4.5: Neutrik XLR Cable.

Figure 4.6: Firewire Cable.
The overall experimental setup consisted of 1 or more microphones clipped onto a stand. The microphones were connected through their power modules to an XLR cable and routed to the back of the MOTU audio. A typical recording session where a sound wave is played through the speaker and captured by the microphone is depicted in Figure 4.7.

![Diagram of sound acquisition setup]

Figure 4.7: Single cough sound acquisition setup.

Adobe Audition 3.0 was used for playing and capturing various sound signals through the MOTU audio interface. Adobe Audition has the capability of monitoring sound levels, modifying input and output volume levels and playing and capturing one or more
sounds simultaneously. All sound signals were sampled at 44.1 kHz which was the lowest sampling frequency supported by the MOTU audio interface.

With the experimental setup described above, numerous cough sound acquisition experimentations were performed in order to analyse the performance of the cough sound discriminator in reverberant and noisy environments.

In order to ensure the validity of the experimental setup and to understand the limitations of the various devices in the system, a loopback experiment was performed and will be described in great detail in the next section.

4.2 Loopback Experiment

Section 4.1 described the overall experimental setup used for the purposes of evaluating the performance of the cough sound discriminator in reverberant and noisy environments. Before performing detailed analysis on the performance of the cough sound discriminator, however, the validity of the experimental setup needed to be confirmed. For this reason, a loopback experiment was performed.

Loopback experiment setup is shown in Figure 4.8. As it could be seen from the figure, the output of the MOTU audio interface was routed to one of its analog inputs. Cough sounds were played and captured by Adobe Audition software. In this experimental setup, the cough sounds were distorted by the inherent limitations of Adobe Audition software, MOTU hardware and the connecting cables between the output and input port, in addition to the firewire connection between the PC and the audio interface.
The entire cough database was passed through the system depicted in Figure 4.8 and the recorded cough sounds were passed through the Linear Separation Score system shown in Figure 3.3.

![Figure 4.8: Loopback experimental setup.](image)

The Linear Separation Score achieved by the loopback experiment is shown in Figure 4.9. From the figure, it could be seen that the loopback experiment also resulted in a Linear Separation Score of 1.

In order to further confirm the validity of the experimental setup, the output of the cough sound discriminator between the ideal condition depicted in Figure 3.2 and the loopback experiment depicted in Figure 4.9 was compared and as it could be seen, with the exception of one or two cough samples, the results are very similar to one another.

These results confirm the validity of the experimental setup. They also confirm that the inherent noise and non-linearities within the system do not distort the cough sounds in such a way that it would affect the performance of the cough sound discriminator.
The single-microphone cough sound acquisition was performed once the validity of the system was confirmed and an LSS of 1 was obtained. The obtained LSS was the same score obtained when measuring the performance of the cough sound discriminator under ideal conditions. The details of the single-microphone cough sound acquisition are explained in great detail in the next section of this chapter.

Figure 4.9: LSS of the loopback experiment.
4.3 Effect of Reverberation

The performance of the cough sound discriminator was evaluated in both the ideal case (Figure 3.2) and the loopback experiment (Figure 4.9). Although in both cases, a complete linear separation between the identified dry and wet cough sounds was observed, the results are not indicative of the performance of the discriminator in reverberant and noisy environments. It is expected that the performance of the cough sound discriminator will decrease when cough sounds become distorted by noise and reverberation in the room.

In the first part of the single-microphone experimentation, the performance of the cough sound discriminator is analysed by capturing cough sounds with a single microphone in a reverberant room.

A single microphone is located directly in front of the speaker similar to Figure 4.7. Cough sounds are played through the speaker via the output of the MOTU audio interface and captured through the analog input of the MOTU device. Similar to the loopback experiment, the recorded cough sounds are passed through the cough discriminator system and the performance of the discriminator is determined using the Linear Separation Score. The volume level at the output of the Adobe Audition software was set to -10dB. This level was chosen since it did not cause output saturation in any of the played cough sounds.
In the single microphone cough sound acquisition experiment, the distance between the microphone and the speaker is varied in order to determine the effect of distance between the patient emitting the cough and the microphone capturing it. A total of 5 experiments were performed in which the following speaker-to-microphone distances were used: 50 cm, 100 cm, 150 cm, 200 cm and 250 cm.

Figure 4.10, Figure 4.11, Figure 4.12, Figure 4.13 and Figure 4.14 show the performance of the cough sound discriminator in terms of its Linear Separation Score (LSS). As it could be seen from the graphs, the performance of the cough sound discriminator decreases as the distance between the speaker and the microphone is increased. Table 2 summarizes the results obtained from the single microphone cough sound acquisition experiment.
Figure 4.10: Single microphone cough sound acquisition ($D_{mic-to-speaker} = 50\text{cm}$).

Figure 4.11: Single microphone cough sound acquisition ($D_{mic-to-speaker} = 100\text{cm}$).
Figure 4.12: Single microphone cough sound acquisition ($D_{\text{mic-to-speaker}} = 150\text{cm}$).

Figure 4.13: Single microphone cough sound acquisition ($D_{\text{mic-to-speaker}} = 200\text{cm}$).
Figure 4.14: Single microphone cough sound acquisition (D_{mic-to-speaker} = 250cm).

### Table 2: Single microphone cough sound acquisition Linear Separation Score

<table>
<thead>
<tr>
<th>Distance (cm)</th>
<th>Linear Separation Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>1</td>
</tr>
<tr>
<td>100</td>
<td>1</td>
</tr>
<tr>
<td>150</td>
<td>0.91</td>
</tr>
<tr>
<td>200</td>
<td>0.84</td>
</tr>
<tr>
<td>250</td>
<td>0.80</td>
</tr>
</tbody>
</table>

In this section, experiments were performed to study the effect of room reverberation and microphone-to-speaker distance on the performance of the cough sound discriminator. In the next section, effect of noise on the cough sound discriminator is studied.
4.4 Effect of White Noise

Reverberation is not the only source of cough sound distortion in a typical cough sound acquisition environment. Various types of noise could also distort the captured cough sounds and hence decrease the performance of the cough sound discriminator.

In order to study the effect of noise on the performance of the cough sound discriminator, white noise was played through a second speaker while the cough sound acquisition was being performed. Figure 4.15 depicts the experimental setup used in this section of this thesis.

The white noise was placed 100cm at an angle of roughly 60° from the center of the microphone array structure. The volume of the white noise was tuned to be roughly equal to the loudest cough sound volume and played at -15dB using Adobe Audition.
This section of the thesis is divided into two sets of experiments. The first experiment investigates the effect of white noise on the performance of the cough sound discriminator at different microphone-to-speaker distances. The second experiment investigates the effect of white noise on the performance of the cough sound discriminator at different volume levels of the played cough sounds.

4.4.1 Microphone to Speaker Distance

A total of two experiments were performed where the distance between the speaker and microphone was varied while keeping the volume and distance of the white noise emitter
constant. The experiments were performed at microphone-to-speaker distances of 50 cm, and 200 cm.

Figure 4.16 and Figure 4.17 depict the result of cough sound acquisition with a single microphone and added white noise. As it could be seen, the performance of the cough sound discriminator decreases significantly when white noise is added to the system. Furthermore, at the distance of 200 cm, the discriminator fails to discriminate between the two cough types. Table 3 summarizes these results and compares them with the results obtained previously.

![SVM Classifier Result](image)

---

**Figure 4.16**: LSS of single-microphone and white noise (D_{mic-to-speaker} = 50 cm).
4.4.2 Cough Sound Volume Level

In order to analyze the relationship between the injected white noise and the volume of the played cough sounds, the described experiment was repeated with different cough sound volume levels.

The experimental setup in this section was similar to that depicted in Figure 4.15. The volume level of the played cough sounds was modified using Adobe Audition software. The distance between the speaker and the microphone was set to 200 cm.
Figure 4.18 and Table 4 summarize the results obtained in this section of the thesis. As it could be observed, the performance improves as the volume of the cough sounds increase. However, the performance decreases at very high volume levels due to system saturation.

Table 4: LSS of single microphone cough sound acquisition with white noise and variable cough sound volume

<table>
<thead>
<tr>
<th>LSS</th>
<th>0.61</th>
<th>0.69</th>
<th>0.69</th>
<th>0.71</th>
<th>0.71</th>
<th>0.73</th>
<th>0.69</th>
</tr>
</thead>
</table>

Figure 4.18: LSS of variable cough volume with single microphone.
4.5 Discussion

In this chapter of the thesis, the performance of the cough sound discriminator was investigated in reverberant and noisy environments using only one microphone as the primary audio capture device.

The first experiment involved playing cough sounds from a speaker and capturing it from a microphone from different distances. The distances ranged from 50cm to 250cm. From the results summarized in Table 2, it could be concluded that as the distance between the speaker and microphone increases, the performance of the cough sound discriminator decreases. The cough sound discriminator was able to distinguish between dry and wet cough sounds successfully and achieve an LSS score of 1 for distances of 50cm and 100cm. The LSS score, however, decreased as the distance increased beyond 100cm. The decline in performance is because as the distance between the speaker and microphone increases, the amplitude of the captured cough sounds decreases and therefore the signal-to-noise ratio decreases. The decrease in the signal-to-noise ratio causes the dry cough sounds to appear more like wet coughs sounds. The reason why dry coughs start looking more like wet coughs is related to the difference between the second phase of a dry and wet cough sound. As discussed previously, one of the distinguishing factors considered in the cough sound discriminator algorithm was the number of peaks of the energy envelope of the second phase of the cough sound [16]. As the signal-to-
noise ratio decreases in a cough signal, the second phase of the cough signal start having an increase in spikes. This increase in spikes makes a dry cough look more like a wet cough and as a result the performance of the cough sound discriminator decreases. The similarity between dry and wet cough sounds refer to the similarity in the outcome of the cough sound discriminator (i.e. same number of peaks) and not the actual cough signal.

The second experiment involved adding white noise to the experimental setup while playing cough sounds from various distances to the single microphone. Two distances were selected for this part of the setup: 50cm and 200cm. The 50cm distance resulted in an LSS of 1 in the absence of white noise. When white noise was added, however, the performance decreased to 0.80. The location, distance and volume of the white noise source were selected arbitrarily. Changing any of the mentioned factors would have obviously resulted in a different LSS score. Nevertheless, the experiment showed that white noise decreases the performance of the cough sound discriminator. Keeping the distance between the white noise source and microphone constant and increasing the distance between the cough sound source and microphone, significantly decreased the signal-to-noise ratio and as a result, decreased the LSS. In fact, for the 200cm distance, the cough sound discriminator failed to properly distinguish between the two types of cough sounds. From Figure 4.17, it can be seen that the dry and wet cough sounds have similar values for their Feature 2. In addition, the dry cough signals have greater number of peaks than wet cough signals. This is because the added white noise has introduced
many peaks to the second phase of the dry cough signal, making it appear more like a wet cough signal. The results obtained in this section show that the features extracted by the cough sound discriminator do not perform well in the presence of white noise.

The third experiment investigated the effect of the volume of cough sounds on the performance of the cough sound discriminator in the presence of white noise. This experiment had a similar setup as both the first and second experiment. As it could be seen from Figure 4.18 and Table 4, as the volume of the cough sound increased, the LSS also improved. This is due to the fact that higher volume levels of the cough sound increases the signal-to-noise ratio and hence improves the performance of the discriminator. At very high volume levels however, the performance starts to decrease again. This decrease is because the output port of the MOTU audio interface saturates at high volumes. Furthermore, the speaker's non-linear behaviour increases at higher vibration levels caused by higher volume. Although the decrease in the LSS at high volumes of the cough sound is a physical limitation of the experimental setup, it also represents an actual patient situation. At close distances, the patient might cough at higher volume levels which might cause saturation within the microphone and hence decrease the performance of the cough sound discriminator.

4.6 Conclusions
This chapter investigated the performance of the cough sound discriminator in reverberant and noisy environments. Three sets of experiments were performed in this
section. The first experiment examined the effect of room reverberation and the distance between speaker and microphone. It was concluded from this experiment that the performance of the cough sound discriminator decreases as the distance between the speaker and microphone increases. In the second experiment, white noise was added to the cough sound acquisition experiment in order to investigate the effect of white noise on the discriminator. The second experiment revealed that the added white noise corrupts the cough sounds, which in turn decreases the cough sound discriminator performance. Finally, the effect of cough sound volume in the presence of white noise was investigated in the third experiment. The results from the third experiment revealed that an increase in cough sound volume improves the performance of the cough sound discriminator, except for very high volume levels which cause system saturation and increase in system's non-linear behaviour.

The experimental results obtained in this section reveal the limitations of the cough sound discriminator in noisy and reverberant environments. The distortion introduced by the noise and reverberation had a significant impact on the performance of the cough sound discriminator. The noise level and the distance between the microphone, desired sound source and the source of noise impacted the cough sound discriminator's ability to distinguish between dry and wet cough sounds. The results suggest that a single microphone would not be able to capture cough signals in noisy and reverberant environments in such a way that it would result in a high Linear Separation Score. As a
result, the use of microphone arrays as a way of improving the performance of the cough sound discriminator will be investigated in the next chapter.
Chapter 5:

Cough Sound Acquisition using Microphone Array

In the previous chapter of this thesis, the performance of the cough sound discriminator was investigated in reverberant and noisy environments using single-microphone cough sound acquisition. The experiments conducted in the previous chapter revealed a decrease in the performance of the cough sound discriminator when a single microphone was used to capture cough sounds.

In this chapter, the use of microphone arrays in improving the performance of the cough sound discriminator is investigated.

The chapter starts with an introduction on the experimental setup followed by a detailed explanation on the various experimentations performed using microphone arrays.
The results obtained are discussed and analysed in great detail followed by a chapter conclusion.

5.1 Experimental Setup

The experimental equipment used in this chapter is similar to that used in section 4.1. The main difference between the two setups is the number of microphones used and their orientation. A maximum of 7 microphones were used in various arrangements throughout this chapter.

The microphones within the microphone array were arranged facing the sound source and perpendicular to the wavefront of the cough sounds. The microphone array was located directly in front of the speaker similar to Figure 5.1. Cough sounds were played through the speaker via the output of the MOTU audio interface and captured through the analog input of the MOTU device. The recorded cough sounds were passed through the delay-and-sum beamforming algorithm. The output of the beamformer was finally passed through the cough sound discriminator system and the performance of the discriminator was determined using the Linear Separation Score. The volume level at the output of the Adobe Audition software was set to -10dB. This level was chosen since it did not cause output saturation in any of the played cough sounds.

The experimentation performed in this section is similar to that of the previous section, with the difference that multiple microphones were used for the cough sound acquisition as shown in Figure 5.1. Introducing more microphones to the experimental
setup also introduces more factors that could be considered when capturing sounds using the microphone array. Some of those factors are:

- The distance between the microphones (microphone-to-microphone distance)
- The distance between the microphones and the sound source (microphone-to-speaker distance)
- The number of microphones used for the cough sound acquisition

In order to investigate the effect of each of the mentioned factors on the performance of the cough sound discriminator, experiments were performed taking into account all the possible values for each of the experimental variables. These possible values are summarized in Table 5. The effect of these factors on the performance of the cough sound discriminator will be analysed in this chapter.

<table>
<thead>
<tr>
<th>Microphone-to-Microphone Distance</th>
<th>5cm, 10cm, 15cm, 20cm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Microphone-to-Speaker Distance</td>
<td>50cm, 100cm, 150cm, 200cm, 250cm</td>
</tr>
<tr>
<td>Number of Microphones</td>
<td>1, 2, 3, 5, 7</td>
</tr>
</tbody>
</table>
5.2 Delay-and-Sum Beamformer

The microphone array used in this section of the thesis consisted of 2 to 7 microphones arranged in a linear fashion as described previously. Delay-and-sum (DAS) beamforming algorithm was used in the cough sound acquisition setup. The signals acquired by the microphones were passed through the DAS beamformer and the output of the DAS beamformer was fed into the Linear Separation Score system as depicted in Figure 3.3. Figure 5.2 shows the block diagram of the delay-and-sum beamformer algorithm.
The most critical component of the delay-and-sum beamformer is the relative time-delay between the microphones [63]. In order to compute this delay, two different techniques were used in order to confirm the validity of this critical component.

The first method, used mathematics and geometry in order to compute the relative delay between two microphones in units of samples points. The delay between the samples of adjacent microphones could be calculated from Figure 5.3 as shown in (7):
\[
\text{delay}_{\text{Number of Samples}} = \left[ \frac{D \sin \left( \tan^{-1} \left( \frac{D}{x} \right) \right)}{v} \right] F_s \tag{7}
\]

where \( v \) is the speed of sound, \( F_s \) is the sampling rate (44.1 kHz), \( D \) is the distance between adjacent microphones and \( x \) is the distance between speaker and the middle microphone (microphone #1).

The second method calculated the delay between adjacent microphones using an experimental approach. In this method, a sine wave of frequency 2 kHz was played from the speaker and captured by all the microphones within the microphone array at 44.1 kHz sampling rate. The first peak of the sine wave captured by the microphones was analysed and the relative delay was determined using the offset of the first peak. Figure 5.4 depicts a sample output of the sine waves captured by the microphones in the microphone array.
As it could be seen from the figure, microphone #1 is the first microphone to capture the sine wave (dark blue wave), followed by microphones #2 and #3 (orange waves), microphones #4 and #5 (green waves) and microphones #6 and #7 (pink waves). The microphones were numbered in the experimental setup shown in Figure 5.1. The vertical lines demonstrate the delay between the first peaks of the sine waves. The color of the vertical line matches the color of the sine waves.

The delays obtained from the two methods were compared and in all cases, the results were very close with one another. In case of major differences, the experimental method was repeated in order to further confirm the calculated delay. The computed results were then fed to the delay-and-sum beamforming algorithm and the final cough sound produced by the algorithm was fed to the cough sound discriminator system and the Linear Separation Score (LSS) was calculated accordingly.

![Figure 5.4: Experimental method for calculating delay.](image)
5.3 Effect of Reverberation

In section 4.3, the effect of microphone-to-speaker distance was studied on the performance of the cough sound discriminator. Results from that section showed that the performance of the cough sound discriminator decreases as the microphone-to-speaker distance increases. In this section, microphone array is used in order to improve the performance of the cough sound discriminator in reverberant environments.

The experimental setup involved in this section explores various configurations of the microphone array in order to obtain a complete understanding of the effect of microphone array on the performance of the cough sound discriminator.

The experiments involved incrementally adding more microphones at a given microphone-to-speaker distance. The microphone-to-speaker distances used in this section were 150 cm, 200 cm and 250 cm. The distance between the microphones being added to the setup was also varied in order to study the effect of microphone-to-microphone distance on the shape of the beam formed by the microphone array and ultimately on the performance of the cough sound discriminator. The microphone-to-microphone distances used were 5 cm, 10 cm, 15 cm and 20 cm. Finally delay-and-sum beamforming technique was performed on the signals acquired by the microphones within the microphone array.
Table 6, Table 7 and Table 8 summarize the Linear Separation Score obtained in this experimental setup. Figure 5.5, Figure 5.6 and Figure 5.7 graphically depict the Linear Separation Score obtained using microphone arrays in cough sound acquisition.

Table 6: LSS for microphone array cough sound acquisition ($D_{\text{Mic-to-Speaker}} = 150\text{cm}$)

<table>
<thead>
<tr>
<th>Number of Microphones</th>
<th>91</th>
<th>91</th>
<th>91</th>
<th>91</th>
</tr>
</thead>
<tbody>
<tr>
<td>91</td>
<td>91</td>
<td>91</td>
<td>91</td>
<td>91</td>
</tr>
<tr>
<td>95</td>
<td>93</td>
<td>95</td>
<td>93</td>
<td>93</td>
</tr>
<tr>
<td>95</td>
<td>95</td>
<td>95</td>
<td>97</td>
<td>93</td>
</tr>
</tbody>
</table>

Figure 5.5: Microphone array cough sound acquisition ($D_{\text{Mic-to-Speaker}} = 150\text{cm}$).
Table 7: LSS for microphone array cough sound acquisition ($D_{\text{Mic-to-Speaker}} = 200\text{cm}$)

<table>
<thead>
<tr>
<th>Number of Microphones</th>
<th>Linear Separation Score (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>85</td>
<td>85</td>
</tr>
<tr>
<td>87</td>
<td>89</td>
</tr>
<tr>
<td>89</td>
<td>91</td>
</tr>
<tr>
<td>91</td>
<td>89</td>
</tr>
<tr>
<td>91</td>
<td>91</td>
</tr>
</tbody>
</table>

Figure 5.6: Microphone array cough sound acquisition ($D_{\text{ Mic-2-Speaker}} = 200\text{cm}$).
Table 8: LSS for microphone array cough sound acquisition ($D_{\text{Mic-to-Speaker}} = 250\text{cm}$)

<table>
<thead>
<tr>
<th>Number of Microphones</th>
<th>81</th>
<th>81</th>
<th>81</th>
<th>81</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>81</td>
<td>83</td>
<td>83</td>
<td>81</td>
</tr>
<tr>
<td>6</td>
<td>83</td>
<td>85</td>
<td>85</td>
<td>83</td>
</tr>
<tr>
<td>7</td>
<td>83</td>
<td>83</td>
<td>85</td>
<td>83</td>
</tr>
<tr>
<td>8</td>
<td>83</td>
<td>85</td>
<td>85</td>
<td>83</td>
</tr>
</tbody>
</table>

Figure 5.7: Microphone array cough sound acquisition ($D_{\text{Mic-2-Speaker}} = 250\text{cm}$).
Table 9, Table 10, Table 11 summarize the LSS obtained by combining the signals acquired by the other microphones with the microphone array.

**Table 9: Complete microphone array LSS (D_{Mic-to-Speaker} = 150cm)**

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>91</td>
<td>91</td>
<td>91</td>
<td>91</td>
<td>91</td>
<td>91</td>
<td>91</td>
<td>91</td>
<td>91</td>
<td>91</td>
</tr>
<tr>
<td>2</td>
<td>91</td>
<td>91</td>
<td>89</td>
<td>93</td>
<td>91</td>
<td>91</td>
<td>91</td>
<td>91</td>
<td>91</td>
<td>91</td>
</tr>
<tr>
<td>3</td>
<td>91</td>
<td>91</td>
<td>89</td>
<td>95</td>
<td>91</td>
<td>91</td>
<td>91</td>
<td>91</td>
<td>91</td>
<td>91</td>
</tr>
<tr>
<td>4</td>
<td>91</td>
<td>91</td>
<td>89</td>
<td>93</td>
<td>91</td>
<td>91</td>
<td>91</td>
<td>91</td>
<td>91</td>
<td>91</td>
</tr>
<tr>
<td>5</td>
<td>91</td>
<td>91</td>
<td>89</td>
<td>93</td>
<td>91</td>
<td>91</td>
<td>91</td>
<td>91</td>
<td>91</td>
<td>91</td>
</tr>
<tr>
<td>6</td>
<td>91</td>
<td>91</td>
<td>89</td>
<td>93</td>
<td>91</td>
<td>91</td>
<td>91</td>
<td>91</td>
<td>91</td>
<td>91</td>
</tr>
<tr>
<td>7</td>
<td>91</td>
<td>91</td>
<td>89</td>
<td>93</td>
<td>91</td>
<td>91</td>
<td>91</td>
<td>91</td>
<td>91</td>
<td>91</td>
</tr>
<tr>
<td>8</td>
<td>91</td>
<td>91</td>
<td>89</td>
<td>93</td>
<td>91</td>
<td>91</td>
<td>91</td>
<td>91</td>
<td>91</td>
<td>91</td>
</tr>
<tr>
<td>9</td>
<td>91</td>
<td>91</td>
<td>89</td>
<td>93</td>
<td>91</td>
<td>91</td>
<td>91</td>
<td>91</td>
<td>91</td>
<td>91</td>
</tr>
<tr>
<td>10</td>
<td>91</td>
<td>91</td>
<td>89</td>
<td>93</td>
<td>91</td>
<td>91</td>
<td>91</td>
<td>91</td>
<td>91</td>
<td>91</td>
</tr>
</tbody>
</table>
Table 10: Complete microphone array LSS (DMic-to-Speaker = 200cm)

<table>
<thead>
<tr>
<th>Mic</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>85</td>
<td>85</td>
<td>85</td>
<td>85</td>
</tr>
<tr>
<td>2</td>
<td>85</td>
<td>81</td>
<td>81</td>
<td>83</td>
</tr>
<tr>
<td>3</td>
<td>83</td>
<td>83</td>
<td>81</td>
<td>81</td>
</tr>
<tr>
<td>4</td>
<td>81</td>
<td>83</td>
<td>83</td>
<td>85</td>
</tr>
<tr>
<td>5</td>
<td>83</td>
<td>81</td>
<td>83</td>
<td>83</td>
</tr>
<tr>
<td>6</td>
<td>81</td>
<td>83</td>
<td>81</td>
<td>81</td>
</tr>
<tr>
<td>7</td>
<td>81</td>
<td>83</td>
<td>81</td>
<td>81</td>
</tr>
<tr>
<td>8</td>
<td>87</td>
<td>89</td>
<td>89</td>
<td>89</td>
</tr>
<tr>
<td>9</td>
<td>89</td>
<td>89</td>
<td>85</td>
<td>89</td>
</tr>
<tr>
<td>10</td>
<td>89</td>
<td>85</td>
<td>83</td>
<td>85</td>
</tr>
<tr>
<td>11</td>
<td>89</td>
<td>91</td>
<td>91</td>
<td>89</td>
</tr>
<tr>
<td>1.5</td>
<td>91</td>
<td>89</td>
<td>91</td>
<td>91</td>
</tr>
<tr>
<td>2</td>
<td>91</td>
<td>91</td>
<td>93</td>
<td>91</td>
</tr>
</tbody>
</table>
In this section, the performance of the cough sound discriminator was analysed using microphone arrays and delay-and-sum beamforming technique. In the following section, the effect of white noise on the performance of the cough sound discriminator will be analysed.
5.4 Effect of White Noise

In Section 4.4, the effect of white noise on the performance of the cough sound discriminator was analysed using a single microphone for cough sound acquisition. The results summarized in Table 3 indicated that the cough sound discriminator is not capable of distinguishing between dry and wet cough sounds in the presence of white noise. The decrease in the performance of the discriminator was more evident as the distance between the speaker and microphone increased.

In this section, microphone arrays are used in the cough sound acquisition stage of the experiment in order to improve the Linear Separation Score of the cough sound discriminator in the presence of white noise. Figure 5.8 depicts the experimental setup used in this section of the thesis.
At it could be seen from the figure, a single white noise source is located near the microphone array structure. The distance of the speaker to microphone array structure is varied while keeping the distance between the white noise source and microphone array constant. Similar to section 4.4.1, microphone-to-speaker distances of 50 cm and 200 cm were used.

Table 12 and Table 13 summarize the Linear Separation Score obtained when using microphone arrays in the presence of white noise. Similarly Figure 5.9 and Figure 5.10 graphically depict the results obtained in this section. As it could be seen from the tables and figures, adding more microphones significantly improved the Linear Separation Score of the cough sound discriminator.
Table 12: Microphone array LSS with white noise ($D_{\text{Mic-to-Speaker}} = 50\text{cm}$)

<table>
<thead>
<tr>
<th>Number of Microphones</th>
<th>LSS 1</th>
<th>LSS 2</th>
<th>LSS 3</th>
<th>LSS 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>81</td>
<td>83</td>
<td>81</td>
<td>81</td>
<td></td>
</tr>
<tr>
<td>91</td>
<td>89</td>
<td>89</td>
<td>82</td>
<td></td>
</tr>
<tr>
<td>93</td>
<td>95</td>
<td>91</td>
<td>82</td>
<td></td>
</tr>
<tr>
<td>93</td>
<td>95</td>
<td>91</td>
<td>85</td>
<td></td>
</tr>
<tr>
<td>95</td>
<td>95</td>
<td>93</td>
<td>89</td>
<td></td>
</tr>
</tbody>
</table>

Figure 5.9: Microphone array cough sound acquisition and white noise ($D_{\text{Mic-to-Speaker}} = 50\text{cm}$).
Table 13: Microphone array LSS with white Noise ($D_{\text{Mic-to-Speaker}} = 200\text{cm}$)

<table>
<thead>
<tr>
<th>Number of Microphones</th>
<th>69</th>
<th>71</th>
<th>73</th>
<th>69</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>73</td>
<td>75</td>
<td>77</td>
<td>81</td>
</tr>
<tr>
<td>3</td>
<td>77</td>
<td>81</td>
<td>85</td>
<td>81</td>
</tr>
<tr>
<td>4</td>
<td>79</td>
<td>85</td>
<td>89</td>
<td>81</td>
</tr>
<tr>
<td>5</td>
<td>81</td>
<td>81</td>
<td>78</td>
<td>73</td>
</tr>
</tbody>
</table>

Figure 5.10: Microphone array cough sound acquisition and white noise ($D_{\text{Mic-2-Speaker}} = 200\text{cm}$).
5.5 Cough Sound Volume

In the previous section, the performance of the cough sound discriminator was analysed in the presence of white noise. It was observed that the performance improves as the number of microphones increase. In this section, the effect of the cough sound volume is investigated.

As mentioned previously, cough sounds were played at -10dB levels. This level was selected because it did not cause any saturation for both the speaker and the microphones. In the presence of white noise, however, increasing the volume of cough might help with the performance of the cough sound discriminator.

In order to analyse the effect of cough sound volume, the cough sound acquisition was repeated with the following experimental setup: microphone-to-speaker distance of 200 cm and microphone-to-microphone distance of 15 cm. The volume of the cough sounds were varied from -20dB to 8dB and the acquired cough sounds were passed through the beamforming algorithm, followed by the cough sound discriminator and the Linear Separation Score was obtained. Figure 5.11 and Table 14 depict the results obtained in this section. As it could be seen from the results, increasing the volume of the cough sounds improved the performance of the cough sound discriminator. The performance, however, decreased at very high volumes due to speaker and microphone saturation that occurs at high cough sound volume levels.
Table 14: LSS of microphone array cough sound acquisition with white noise and variable cough sound volume

<table>
<thead>
<tr>
<th>Cough Sound Volume (dB)</th>
<th>60</th>
<th>73</th>
<th>69</th>
<th>71</th>
<th>71</th>
<th>73</th>
<th>71</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 70</td>
<td>60</td>
<td>77</td>
<td>79</td>
<td>81</td>
<td>81</td>
<td>85</td>
<td>81</td>
</tr>
<tr>
<td>-1 Mics</td>
<td>63</td>
<td>85</td>
<td>87</td>
<td>89</td>
<td>89</td>
<td>91</td>
<td>85</td>
</tr>
<tr>
<td>-2 Mics</td>
<td>65</td>
<td>89</td>
<td>89</td>
<td>91</td>
<td>89</td>
<td>91</td>
<td>85</td>
</tr>
<tr>
<td>-3 Mics</td>
<td>58</td>
<td>78</td>
<td>78</td>
<td>85</td>
<td>85</td>
<td>85</td>
<td>83</td>
</tr>
</tbody>
</table>

Figure 5.11: Microphone array cough sound acquisition with white noise and variable cough sound volume.
5.6 Discussions

In this chapter, microphone array and beamforming techniques were used in order to improve the performance of the cough sound discriminator. In chapter 4, the performance of the cough sound discriminator was evaluated using the Linear Separation Score developed in chapter 3. The results obtained in the single-microphone cough sound acquisition revealed that the cough sound discriminator's performance decreases as the distance between the speaker and the microphone increases. Furthermore, the presence of white noise greatly reduces the Linear Separation Score.

In order to improve the performance of the cough sound discriminator, microphone arrays were used in the cough sound acquisition stage of the experiment. Furthermore, a delay-and-sum beamforming technique was used in order to combine the signals acquired by the individual microphones.

A delay-and-sum beamformer was selected due to its simplicity and ease of implementation. Furthermore, since the performance of the cough sound discriminator using microphone arrays was unknown, delay-and-sum beamformer provided an excellent starting point. More complex beamforming algorithms would potentially use the results obtained by the delay-and-sum beamformer as their reference and try to improve upon it [64][65]. The delay estimation of the delay-and-sum beamformer is the most critical component of this algorithm. For this reason, two methods were used in order to measure the relative delay between adjacent microphones. The reason for
selecting two methods was to ensure the accuracy of the calculated delay. The first method was a mathematical calculation of the delay based on microphone-to-speaker and microphone-to-microphone distance. The second method, on the other hand, determined the delay using a simple experiment. The frequency of the tone used for delay calculation was selected to be much smaller than the sampling frequency of 44.1 kHz in order to ensure minimal data loss between each sampling interval.

The microphone array used in the cough sound acquisition stage consisted of 1 to 7 microphones in total. Microphones were added to the array in such a way that it would preserve the symmetry of the setup. For this reason 1, 2, 3, 5 and 7 microphones were used in each experimental setup.

In the first part of the experiment, the effect of the microphone array on the performance of the cough sound discriminator was examined by varying the microphone-to-speaker distance and microphone-to-microphone distance. The distances used between the microphone array and the speaker were 150 cm, 200 cm and 250 cm. These distances were selected due to the fact that closer distances of 50 cm and 100 cm used in the single-microphone cough sound acquisition resulted in an LSS score of 1. Therefore, there was no need to use microphone array for those close distances. From the results depicted in Figure 5.5, Figure 5.6 and Figure 5.7, it could be seen that the performance of the cough sound discriminator improves when using more microphones. Adding more microphones and using beamforming techniques improves the signal-to-noise ratio (SNR) by
amplifying the desired signal (i.e. cough) through in-phase addition of the desired signal and removing undesired signals through out-of-phase addition of the undesired signals. The overall performance improvement obtained for each distance varied. For 150 cm microphone-to-speaker distance, a maximum Linear Separation Score of 0.97 was obtained when using all 7 microphones at 15 cm microphone-to-microphone distance; this is a 7% improvement from the single-microphone cough sound acquisition. Similarly, for microphone-to-speaker distances of 200 cm and 250 cm, a maximum LSS score of .93 and 0.85 was obtained respectively, as compared to 0.85 and 0.81 for the single-microphone case.

Although, adding more microphones improved the performance of the cough sound discriminator, the distance between the microphones also impacted the Linear Separation Scores. Figure 5.5, Figure 5.6 and Figure 5.7 revealed that the LSS obtained varied from different microphone-to-microphone distances. The distance between adjacent microphones within a microphone array affects the beampattern of the array and its ability to focus only on the desired signals and frequencies. From the figures, it could be seen that the microphone-to-microphone distances of 10 cm and 15 cm generally resulted in the greatest Linear Separation Score. According to Feature 2 of the cough sound discriminator described in [16], the highest frequency of interest is around 2250 Hz. Therefore, the distance between the microphones within an array should not be less than \( \lambda/2 \) [1]. The minimum distance could be calculated as shown in (8). As it could be seen
from (8), the theoretical distance is less than the optimal distance obtained in the microphone array cough sound acquisition experiments.

\[
d \geq \frac{\lambda}{2} = \frac{v}{2f} = 7.6\text{cm}
\]  

(8)

In the second part of this chapter, the effect of microphone array on the performance of the cough sound discriminator was investigated in the presence of white noise. It was observed in section 4.4 that the performance of the cough sound discriminator significantly decreases with single-microphone cough sound acquisition in the presence of white noise. In this section, the single microphone was replaced by a microphone array in order to improve the previously obtained Linear Separation Score. Figure 5.9 and Figure 5.10 depict the results obtained. From the two figures, it could be seen that a significant improvement was observed when using a microphone array as opposed to a single microphone. For the microphone-to-speaker distance of 50 cm, a maximum Linear Separation Score of 0.95 was obtained as opposed to 0.81 in the single-microphone cough sound acquisition. For the microphone-to-speaker distance of 200 cm, a maximum Linear Separation Score of 0.89 was obtained as opposed to 0.69 in the single-microphone cough sound acquisition. This significant improvement is due to the fact that microphone array and delay-and-sum beamforming algorithm provides the ability to cancel unwanted noise while amplifying desired signals. For the 50 cm microphone-to-
speaker distance, 5 cm and 10 cm microphone-to-microphone distance resulted in the maximum Linear Separation Score. For the 200 cm microphone-to-speaker distance, however, the 15 cm microphone-to-microphone distance resulted in the best performance. These findings could be explained by the beampattern formed by each of the configurations and also by the number and location of side-lobes which exist in each configuration. The beampattern and shape will be explained and depicted graphically in the next chapter.

Figure 5.10 also reveals another interesting finding. At microphone-to-microphone distances of 15cm and 20cm, it is observed that the LSS score significantly decreases when using 7 microphones. Although this observation initially seems non-intuitive, it could be explained by taking a closer look at the experimental setup. From Figure 5.8, it could be observed that microphone number 7 is the closest microphone to the white noise source. As the distance between the microphones increase, microphone number 7 gets closer to the white noise source. At microphone-to-microphone distances of 15 cm and 20 cm, microphone number 7 is so close to the white noise source that two events occurs. First, the microphone is picking up only white noise and barely any of the actual desired signals. This causes the delay used in the delay-and-sum beamforming algorithm to lose its significance and cause noise to also be added to the desired signal. In this case, the microphone is doing more harm than good and hence decreases the performance of the cough sound discriminator. Second, being so close to the white noise source, which is
being played at a certain volume level, causes the microphone to saturate and hence not capture the desired signals appropriately. These two factors contribute to the fact that adding the 7th microphone decreases the overall LSS score.

In the final part of this chapter, the volume of the cough sounds were varied in order to determine the effect of cough sound volume on the performance of the cough sound discriminator in the presence of white noise. Cough sounds volumes were varied from -20db to a maximum of 8dB for a microphone-to-speaker distance of 200cm and a microphone-to-microphone distance of 15cm. From the result depicted in Figure 5.11, it could be seen that increasing the volume of the cough sounds improves the Linear Separation Score which is due to an increase in the signal-to-noise ratio. Furthermore, adding more microphones to the microphone array also improves the performance of the cough sound discriminator. The increase in volume at very high levels however, decreases the performance of cough sound discriminator. This is due to the fact that at very high volumes, the various components of the system such as the microphones and the speakers enter saturation levels and start injecting noise into the system. This injected noise and saturation leads to an overall decrease in the performance of cough sound discriminator.

5.7 Conclusions
In this chapter, microphone arrays were used in order to improve the performance of the cough sound discriminator in noisy and reverberant environments. Furthermore the effect
of cough sound volume on the performance of the cough sound discriminator was investigated. From the results obtained in this chapter, it was concluded that adding more microphones improve the Linear Separation Score in both noisy and reverberant environments. Furthermore, increasing the volume of the cough sounds improves the overall performance of the cough sound discriminator.

The use of microphones arrays for cough sound acquisition is a necessary step in improving the performance of the cough sound discriminator. In chapter 4, it was concluded that the performance of the cough sound discriminator significantly decreases as the distance between microphone and speaker increase and also as white noise is added to the system. This decrease in performance was compensated by using microphone arrays in this chapter. Microphone arrays and delay-and-sum beamforming techniques are capable of focusing on the desired signals while removing unwanted signals and noise from the final cough signal.
Chapter 6:

Microphone Array and Beamforming

Graphical User Interface

Microphone array and delay-and-sum beamforming algorithm was used in order improve the performance of the cough sound discriminator and its overall Linear Separation Score. In order to understand the behaviour of the microphone array and its beampattern, a Graphical User Interface (GUI) was designed. The design of this GUI is explained in details in this chapter. Furthermore, the results obtained in chapter 5 will be illustrated and analysed in this chapter using the GUI.

This chapter starts by giving an overview of the developed GUI along with its various features. The algorithms used in developing the GUI and displaying the beampattern are then explained. Finally, the results obtained in chapter 5 are illustrated using the GUI.
6.1 Introduction

The GUI designed in this section was used in order to visualise the beampattern of various microphone array configurations. The shape of the emitted beampattern and the presence of side-lobes could help with understanding the results obtained in chapter 5.

The relationship between the number of microphones, the frequency of the sound source, the distance between the microphone array and the sound source and the distance between the microphones within the array on the final beampattern could be simulated using the GUI. The knowledge of the approximate beampattern helps with understanding the performance of the cough sound discriminator in various situations.

6.2 Graphical User Interface Design

The graphical user interface was developed in Matlab. Figure 6.1 shows a snapshot of the GUI when it is started for the first time. As it can been seen from the figure, it consists of two major parts: The open grey area which is a placeholder for the beampattern diagram and the bottom part which is the control area.
The control area depicted in Figure 6.1 gives the user the ability to set the various parameters for a given microphone array setup. The users are capable of modifying the frequency of sound source using the frequency slider, and setup the various components of the microphone array configuration such as the number of microphones, its arrangement, microphone-to-microphone distance and the coordinates of the sound
source and microphones. Once the configuration is setup, the “submit” button is used to generate the corresponding beampattern and the “print” button is used to capture a screenshot of the beampattern. The microphones could be arranged in a linear or random fashion. In linear mode, the user only needs to specify the coordinate of the center of the microphone array and the distance between the microphones and the program calculates all the coordinates of the microphones automatically. In manual mode, however, the user is capable of manually placing the microphone in any location they desire. In manual mode, a new control pane becomes visible as shown in Figure 6.2. Figure 6.3 depicts a sample output of the GUI. The red square represents the sound source and the blue squares represent the microphone array. Darker regions represent greater signal attenuation and lighter regions represent less signal attenuation.

The beampattern diagram created by the GUI is a greyscale image of the signal amplitudes at various locations of a 2m x 2m room. The signal amplitude calculation is explained in the next section.

6.3 Beampattern and Delay-and-Sum Beamformer

The algorithm used in the GUI is a delay-and-sum beamformer. The algorithm uses the coordinates of the sound source and microphones in order to compute the distance of each microphone from the sound source. The delay is then calculated by finding the longest microphone-to-sound source distance and adjusting all other distances relative to the longest distance. Once the delay for each microphone is calculated, the algorithm
iteratively calculates the delay between each point on the graph and the microphones and sums all the signals captured by the microphones. The value obtained is normalized to a value between 0 and 1, which is used for the greyscale drawing.

Figure 6.2: Manual microphone placement pane.
6.4 Beampattern Analysis

In this section, the beampattern of the various microphone array configurations used in chapter 5 are simulated in order to further analyse the results obtained using microphone array and delay-and-sum beamforming. The frequency used for the simulation is 2000
kHz, which is roughly the maximum frequency used in the cough discrimination algorithm.

6.4.1 Microphone-to-Speaker Distance
In this section, the effect of microphone-to-speaker distance on the generated beampattern is simulated using a microphone array of seven microphones with a 10 cm microphone-to-microphone distance. As it can be seen from Figure 6.4, Figure 6.5, Figure 6.6, and Figure 6.7 as the distance between the microphone and speaker increases, the beam width also increases. This widening of the beam width enables the microphones to collect sound signals from sources other than the desired source and hence reduce the signal-to-noise ratio.

6.4.2 Microphone-to-Microphone Distance
In this section, the effect of microphone-to-microphone distance and the number of microphones on the shape of the beampattern is simulated using the GUI.

Figure 6.8, Figure 6.9, Figure 6.10 depict the beampattern as more microphones are added to the microphone array. As it could be seen, adding more microphones creates a narrower beam towards the desired sound source. Although a narrower beampattern helps focus on the desired signal, it is also accompanied by additional side-lobes. The side-
lobes will pick up any noise that might be present where the side-lobes exist, which in
turn would decrease the signal-to-noise ratio.

The results obtained in section 5.3 revealed that a microphone-to-microphone
distance of 10 cm and 15 cm resulted in the highest Linear Separation Score. By
examining the simulation results in Figure 6.11, Figure 6.12 and Figure 6.13 it could be
seen that for frequencies of 2 kHz, the microphone-to-microphone distance of 10 cm and
15 cm results in both a narrow beam and a relatively smaller side-lobe than that of 5 cm
or 20 cm. This pattern could be better observed when using more microphones in the
microphone array and in the presence of noise. As a result, the signal-to-noise ratio for
these microphone-to-microphone distances was higher than other microphone array
configuration. The higher the signal-to-noise ratio, the higher the Linear Separation Score
of the cough sound discriminator.
Figure 6.4: Beampattern for $D_{\text{Mic-to-Speaker}} = 10\text{cm}$. 
Figure 6.5: Beampattern for $D_{\text{Mic-to-Speaker}} = 30\text{cm.}$
Figure 6.6: Beampattern for $D_{\text{Mic-to-Speaker}} = 50\text{cm}$.
Figure 6.7: Beampattern for $D_{\text{Mic-to-Speaker}} = 150\text{cm}$.
Figure 6.8: Beampattern using 3 microphones.
Figure 6.9: Beampattern using 5 microphones.
Figure 6.10: Beampattern using 7 microphones.
Figure 6.11: Beampattern at 2 kHz with 3 microphones and microphone-to-microphone distance of a) 5cm b) 10cm, c) 15cm and d) 20cm.
Figure 6.12: Beampattern at 2 kHz with 5 microphones and microphone-to-microphone distance of a) 5 cm b) 10 cm, c) 15 cm and d) 20 cm.
Figure 6.13: Beampattern at 2 kHz with 7 microphones and microphone-to-microphone distance of a) 5cm b) 10cm, c) 15cm and d) 20cm.
6.5 Conclusions

In this chapter, the design of a Graphical User Interface was explained. The GUI was developed in order to simulate the beampattern obtained by various microphone array configurations. Delay-and-sum beamforming algorithm was used in the GUI in order to compute the beampattern of the microphone.

The GUI was used in order to simulate the configurations used in chapter 5 and help analyse the results. The simulation results showed that as the number of microphones increased, a narrower beam is formed towards the desired sound source. Furthermore, as the distance between the microphones increased, the beam also became narrower and more side-lobes were formed by the beamformer. The existence of side-lobes could significantly reduce the performance of the beamformer if the location of the noise coincides with the location of the side-lobe.

In conclusion, the simulation results obtained in this chapter helped explain the findings obtained in chapter 5.
Chapter 7:

Conclusion

7.1 Thesis Conclusion and Contributions

In this thesis, the cough sound discriminator previously developed by [16] was analysed in noisy and reverberant environments. These types of environments were selected since they represent the likely environments in which patients are monitored. In order to measure the performance of the cough sound discriminator, Linear Separation Score (LSS) was introduced. Linear Separation Score used linear separability of the wet and dry cough sounds in order to quantitatively compare the performance of the cough sound discriminator under various conditions.

The performance of the cough sound discriminator was analysed in a noisy and reverberant room using a single microphone. Experiments revealed that the Linear
Separation Score decreased as the distance between the microphone and the speaker increased. Furthermore, the addition of white noise significantly decreased the performance of the cough sound discriminator. In order to improve the Linear Separation Score of the cough discriminator, microphones arrays were used along with delay-and-sum beamforming algorithm. Results showed that using microphone arrays improved the performance of the cough sound discriminator in both reverberant and noisy environment. The effect of microphone arrays on the performance of the cough sound discriminator was fully analysed under various experimental setups such as microphone-to-microphone distance, microphone-to-speaker distance, the number of microphones and the volume of the cough sounds.

Finally, a Graphical User Interface was developed using Matlab in order to help simulate the beamforming algorithm and illustrate the beampattern created by the microphone array under different configurations. The simulation results obtained by the GUI were used to explain the results obtained in the microphone array experimentations.

7.2 Suggested Future Work

Future work relevant to the research performed in this thesis includes:

- Use other types of beamforming algorithms in order to further improve the performance of the cough sound discriminator.
- Develop new feature extraction algorithms capable of discriminating between dry and wet cough sounds under noisy and reverberant environments.
• Develop a cough sound classifier
• Expand the cough database to include more cough sounds
• Add more features to the GUI such as flexible room size, add other beamforming algorithms and analyse more complex sound signals
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