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Abstract

Concrete arch dams are constructed as cantilever monoliths separated by vertical contraction joints filled with low tensile strength grouting material. Strong ground motions during earthquakes can cause high tensile and compressive stresses to develop in the body of an arch dam. The vibrational movements of the dam can result in the opening, closing, and sliding movements at the contraction joints, and in the cracking and crushing of the concrete material in the cantilever monoliths. Failure of an arch dam may lead to the sudden release of the reservoir content resulting in great loss of life and economic devastation. In order to ensure the earthquake safety of arch dams, the interaction and the coupling effects between the nonlinear inelastic behaviour of the concrete material and the movements at the contraction joints should be taken into account in the design of new structures and in the evaluation of the seismic risk of existing ones. Most previous studies on the seismic behaviour of arch dams have not accounted for these two types of nonlinearity, and only a few have considered the effect of the vertical contraction joints on the response of the analysed structure. This thesis presents a numerical model which accounts for the interaction and the coupling effects between the inelastic action of the concrete material and the movements at the contraction joints of an arch dam.

The proposed model is implemented in a new finite element computer program called CADNAP (Concrete Arch Dam Nonlinear Analysis Program). A zero-thickness joint element model is employed to simulate the opening, closing and sliding effects at the vertical contraction joints of the dam. A nonlinear concrete material
model which combines a smeared crack model with a bounding surface model is developed in the present study to investigate the effects of high tensile and compressive stresses on the concrete material of the dam. A characteristic length parameter is incorporated in the constitutive law of the smeared crack model to ensure objectivity of the obtained crack patterns. The dam–reservoir interaction is taken into account by means of the added mass concept of the impounded water. The dam–foundation interaction is considered by modelling part of the foundation with depth approximately equal to the height of the dam. The Newmark method in conjunction with the Newton-Raphson iteration scheme are employed to carry out the time–step integration of the nonlinear equations of motion of the system. The safety of the dam structure can be evaluated based on the stress and displacement response time histories and on the calculated patterns of damage.

The validity of the proposed finite element formulation is verified in the analysis of the seismic response and performance of the 142-m high Morrow Point dam. The analysis results indicate that significant stress and damage can result in the central cantilever monoliths of the dam when subjected to strong ground motions.
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Chapter 1

Introduction

1.1 General

Dams are important structures which make possible the large scale and efficient use of one of the most important natural resources - water, for human development. Since ancient times, dams have been constructed to create reservoirs to store water for drinking water supply, agricultural irrigation, flood control, river navigation, and more recently for electric power generation and industrial use. According to a recent survey (ICOLD 1984), there are currently more than 36,000 large dams in the world, which are defined as equal to or greater than 15 metres high. Due to the ever increasing number of large dams in operation and the potential disasters that the failure of a large dam can cause, the issue of dam safety has become a matter of great public concern. To address this concern, governments have established regulatory agencies which have enacted measures and regulations to review and approve new dam projects, as well as procedures to ensure the safe operation of existing dams. Because of the many advances in structural engineering in the past few decades, especially in the areas of computer modelling and analysis techniques, it has been found that some of the previous design assumptions on material models and structural behaviour employed in large dam design may lead to inadequate structures. Consequently, the safety of many existing dams need to be re-examined in light of the new state of knowledge and developments. In order to reduce the potential needs of very costly strengthening and rehabilitation of these existing dams, numerical modelling and analysis tools which can accurately predict the behaviour and performance of dam structures under both
normal operating and extreme load conditions are required.

Many dams are located in seismically active regions. For reasons already mentioned earlier, the seismic hazards of large dam structures are major concern to dam designers, owners and operators. In typical earthquake resistant design of dams, according to the International Commission on Large Dams (ICOLD) guidelines for selecting seismic parameters, a dam must be designed to have the capacity to resist the earthquake forces induced by an Operating Basis Earthquake (OBE) and a Reservoir-Induced Earthquake (RIE) within the linear elastic response range without suffering any damage; and to resist the Maximum Design Earthquake (MDE) with only limited zones of damage due to inelastic action in the dam body but without jeopardizing the overall capacity of the structure to hold the impounded water in the reservoir (ICOLD 1989). In order to assess the performance of dam structures or design with regards to these performance requirements, comprehensive nonlinear dynamic analysis of the dam systems are required. Because large dams are very massive structures, the inelastic action in the dam body resulting from the large inertial forces of the dam, and the interaction between the dam body, the foundation and the impounded water during strong earthquakes are important structural behaviour to be considered and modelled in evaluating the earthquake responses of large dams (ICOLD 1986).

Sophisticated analysis procedures have been developed by many researchers to study the linear elastic behaviour of concrete arch dams subjected to strong ground motions during an earthquake (Clough et al. 1973, Hall and Chopra 1983, Fok and Chopra 1985, Tan and Chopra 1995). However, the nonlinear phenomena in the seismic response of large dam structures have not been addressed as extensively, partly because of lack of experimental data, and also because of the complexity of the problems and the extensive computational effort required to carry out nonlinear dynamic time history analysis. This thesis presents a new comprehensive nonlinear dynamic time history analysis procedure for evaluating the detailed responses, and behaviour and performance of concrete arch dams subjected to earthquake ground motions.
1.2 Causes of nonlinear behaviour in concrete arch dams

Nonlinear phenomena in the behaviour of an arch dam can arise in the dam body and in the foundation of the structure. The present work concerns the nonlinearities in the dam body only. The formulations proposed herein can be extended to consider similar phenomena in the rock foundation substructure of a concrete dam.

One source of nonlinearity in the responses of concrete arch dams subjected to severe earthquakes is the nonlinear stress–strain relationship of the concrete material under states of large deformations. The nonlinear behaviour of the concrete material is very complex and depends on the history and on the rate of the applied loading. In addition, concrete exhibits significantly different behaviour under tension and compression. The tensile strength of concrete is approximately 10% of its compressive strength. Seismic analyses based on the assumption of linear–elastic stress–strain relationship in both tension and compression with the same constant rigidity for concrete may lead to unrealistically high tensile and compressive stresses in the dam body. Tensile stresses exceeding the tensile strength of concrete lead to cracking of the concrete material, and thus cause the structure to respond in a nonlinear and inelastic manner to the external loads. Compressive stresses higher than approximately one third of the compressive strength of concrete cause irreversible damage to the material of crushing and permanent deformations and strains.

Another important source of nonlinearity in the seismic responses of concrete arch dams is the presence of contraction joints in the dam body. Arch dams are constructed as cantilever monoliths separated by vertical contraction joints which are grouted with cement–sand mortar before the impounding of the reservoir. The purposes of the contraction joints are to release some of the thermal stresses generated from the hydration of the concrete during the construction phase, and the thermal loads induced from the ambient temperature gradients after completion of the dam. The contraction joints also minimise the formation of tensile cracks due to shrinkage of the concrete. Because of the negligible tensile strength of the grouting material, the joints cannot transmit tensile stresses between the adjacent cantilever monoliths. Relative movements of the cantilever monoliths during an earthquake may result in
the opening, closing, and sliding of the contraction joints, resulting in significant dissipation of the seismic input energy.

The interaction between the impounded water and the movement of the dam may result in nonlinear responses of the structure. As an example, water penetrating into open cracks or open contraction joints during the seismic response of the dam can exert very high stresses on the surfaces of the cracks or contraction joints upon closing because of the high incompressibility of water. This can significantly affect the stress distribution in the body of the dam.

There have been only few cases in which nonlinear behaviour have actually been recorded in a large concrete arch dam. One of the prominent examples is the observed responses of the 111-metre high Pacoima arch dam during the 1971 San Fernando earthquake. An accelerograph installed on a ridge near the dam recorded acceleration peaks in excess of 1.0 g in both horizontal components and 0.7 g in the vertical direction. Although severely shaken, the dam body experienced only slight damage (IEC 1972). The earthquake opened a previously-grouted contraction joint on the thrust block of the left abutment and caused a small crack near the base of the thrust block. However, at the time of the earthquake, the water level was 45 meters below the crest. A comprehensive case study of the nonlinear dam responses shows that the damage suffered by the dam body would have been worse had the reservoir been full at the time of the seismic event (Dowling and Hall 1989).

1.3 Objectives and scope of the study

The objectives of the present research are to develop numerical models for nonlinear dynamic time history analysis of concrete arch dams which takes into account in details the interaction and the coupling effects between the nonlinear inelastic behaviour of the concrete material and the contraction joints in the body of the dam, to verify the validity of the proposed numerical analysis models and procedures by numerical examples, and to implement a comprehensive and effective computer tool based on the developed numerical models for the seismic response and performance
evaluation of concrete arch dams. Most previous studies of arch dams have not accounted simultaneously for the two types of nonlinearity considered herein, and only a few have considered the effect of the vertical contraction joints on the response of arch dams.

The new model combines a nonlinear joint model and a nonlinear concrete model to account for the dissipation of the seismic energy through the large movements at the vertical contraction joints and through the tensile cracking and the compressive crushing of the concrete. A nonlinear zero–thickness joint element developed in an earlier phase of the study by Noruziaan (1995) and Lau et al. (1998) is employed to simulate the opening/closing and shear sliding effects at the vertical contraction joints of the dam. A concrete material model which combines a model for tensile fracture (Cervera and Hinton 1986) with a model for compressive fracture (Pagnoni et al. 1992) is developed in the present study. The joint element and the combined concrete model are implemented in a finite element computer program developed for the purposes of the current research. The new program CADNAP (Concrete Arch Dam Nonlinear Analysis Program) is based on the existing program ADAP88 (Fenves et al. 1989) as the backbone and the computer program developed by Noruziaan (1995). The validity of the proposed finite element formulation is demonstrated in the analysis of the seismic response and performance of the 142-metre high Morrow Point dam.

1.4 Layout of thesis

The thesis is organised into seven chapters. Chapter 1 introduces the problem and the motivation and significance of the current research, its objectives and scope of the study. Chapter 2 summarises the findings of the literature survey carried out to give an overview on the state of knowledge and research relevant to nonlinear analysis of concrete dams. The adopted nonlinear joint element model is described in Chapter 3. The numerical implementation of this model is discussed in details. Chapter 4 presents the basic concepts of the concrete models adopted to simulate tensile cracking and compressive fracture of concrete subjected to frequent loading reversals
typical of earthquake ground shaking. The combined model developed and its numerical implementation are discussed. Chapter 5 presents the formulation of the static equilibrium equations and the numerical algorithm for concrete arch dams seismic analysis procedures. Chapter 6 presents the case studies carried out to demonstrate the validity of the numerical models proposed for seismic analysis of large concrete arch dams. Chapter 7 presents the conclusions obtained from the present research and suggestions for future works.
Chapter 2

Literature survey

2.1 General

Previous studies on the nonlinear response of concrete arch dams subjected to static and dynamic loads generally consider separately the nonlinear kinematic behaviour of the contraction joints and the inelastic behaviour of the concrete material in the dam body. The modelling of the joint behaviour is typically carried out by means of nonlinear joint models considering only the nonlinear effects due to the kinematics of the joint movements. The material nonlinearity in the concrete cantilevers as a result of high stress states are not considered in the previous studies on the nonlinear joint behaviour of arch dams. However, in separate developments, nonlinear constitutive models developed for plain concrete have been applied to the analyses of concrete gravity dams. In the present study, results obtained from literature surveys on the current development of joint models and constitutive models for concrete, as well as their applications to analysis of concrete dams are presented.

2.2 Joint models

The utilisation of the joint elements in the modelling of the behaviour of the contraction joints is to allow discontinuity in displacements at the interface of two adjacent monolith bodies. In the formulation of the joint elements, double nodes, one on each side of the joint interface, are defined in the finite element mesh of the structure. The penalty constraint formulation is implemented to maintain compatibility in the displacements of the corresponding pairs of double nodes throughout
the response by preventing any unrealistic penetration of the interface surfaces at the joint. In previous research and earlier developments, joint elements of this nature have been referred to as "gap elements", "joint elements", "boundary slip elements", and "thin elements" (Hohberg 1992). Differences in the formulations of these previous joint models are related to the finite or zero thickness of the elements, the strain or displacement constitutive relationships adopted in the formulations, the number of double nodes employed, the modelling of the deformation characteristics of the joints by a lumped or a consistent stiffness matrix, and the quadrature scheme adopted.

Dowling and Hall (1989) present a joint element formulation to model the opening and closing behaviour of contraction joints at predetermined horizontal cracking planes in concrete arch dams. Since this joint element follows a single shell element discretization scheme in the thickness direction of the dam, it is sometimes referred to as a "shell joint element" (Hohberg 1992). A translational and a rotational rigid no-tension springs are employed to model the joint, as shown in Figure 2.1. The tangent stiffness of the joint is defined based on the two-dimensional linearly elastic plane strain discretization of a slab using four-node rectangular elements. The compressive and sliding nonlinear effects of the joint are not considered in this model. In the finite element mesh of the structure, a joint is represented by a double node with translational degrees-of-freedom, two parallel and one perpendicular to the joint plane. At each of the joints, two independent sets of degrees-of-freedom are assigned: one is average, and the other is relative, each including rotations and translations. The joint elements contribute stiffness to the relative degrees-of-freedom only. Due to the no-slip assumption, relative displacement in the direction parallel to the joint is not considered. It is recognised however that the no-slip assumption could be violated in the case of an unkeyed joint or a joint with bevelled keys. Joint elements with the above mentioned characteristics have been employed in the finite element analysis of Pacoima arch dam to investigate its responses to the 1971 San Fernando earthquake. The study results reveal that the contraction joints lead to several nonlinear phenomena in the seismic behaviour of the structure. The most important of these is the opening of the joints at the dam-foundation interface and at the upper portions
of the contraction joints. The opening of the contraction joints leads to significant changes in the stress distribution pattern in the dam body. Another important observation on the nonlinear behaviour of the dam is the cracking of the cantilevers due to loss of arch stiffness. Further, in the case of a full reservoir, the computed maximum compressive stresses exceed the limit from the linear stress-strain relationship. The researchers of the study suggest that improvements to the applicability of the proposed joint model can be achieved by removing the assumptions of uniform free field input ground motions and no relative slippage between the joint surfaces. It is expected relaxation of these assumptions will lead to reduction of the intensity of the response.

Fenves et al. (1989) implement another joint finite element in the computer program ADAP-88. ADAP-88 is an extension of ADAP, a computer program originally developed by Clough et al. (1973) for linear static and seismic analysis of arch dams. The joint element adopted in ADAP-88 can model the opening and closing behaviour of vertical contraction joints. The dam's cantilevers and foundation are treated as linear elastic substructures. The only nonlinearity in the finite element model is thus associated with the joints. To further reduce the computational effort for the iterative solution of the nonlinear equations of motion, the procedure for solution of nonlinear systems with localised nonlinearity proposed by Row and Schricker (1984) is incorporated in the computer program ADAP-88. In the thickness direction of the dam, the vertical contraction joint is modelled by three joint elements and the concrete material adjacent to the joint is modelled by multiple layers of three-dimensional solid elements in the arch direction, as shown in Figure 2.2. To reduce the computational effort, other parts of the dam body are modelled by a single layer of shell elements. The ADAP-88 arch dam model has been used in the analysis of the response of Big Tujunga dam subject to the 1971 San Fernando earthquake. The results show that the opening–closing mechanism of the contraction joints causes a reduction in the effective vibration frequencies of the structure, and a reduction in the tensile arch and cantilever stresses in the dam body.

In a subsequent parametric study performed by means of ADAP-88, Fenves et
al. (1992) investigate the optimum number of contraction joints required to adequately model the earthquake response of arch dams. The parametric study is carried out on a finite element model of Morrow Point dam. It is concluded that a model of the dam with only one contraction joint at the crown section can simulate the most important effects of joint opening on the response of the dam to a symmetric ground motion. For the case of non-symmetric response, a three-joint model of the dam structure can yield reasonably accurate results as compared to models with more than three joints. The study reports that for this particular dam and ground motion, the opening of the joints reduces the arch tensile stresses and increases the cantilever stresses. Increasing the number of modelled contraction joints leads to a larger reduction in the arch tensile stresses, but no significant change in the maximum cantilever stress. Since the opening of the contraction joints will prevent arch stress from developing, it is therefore suggested that the maximum cantilever stresses are more relevant indicators of the performance of concrete arch dams during earthquake. The results from the parametric study show that for the analysed dam a three-joint model of the whole structure provides good accuracy at reasonable computational effort.

A fairly sophisticated joint element formulation has been presented by Ho-hberg (1992). This joint model is developed with the objective to be applicable to concrete and rock joints. The joint model assumes small relative displacements in the joints, equivalent to the small strain assumption in continuum mechanics. Penalty parameters are adopted as elastic moduli in the formulation of the joint constitutive model. Both opening and frictional sliding of the joint are considered in the model. The former is treated as a stress-free reversible gap displacement, whereas the latter is modelled as an incremental plastic process with a non-associated flow. If the stresses exceed the joint strength, the shear capacity is computed as a function of the surface asperities. To demonstrate the applicability of the joint model, the seismic response of an idealised concrete arch dam with a symmetric geometry similar to that of the 237-metre high Mauvoisin dam is investigated. The cantilevers of the structure are modelled as linear elastic solids using 20-node serendipity brick and 15-node wedge shaped elements, as shown in Figure 2.3. In addition to the assumption of a linear
constitutive model for the cantilevers, several other simplifications are adopted: the foundation is assumed rigid, the self-weight of the structure is neglected, the reservoir is assumed empty, and only upstream/downstream excitation is considered. To investigate how the joint nonlinearity influences the response, four cases are analysed: linear monolithic structure, pure joint opening, limited shear key height and frictional sliding in unkeyed joints. It is concluded that the influence of the damping effect due to frictional sliding at the joints to the seismic response of the dam is much less than that due to the joint opening. Similar to previous studies, the analysis results confirm that joint opening leads to a lengthening of the apparent vibration period of the dam and changes to the stress distribution pattern in the dam body.

In a recent study, a comprehensive joint constitutive model is presented by Noruziaan (1995). The zero-thickness joint element developed by Noruziaan includes an enhancement to the joint model adopted in ADAP-88. It considers energy dissipation through nonlinear shear slippage. The joint slippage behaviour is formulated on the basis of a two-dimensional Mohr-Coulomb model. Parametric studies on the seismic response of the Morrow Point dam are carried out using the developed joint model. Based on the obtained results, it is concluded that contraction joints with no shear keys are susceptible to damage due to shear slippage in the upper parts of the dam.

In a study to evaluate the adequacy of a general purpose finite element computer program for the analysis of arch dams with keyed contraction joints, Mays and Roehm (1993) analyse East Canyon dam, a double curvature 80-metre high concrete arch. Both linear and nonlinear finite element models of the dam are considered in the study. In both models, the cantilevers of the dam are modelled by 20-node linear-elastic solid elements. The foundation is assumed rigid, and the dam–reservoir interaction is taken into account by means of a diagonalised added mass matrix. In the linear model, the contraction joints are modelled by rigid elements, whereas in the nonlinear model gap elements are used to connect corresponding nodes across the contraction joints. The dam models are then subjected to loading due to self-weight,
impounded water and strong ground motions. Three components of the ground motion records obtained from the 1967 Koyna earthquake event with the amplitude scaled by a factor of 1.22 to represent the maximum credible earthquake expected at the dam site are used as input excitation in the study. While the construction sequence is simulated in both models, the impounding of the reservoir is simulated by a single load step in the linear model and by multiple load increments in the nonlinear model. The results from the study indicate that the nonlinear analysis yields considerably lower horizontal tensile stress, but higher vertical tensile and compressive stresses.

2.3 Nonlinear concrete models

Nonlinear concrete models can be classified into nonlinear elastic, plastic, fracture-mechanics-based and damage-mechanics-based models. Both the elastic and the plastic concrete models utilise stress or strain based criteria to determine the failure of the material under increasing loading. This approach is more appropriate when applied to ductile materials exhibiting a prolonged yield plateau on the stress-strain relationship similar to that commonly observed in metals. As concrete is a quasi-brittle material, its failure cannot be accurately modelled by the stress criteria approach. Rather, the fracture propagation must be determined on the basis of an energy criterion, as formulated in fracture-mechanics-based and damage-mechanics-based models.

In order to completely describe the behaviour of concrete material, the constitutive model should have the capability to accurately predict the pre-fracture behaviour, the initiation and growth of the fracture process, and the post-fracture behaviour. Fracture of concrete can occur due to high tensile or high compressive stresses; it is referred to as cracking in the former case and as crushing in the latter.

Before the onset of a crack, the behaviour of concrete can be approximated as linear elastic. On the other hand, as Figure 2.4 shows, it is necessary to adopt a nonlinear constitutive law in order to properly describe the pre-crushing concrete behaviour.
As has already been stated, there are two main approaches to investigate the fracture behaviour of concrete structures, namely the damage mechanics approach and the fracture mechanics approach. While fracture mechanics is applicable only in the investigation of cracking, damage mechanics is applicable in the analysis of both cracking and crushing. It is worth mentioning that although the no-tension stress criteria design is widely believed to be on the safe side, Bažant reports (1994) that in certain cases a fracture mechanics analysis can yield a lower resistance of the structure.

Research efforts in modelling material nonlinear effects in concrete dams have focused mainly on the analysis of the two-dimensional stress and strain state in gravity dams. The material nonlinear behaviour in the three-dimensional stress and strain state of arch dams have rarely been addressed. The majority of the research work have concentrated on modelling the cracking effects due to high tensile stress. The nonlinear effects due to high compressive stress have not been considered in such details as the cracking effects. Although studies have shown that the compressive stress level in concrete gravity dams rarely exceeds the elastic limit, this may not be the case for arch dams because of their inherently more flexible characteristics.

The modelling of the behaviour of fractured concrete in a finite element formulation can be classified into two main approaches: discrete models and continuum models. Discrete models can only be applied for investigating the initiation and propagation of cracks, i.e. they cannot be used for investigating the behaviour of crushed concrete under a compressive stress state. A discrete fracture model is derived based on the principles of fracture mechanics. In the discrete fracture formulation, a crack is represented as a gap in the finite element mesh. The mesh is modified when the crack propagates. This procedure requires a significant increase in the computational effort when it is applied to seismic analysis. The discrete fracture model is more suitable for modelling the behaviour of brittle materials under slow rate of loading without too many load reversal cycles, or where the crack location is known apriori. The contraction joint finite element models, such as those described in the previous section, can be regarded as particular cases of the discrete crack formulation.
In finite element applications, continuum models can be used to investigate both cracking and crushing of concrete. In this approach, the finite element mesh is kept unchanged regardless of the progress of the fracturing process. The changes to the state and behaviour of the material are reflected by periodic updates of the material constitutive relationship. This approach generally requires less computational effort than the discrete model approach and has been widely adopted in the analysis of the seismic behaviour of concrete structures. Both damage-mechanics-based and fracture-mechanics-based models can be implemented in the continuum approach. When a fracture-mechanics-based model is formulated within the continuum approach, the smeared crack concept is used. The latter represents the crack tip as a blunt front spread over an entire finite element or a certain portion of it. The different strategies for finite element fracture analysis of concrete dams are summarised in Figure 2.5. In the following sections, the main concepts of the fracture mechanics and the damage mechanics approaches are presented.

2.3.1 Fracture mechanics approach

In the fracture mechanics approach, the initiation and propagation of a crack are evaluated based on the consideration of energy dissipation. Two alternative fracture mechanics formulations have been developed to determine crack propagation based on the energy criteria or stress intensity criteria.

In the energy criterion approach, the energy causing crack growth is compared to the material resistance to cracking. The resistance may include surface energy, plastic work, or any other type of energy dissipation associated with a propagating crack. At the moment of fracture, the energy release rate, \( G_f \), defined as the rate of change in potential energy with crack area for a linear elastic material (Anderson 1991), is equal to the critical energy release rate, \( G_{fc} \). To draw a parallel between these parameters in fracture mechanics with corresponding ones in strength of materials, the driving force for cracking, \( G_f \), is comparable to the stress, while the material's resistance to cracking, \( G_{fc} \), is equivalent to the material's yield strength.

In the stress intensity approach, the stress field around the tip of a crack in
an elastic material is completely characterised by stress intensity factors. The stress intensity factors are determined as follows:

$$\begin{align*}
\begin{bmatrix}
K_I \\
K_{II} \\
K_{III}
\end{bmatrix} &= \lim_{{r \to 0, \theta \to 0}} \frac{1}{2\pi r} \begin{bmatrix}
\sigma_{22} \\
\sigma_{12} \\
\sigma_{23}
\end{bmatrix}
\end{align*}$$

(2.1)

where $\sigma_{ij}$ denotes the near crack-tip stress, and $r$ and $\theta$ are the polar coordinates. Each stress intensity factor corresponds to a mode of loading, as shown in Figure 2.6.

In a two-dimensional analysis of a concrete gravity dam, only modes I and II of the opening and the in-plane shear modes, respectively, need to be considered. The three-dimensional stress and strain state in arch dams require that mode III, i.e. the out-of-plane shear mode, be considered as well. In the stress intensity approach, $K_i$ is regarded as the driving force of fracture, and $K_{ic}$, the critical stress intensity factor, as the measure of material resistance.

Most of the early research in the field of fracture mechanics have assumed that the material of the structure remains linear elastic except for the zone around the crack tip with dimensions negligibly small compared to the crack length or the cross section dimensions of the structure. With this assumption, linear elastic fracture mechanics models have been formulated utilising both the energy and the stress intensity approaches. The linear elastic fracture mechanics approach has been applied in both discrete and smeared crack models (Bhattacharjee and Léger 1992).

If, however, the assumption that the nonlinear material behaviour is limited at the crack tip zone cannot be justified, the linear elastic fracture mechanics models in conjunction with the stress intensity approach are not valid anymore and a nonlinear fracture mechanics model must be adopted. The nonlinear fracture mechanics models recognise that the crack front develops in a fracture process zone that is not infinitely small but has a finite size. Consequently, only the energy approach is applicable in the formulation of the cracking process. The main characteristic in the development of a nonlinear fracture mechanics model is the modelling of the strain softening behaviour of concrete in the fracture process zone. Two different models, concerned with the
fracture mode I only, have been developed to deal with strain softening: one is the fictitious crack model and the other is the crack band model.

In the fictitious crack model developed by Hillerborg (1976), the fracture process zone is represented as a fictitious crack placed ahead of the actual crack tip. The released energy per unit area during the fracture process is determined as follows:

$$G_f = \int_0^{\delta_f} \sigma(\delta) d\delta$$  \hspace{1cm} (2.2)

where $\sigma$ is the stress in the fracture process zone, $\delta$ is the crack opening displacement, and $\delta_f$ is the critical crack opening displacement when the softening stress is equal to zero. Because of the assumption that the dissipation of energy takes place over a discrete crack line, the fictitious crack model is only applicable in discrete crack models.

Alternatively, the crack band model (Bažant 1983) assumes the fracture propagates as a blunt front of micro-cracks of a width $w_c$. In this model, the fracture energy is expressed as the product of the area under the stress–strain curve and the width of the blunt crack as follows:

$$G_f = w_c \int_0^{\varepsilon_f} \sigma(\varepsilon) d\varepsilon$$  \hspace{1cm} (2.3)

where $\varepsilon$ is the strain in the fracture process zone, and $\varepsilon_f$ is the critical strain when the softening stress is equal to zero. The width of the blunt crack $w_c$ is assumed to be a material property in the crack band model. Based on empirical data, it is determined that $w_c$ is approximately three times the maximum aggregate size of concrete (Shah et al. 1995).

In the formulation of the crack band model, the smeared crack model is considered. Within the bandwidth $w_c$, a very fine mesh of the finite elements is required to represent the crack-prone zone of the material. To avoid this limitation, numerical techniques have been developed to modify the constitutive law of the material by adjusting the area under the average stress–strain curve so that the released fracture energy $G_f$ becomes independent of the element characteristic length $l_c$. A rigorous procedure to determine the characteristic length is proposed by Oliver (1989).
characteristic length is the ratio of the fracture energy $G_f$ (energy dissipated per unit area during the deformation process) to the specific energy $g_f$ (energy dissipated per unit volume):

$$ l_c = \frac{G_f}{g_f} \quad (2.4) $$

Considering the bi-linear stress-strain relationship shown in Figure 2.7, the strain-softening modulus $E_t$ can be expressed in terms of the characteristic length $l_c$ as follows:

$$ E_t = \frac{(f'_i)^2 E}{(f'_i)^2 - \frac{2EG_f}{l_c}} \quad (2.5) $$

where $f'_i$ and $E$ are the uniaxial tensile strength and the Young's modulus of the material, respectively. Since the denominator in the above equation must be less than or equal to zero, the maximum value of the characteristic length can be obtained as follows:

$$ l_{c_{\text{max}}} \leq \frac{2EG_f}{(f'_i)^2} \quad (2.6) $$

For typical concrete properties of $E = 30$ 000 MPa, $G_f = 200$ N/m, and $f'_i = 2.0$ MPa, a value of the characteristic length is determined as $l_{c_{\text{max}}} = 3.0$ m. This characteristic length presents significant difficulty when a nonlinear fracture mechanics model is used to investigate the cracking behaviour of large structures.

A schematic representation of the development of the different fracture mechanics branches is shown in Figure 2.8. The theory of elastic-plastic fracture mechanics considers plastic deformation under quasi-static conditions, whereas the theories of dynamic, visco-elastic, and visco-plastic fracture mechanics include time as a variable. Elasto-plastic, visco-elastic, and visco-plastic fracture mechanics are often referred to as Nonlinear Fracture Mechanics.

### 2.3.2 Damage mechanics approach

The theory of damage mechanics is based on the assumption that the material degradation is induced by distributed, arbitrarily oriented fractured zones at the
micro level. Upon increased loading, the micro fractures link up to form a macro fracture in a direction determined from the principal stress directions. The modelling methodology of damage mechanics is to express the damaged state of the material by means of an internal scalar variable called the damage variable \( d \). The fundamentals in the formulation of a damage-mechanics-based model are presented here in this section as background materials for the present study.

In the formulation of a damage mechanics model, the strain associated with a damaged state under the applied stress \( \sigma \) is considered equivalent to the strain associated with its undamaged state under the effective stress \( \bar{\sigma} \). In tensorial notation, the effective stress is given by:

\[
\bar{\sigma} = E_0 : \varepsilon
\]  

(2.7)

where \( E_0 \) is the initial elastic stiffness tensor, \( \varepsilon \) is the strain tensor, and (:) denotes the tensorial product contracted on two indices. Assuming isotropic material, the constitutive law for a damage-mechanics-based model relates the applied stress to the effective stress as follows:

\[
\bar{\sigma} = \frac{\sigma}{1 - d}
\]  

(2.8)

Cervera et al. (1996) have proposed the use of two scalar damage variables, \( d^+ \) and \( d^- \) to account for the damage resulting from tensile states and compressive states, respectively. The evolution of damage is expressed as a function of the current damage threshold \( r \) as follows:

\[
d = G(r)
\]  

(2.9)

where \( G(r) \) is a function obtained from experimental data. The evolution law ensures that the energy dissipated per unit volume \( g_f \) is finite, i.e. the area under the material stress-strain curve is finite. To satisfy the requirement of conservation of energy, the upper bound of the specific fracture energy \( g_f \) is related to the fracture energy of concrete as follows:

\[
g_f = \frac{G_f}{l_c}
\]  

(2.10)
where the characteristic length $l_c$ is defined similarly as in the smeared crack fracture mechanics models. Compared with the fracture mechanics theory used in the context of smeared cracks, the damage mechanics models exhibit little difference in formulation; they permit, however, easier simulation of initial damage due to thermal stress, alkali-aggregate reactions, etc.

2.3.3 Recent studies with application to concrete dams

As discussed earlier, previous studies on the fracture of dams focus mainly on the behaviour of concrete gravity dams considering only two-dimensional crack propagation. The results of these earlier studies have provided a valuable insight into the nonlinear concrete dam response to gravity, hydrostatic and seismic loads.

Bhattcharjee and Léger (1993) report a study performed by means of a smeared crack model based on nonlinear fracture mechanics. They assume a linear elastic relationship between compressive stresses and strains. The mesh-dependency of the response and the stress locking problem in the finite element model are avoided by utilising an energy conserving co-axial rotating crack model (CRCM). The energy dissipation for a unit area of crack plane propagation is conserved by adjusting the slope of the softening line in the tensile stress-strain relationship. In the co-axial rotating crack model, it is assumed that once softening initiates, a smeared band of microcracks appears in the direction perpendicular to the principal tensile strain. The material axes are rotated to align with the principal strain directions. The constitutive matrix is redefined in terms of the ratio between the softened and the initial moduli of elasticity. The rotation of the material axis system and the change to the elastic moduli due to damage to the material are reflected in the update to the global constitutive matrix. To demonstrate the applicability of the proposed model, two-dimensional seismic response analyses of Koyna dam are performed. The study points out that the predicted cracking patterns are consistent with the field observations and with the results obtained from model tests.
In a subsequent study, Bhattacharjee and Léger (1994) compare the performance of the co-axial rotating crack model against another nonlinear fracture mechanics smeared crack model, namely a fixed crack model with variable shear resistance (FCM-VSRF). The fundamental difference between CRCM and FCM-VSRF is that in the FCM-VSRF formulation the material axis system is aligned with the principal strain directions when softening initiates and is kept unchanged throughout the rest of the analysis. Both models are applied to investigate the static response of a notched shear beam, a model concrete gravity dam, and Koyna dam. The results show that the FCM-VSRF model yields a stiffer response in general, due to the significant stress locking in the finite elements. The study concludes that the CRCM model is more reliable than the FCM-VSRF model in predicting the post-peak resistance of concrete structures and that the CRCM performs consistently better in all the three cases studied.

Ghrib and Tinawi (1995, a) compare three damage mechanics based models to investigate the nonlinear responses of concrete gravity dams in two-dimensional analyses. In two of the models, the damage evolution is defined as a function of the elastic strain energy of an undamaged equivalent material. In the third model, the damage is evaluated by using a measure of the material strain field. Isotropic and anisotropic formulations of the damage are considered in the energy-based models. The mesh objectivity is achieved through the formulation of mesh dependent softening parameters in the energy-based models, and by the procedure proposed by Mazars et al. (1991) in the strain-based model. While the energy-based models require a reasonable mesh size, the strain-based model requires an extremely fine mesh, making it expensive to use for the analysis of large structures. The damage mechanics based models are implemented in a finite element program to carry out static damage analysis of a model concrete dam. The numerical results compare well with the experimental crack profile obtained from the model tests, the best accordance shown by the anisotropic energy-based model. The anisotropic energy-based model is also applied to investigate the responses and damage of the Koyna dam due to reservoir overflow. The output is compared against published results obtained from a plasticity-based model, a LEFM
discrete model, and a smeared crack model analyses. It is concluded that the damage mechanics based and the smeared crack models give very similar results. In further comparative study, the anisotropic energy–based model is applied to investigate the influence of initial damage on the seismic responses of an idealised gravity dam. The results show that initial damage due to a crack at a construction joint is more critical than a diffused damage over the entire outer skin of the dam.

In another study, Ghrib and Tinawi (1995, b) extend the capabilities of the anisotropic energy–based model for seismic response analysis of concrete gravity dams by including a criterion for crack opening and closing. The validity of the formulation is demonstrated in an analysis of the responses of the Koyna dam to the 1967 Koyna earthquake. The results show the same damage pattern reported by Bhattacharjee and Léger (1993). The impact due to initial damage on the seismic responses of the structure is demonstrated in a comparative study considering five different scenarios of initial damage of an idealised dam subjected to the 1988 Saguenay earthquake.

Cervera et al. (1996) have developed a rate-dependent isotropic damage mechanics based model. Two internal variables are introduced to consider separately the damage resulting from tension and compression. The model accounts for the effect of stiffness degradation and stiffness recovery upon load reversals. The inter–dependency between damage growth and the rate of loading in concrete is modelled by formulating rate-dependent damage threshold evolution laws. The latter are expressed as a product of a viscous damage threshold flow function and a fluidity parameter. To ensure mesh objectivity, both the softening modulus and the fluidity parameter are expressed in terms of the characteristic length of the damaged zone. The importance of considering the rate of loading in seismic analysis of concrete gravity dams is demonstrated in a study of the earthquake response of Koyna dam. It is concluded that while the displacement time history may not be greatly affected, the development of the damage changes significantly when rate–dependent material is considered. It is found that the rate-dependent property of the material leads to a significant reduction in the degradation of the material.

Lee and Fenves (1998) suggest that it is difficult to model the cyclic loading and
unloading states in concrete using purely continuum damage mechanics based models because there is no specific representation of the inelastic strain in the damaged states. They present a plastic-damage formulation in which an elastic damage model is combined with plasticity models. A cyclic rate-independent model is formulated in a manner similar to the procedure adopted by Cervera et al. (1996) with the strain decomposed into elastic and plastic terms. The rate-independent plastic damage formulation is then extended to allow for rate-dependency in order to obtain unique and mesh-objective results. The rate-dependent plastic damage constitutive model is implemented in the computer program FEAP (Taylor 1992) to analyse the seismic behaviour of Koyna dam.

Lan and Yang (1997) introduce a smeared crack model with a strength criterion for crack propagation. They investigate the response of the 250-metre high WLX arch dam to loading due to hydrostatic pressure, self-weight, and temperature change. The effect of the contraction joints is neglected and the dam body is modelled as a continuous shell. The study indicates that cracking initiates in the heel of the dam at the loading level equal to 80% of the normal load.

2.4 Conclusions from the literature survey

The present literature survey reveals that the nonlinear effects in the behaviour of concrete arch dams have been attributed mainly to the presence of contraction joints. The phenomenon of cracking and crushing in concrete dams subjected to cyclic loading and unloading has been considered in two-dimensional analysis of concrete gravity dams but ignored in the analysis of concrete arch dams. The combined effect of joint opening/sliding and material nonlinearity in arch dams has only been partially addressed by Noruziaan (1995) where the concrete nonlinearity is restricted to the concrete material adjacent to the vertical contraction joints.

To further the development of the finite element modelling and analysis techniques, the present study extends the modelling of the concrete nonlinearity over the entire body of the arch dam model. The nonlinear concrete modelling is implemented simultaneously with the detailed modelling of the contraction joints separating the
monolith cantilevers to obtain more accurate and detailed prediction on the static and seismic behaviour of concrete arch dams.
Figure 2.1: Equivalent joint element of Dowling and Hall (1989)
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Chapter 3

Nonlinear joint model

3.1 General

Concrete arch dams are constructed in monolithic blocks separated by transverse contraction joints, as shown in Figure 3.1. The contraction joints are provided to prevent the formation of tensile cracks due to shrinkage of concrete. Usually, the contraction joints are vertical and continuous from the foundation to the top and through the thickness from the upstream to the downstream face of the dam. The design criteria of the location and spacing of the joints are based on the temperature performance of the structure and the construction requirements. The distance between two joints along the axis of the dam ranges from 15 m to 25 m.

During and after the construction of the dam blocks, the contraction joints are sealed in order to ensure the water tightness of the structure. The seals can be metal, polyvinyl chloride, or rubber. They are also used during grouting operations in order to confine the grout mixture in the joint.

The purpose of grouting the contraction joints is to bridge the adjacent blocks and thus ensure monolithness of the arch dam. The grouting fluid is a mixture of Portland cement, sand and water and is injected into the joint under pressure in lifts of 15 m to 20 m in height. Although the grouting of the joints may lead to some prestressing of the structure, the stress levels resulting from the prestressing effect are not large and the subsequent shrinkage of the concrete blocks reduces further this effect. Due to the low tensile strength of the grouting material, the contraction joints can only develop low tensile stresses.
A contraction joint may have shear keys to increase the shearing resistance between the adjacent blocks. The depth of the shear keys is usually about 200 mm which may be bevelled or unbevelled, as shown in Figure 3.2. The shear keys may be continuous or discrete within a construction lift, as shown in Figure 3.3.

During the construction of large concrete structures, construction joints are introduced whenever there is a break in the placement of concrete. A construction joint is the surface of previously placed concrete upon or against which new concrete is to be placed (USBR 1977). Construction joints represent potential crack-prone zones in an arch dam when subjected to severe earthquakes.

As has already been mentioned, arch dams are designed to behave as monolithic structures. However, both construction and contraction joints constitute planes of weakness in the body of an arch dam. In response to strong ground motions, the joints may partially open due to their low tensile strength. This results in significant change to the stiffness properties of the structure and subsequently affects its seismic response. Hence, to obtain a better insight into the seismic behaviour of an arch dam, it is necessary to model the joints. Although it is recognised that construction joints, especially these of poor construction quality, can significantly affect the seismic performance of an arch dam, the present study considers only the effect of vertical contraction joints.

3.2 Joint models

The zero-thickness joint element developed by Noruziaan (1995) and by Lau et al. (1998) is used in the present study. The formulation of the joint element by Noruziaan is based on the joint element used in ADAP-88 (Fenves et al. 1989) but with significant improvements and new modelling capabilities to simulate sliding and shear joint behaviour. In the following, the basic formulation of the joint element in ADAP-88 is presented first, followed by the formulation of the improved model.
3.2.1 ADAP-88 joint model

Element geometry

The joint element consists of two surfaces each defined by four nodes, as shown in Figure 3.4. The bottom surface is defined by nodes 1 to 4 and the top surface is defined by nodes 5 to 8. Before loading, the two surfaces of the joint are completely coincident. The global coordinate vector \( x \) of an arbitrary point \( P \) in the joint element is obtained as follows:

\[
x = \sum_{j=1}^{4} N_j x_j
\]  

(3.1)

where \( x_j \) is the global coordinate vector of node \( j \), and \( N_j \) is the corresponding shape function evaluated at \( P \)

\[
N_j = \frac{1}{4} (1 + r_j r) (1 + s_j s) \quad j = 1, 2, 3, 4
\]  

(3.2)

where \((r_j, s_j)\) and \((r, s)\) are, respectively, the coordinates of node \( j \) and point \( P \) in the natural coordinate system of the element, as shown in Figure 3.4 (b).

In addition to the global and the natural coordinate systems, an orthonormal coordinate system \((e_1, e_2, e_3)\) is defined at every point on the top and on the bottom surfaces of the joint element, as shown in Figure 3.4 (a). Axis 3 is perpendicular to the surface and axes 1 and 2 are tangent to the surface. The unit vectors of the orthonormal system are expressed as follows:

\[
e_1 = \frac{\sqrt{2}}{2} (e_\alpha - e_\beta) \quad e_2 = \frac{\sqrt{2}}{2} (e_\alpha + e_\beta) \quad e_3 = \frac{e_r \times e_s}{||e_r \times e_s||}
\]  

(3.3)

where

\[
e_\alpha = \frac{e_r + e_s}{||e_r + e_s||} \quad e_\beta = \frac{e_3 \times e_\alpha}{||e_3 \times e_\alpha||}
\]  

(3.4)

and

\[
e_r = \frac{x_{ir}}{||x_{ir}||} \quad e_s = \frac{x_{is}}{||x_{is}||}
\]  

(3.5)

In Eqs. 3.3 to 3.5, the symbols \( \times \), \( || \)\, and \( \cdot \) denote vector product, Euclidean norm, and partial derivative, respectively.
Kinematics

In the global coordinate system, the vectors of displacements of a point on the bottom surface and its corresponding point on the top surface are given by

\[ \mathbf{u}_{\text{bot}} = N_1 \mathbf{u}_1 + N_2 \mathbf{u}_2 + N_3 \mathbf{u}_3 + N_4 \mathbf{u}_4 \quad (3.6) \]

\[ \mathbf{u}_{\text{top}} = N_1 \mathbf{u}_5 + N_2 \mathbf{u}_6 + N_3 \mathbf{u}_7 + N_4 \mathbf{u}_8 \quad (3.7) \]

where \( \mathbf{u}_j, j = 1 \text{ to } 8 \), is the displacement vector of node \( j \).

The constitutive relationship of the joint element is derived in the orthonormal coordinate system in terms of the relative displacement between the bottom and the top joint surfaces. Hence, the vectors of surface displacements obtained from Eqs. 3.6 and 3.7 are to be transformed from the global coordinate system to the orthonormal coordinate system. The transformation is expressed as follows:

\[ \mathbf{\bar{u}}_{\text{bot}} = \mathbf{a} \mathbf{u}_{\text{bot}} \quad (3.8) \]

\[ \mathbf{\bar{u}}_{\text{top}} = \mathbf{a} \mathbf{u}_{\text{top}} \quad (3.9) \]

where \( \mathbf{a} \) is the transformation matrix which is a function of the natural coordinates, \( r \) and \( s \), on the surface of the element

\[ \mathbf{a} = \begin{bmatrix} \mathbf{e}_1 & \mathbf{e}_2 & \mathbf{e}_3 \end{bmatrix}^T \quad (3.10) \]

The vector of the relative displacements between the two surfaces of the joint in the orthonormal coordinate system is given as

\[ \mathbf{v} = \mathbf{\bar{u}}_{\text{top}} - \mathbf{\bar{u}}_{\text{bot}} \quad (3.11) \]

To express the relative displacements \( \mathbf{v} \) in terms of the nodal displacements \( \mathbf{u} \), Eqs. 3.6 to 3.9 are substituted into Eq. 3.11. The following expression for the vector of the relative displacements \( \mathbf{v} \) is obtained:

\[ \mathbf{v} = \mathbf{B} \mathbf{u} \quad (3.12) \]
where
\[
\mathbf{u} = \begin{bmatrix}
    u_1^T & u_2^T & u_3^T & u_4^T & u_5^T & u_6^T & u_7^T & u_8^T
\end{bmatrix}^T
\]  
\( (3.13) \)

\[
\mathbf{B} = \begin{bmatrix}
    -N_1 & -N_2 & -N_3 & -N_4 & N_1 & N_2 & N_3 & N_4
\end{bmatrix}
\]  
\( (3.14) \)

and
\[
N_j = N_j a, \quad j = 1, 2, 3, 4
\]  
\( (3.15) \)

**Constitutive relationship**

The stresses in the joint element \( \sigma \) are developed due to the relative displacements \( \mathbf{v} \) between the joint surfaces. It is assumed that the relative displacement in the direction \( i \) of the orthonormal coordinate system produces stress in that direction only. The assumed constitutive stress–relative displacement relationship is characterised by two constants of the joint: the tensile strength \( \sigma_0_i \) and the stiffness \( k_i \). The resisting stress of the joint is computed as follows:

\[
\sigma_i = \begin{cases} 
    k_i v_i & \text{for } v_i \leq \sigma_0_i/k_i \\
    0 & \text{for } v_i > \sigma_0_i/k_i
\end{cases} \quad i = 1, 2, 3
\]  
\( (3.16) \)

As illustrated in Figure 3.5, \( \sigma_0_i \) is the maximum tensile stress the joint can resist before it opens, and \( k_i \) is the joint stiffness when the joint is closed.

The stiffness \( k_i \) is implemented by a penalty parameter. For the case of \( i = 1 \), it simulates the no-penetration condition of the joint faces, whereas for the cases of \( i = 2, 3 \), the corresponding stiffness simulates the no-slippage condition in the specified direction of the joint faces.

**Restoring forces and tangent stiffness matrix**

The nodal restoring forces \( \mathbf{p} \) are evaluated in the global coordinate system from integration of the joint stresses over the area of the joint element surface \( A \) as follows:

\[
\mathbf{p} = \int_A \mathbf{B}^T \sigma dA
\]  
\( (3.17) \)
The tangent stiffness matrix of a joint element in the global coordinate system is given as:

$$k_T = \int_A B^T \bar{k}_T(v) B dA$$  \hspace{1cm} (3.18)

where the tangent stiffness matrix $\bar{k}_T(v)$ in the orthonormal coordinate system is a diagonal matrix with the diagonal terms given as follows:

$$\bar{k}_{T,i} = \begin{cases} 
  k_i, & v_i \leq \sigma_{0i}/k_i \\
  0, & v_i > \sigma_{0i}/k_i 
\end{cases} \hspace{1cm} i = 1, 2, 3 \hspace{1cm} (3.19)$$

Numerical integration

The nodal restoring force vector $p$ and the tangent stiffness matrix $k_T$ of a joint element are evaluated by means of Gaussian integration as follows:

$$p = \sum_l B^T(r_l, s_l) \sigma(v_l) |J(r_l, s_l)| w_l$$  \hspace{1cm} (3.20)

$$k_T = \sum_l B^T(r_l, s_l) \bar{k}_T(v_l) B(r_l, s_l) |J'(r_l, s_l)| w_l$$  \hspace{1cm} (3.21)

where $|J(r_l, s_l)|$ is the determinant of the Jacobian matrix, and $w_l$ is the weight factor for the integration point $(r_l, s_l)$.

The number of Gauss integration points used to evaluate Eqs. 3.20 and 3.21 depends on the order of the integrands in Eqs. 3.17 and 3.18, respectively. If the tangential stiffness in all three directions of the element $\bar{k}_{Ti}$ is constant over the element, the integrands in both expressions are cubic functions of the natural coordinates $(r, s)$ and a $2 \times 2$ Gauss integration with a total of four points will evaluate exactly the integrals. If $\bar{k}_{Ti}$ varies over the element, higher order integration is necessary to evaluate the integrals more accurately. However, in ADAP-88, it is assumed that a $2 \times 2$ Gauss integration gives sufficiently accurate $p$ and $k_T$ for the general nonlinear element. To further reduce the computational effort, it is assumed that the curvature of the joint element surface is small over a single element and the transformation matrix $a$ between the global and the orthonormal coordinate systems is evaluated only at the centroid of the joint surface. Hence, the integration is carried out using a constant transformation matrix $a$ at the four Gaussian points.
3.2.2 Improved joint model

The formulations of the improved joint model proposed by Noruziaan (1995) and Lau et al. (1998) are presented in this section. As in the original formulation, the open and the close states of the joint are modelled by the normal displacement greater or less than a limit value, respectively. A new parameter $\delta$, called the "slip margin", is introduced in the improved joint model to take into account the effect of the shear keys. A major improvement in the capability of accurately simulating the joint behaviour is that the new model can simulate nonlinear shear slippage behaviour and allow energy dissipation in the closed state of the joint. The cohesion $c$ and the angle of friction $\phi$ of the joint are implemented to compute the resisting friction force during shear slippage.

Basic assumptions

The constitutive relationship of the improved joint model is derived on the basis of the following assumptions:

- Open state

  - the joint has negligible tensile strength;
  - the normal stress and the normal stiffness are zero;
  - the sliding is elastic if the shear stress is less than the shear strength or the apparent cohesion of the joint;
  - when the joint opening is less than the slip margin $\delta$ and the shear stress exceeds the shear strength of the joint, further sliding of the joint is resisted by a constant shear force resulting from the apparent cohesion $c$;
  - there is no coupling between the normal and the shear displacements; and
  - the joint tangential stiffness and the tangential stresses become zero once the joint opening exceeds the slip margin $\delta$.

- Closed state
the friction between the two faces of the joint resists the sliding motion;
the joint behaves elastically or elasto-plastically and there is coupling between the shear and the normal displacements; and
the plastic effects in sliding are governed by associative flow rule of Mohr-Coulomb type.

- Open or closed state
  - the joint faces are isotropic; and
  - there is no mismatch in the shear keys upon closing of the opened joints in the displaced state of the dam.

**Constitutive relationship in open state**

The constitutive relationship employed in the new joint model is presented in Figure 3.6. As shown in Figure 3.6 (a), if the normal relative displacement at the $i$-th iteration of time step $(m + 1)$ $v^{i}_{m+1}$ is greater than zero, the corresponding normal stress $\sigma^{i}_{m+1}$ is set equal to zero. When the joint closes, i.e. when $v^{i}_{m+1} \leq 0$, the normal stiffness of the joint recovers fully.

When the normal relative displacement $v^{i}_{m+1}$ exceeds the slip margin $\delta$ the shear stresses are also set equal to zero, i.e.:

$$\begin{align*}
\text{If } v^{i}_{m+1} > \delta \geq 0, \text{ then } & \begin{cases} 
\sigma^{i}_{m+1} = 0 \\
(\tau_{1})^{i}_{m+1} = 0 \\
(\tau_{2})^{i}_{m+1} = 0
\end{cases} 
\end{align*}$$

(3.22)

In Eq.3.22, the subscripts '1' and '2' refer to the two orthogonal tangential displacements of the joint.

If the normal displacement $v^{i}_{m+1}$ is greater than zero, but less than the slip margin $\delta$, it is assumed that the shear key is still engaged. In this case, tangential displacement increments are calculated and the corresponding tangential stresses are
obtained assuming elastic behaviour in the sliding of the joint, i.e.:

\[
\begin{align*}
\sigma^i_{m+1} &= 0 \\
(\tau^i_{m+1})_1 &= (\tau^i)_{m+1} + (\Delta\tau^i_1)_{m+1} \\
(\tau^i_{m+1})_2 &= (\tau^i)_{m+1} + (\Delta\tau^i_2)_{m+1}
\end{align*}
\]

where

\[
(\Delta\tau^i_1)_{m+1} = k_s \left[ (u^i_1)_{m+1} - (u^i_1)_m \right]
\]

\[
(\Delta\tau^i_2)_{m+1} = k_s \left[ (u^i_2)_{m+1} - (u^i_2)_m \right]
\]

Next, the apparent cohesion c is compared to the resultant tangential stress \(\tau^i_{m+1}\):

\[
\tau^i_{m+1} = \sqrt{\left[ (\tau^i_1)_{m+1} \right]^2 + \left[ (\tau^i_2)_{m+1} \right]^2}
\]

If \(\tau^i_{m+1} \geq c\), then the strength of the shear key has been exceeded and the tangential stresses are reduced as follows:

\[
\tau^i_1 = \frac{(\tau^i_1)_{m+1}}{\tau^i_{m+1}} c
\]

\[
\tau^i_2 = \frac{(\tau^i_2)_{m+1}}{\tau^i_{m+1}} c
\]

If \(\tau^i_{m+1} < c\), then the shear key is still in elastic state and no modification of the shear stresses is needed.

Figure 3.6 (b) illustrates the tangential constitutive relationship. Path 1-2-3-5 represents the case when the joint normal displacement \(v\) is less than the slip margin \(\delta\). Path 1-2-3-4-6-7-8 represents the case when the joint is open at point 4 and the relative normal displacement exceeds the slip margin \(\delta\). In this case, the stress is suddenly released from point 4 to point 6. The joint remains fully open till point 7. When the normal displacement becomes less than the slip margin, i.e. at point 7, the tangential stiffness is completely recovered, and the tangential stress–tangential relative displacement relationship follows path 7-8.
Constitutive relationship in closed state

The closed state is defined as the state when the normal relative displacement \( v \) is less than or equal to zero. In this case, the tangential displacements at a joint are assumed to be resisted by friction. The loading function in the contact stress space \( f \) is given by

\[
f = \tau + \mu \sigma - c
\]  

(3.29)

where \( \tau = \sqrt{\tau_1^2 + \tau_2^2} \) is the shear stress, \( \mu = \tan \phi \) is the friction coefficient, \( \phi \) is the angle of internal friction, \( \sigma \) is the normal stress, and \( c \) is the apparent cohesion of the joint.

In the above relationship, the angle of internal friction \( \phi \) and the cohesion \( c \) are assumed constants. An elasto–plastic model is implemented to determine the normal stress \( \sigma \) and the tangential stress \( \tau \). For the current integration point, it is first determined whether the material is in an elastic or an elasto–plastic state. If the tangential stress \( \tau \) has not exceeded the apparent cohesion \( c \), then the joint is still in an elastic state. In this case, the incremental stress is computed as follows:

\[
\{\Delta \sigma^e\}_{m+1}^i = [D^e]\{\Delta u\}_{m+1}^i
\]  

(3.30)

or

\[
\begin{aligned}
\{\Delta \sigma^e\}_{m+1}^i &= \begin{pmatrix} k_n & 0 & 0 \\ 0 & k_s & 0 \end{pmatrix} \begin{pmatrix} \Delta v \\ \Delta u_1 \\ \Delta u_2 \end{pmatrix} \\
\Delta \tau^e_{1m+1} &= \begin{pmatrix} 0 & k_s \\ 0 & 0 \end{pmatrix} \begin{pmatrix} \Delta u_1 \\ \Delta u_2 \end{pmatrix}
\end{aligned}
\]  

(3.31)

where

\[
\begin{aligned}
\{\Delta v\}_{m+1}^i &= \begin{pmatrix} u_{m+1}^i - v_m \\ (u_1)_{m+1}^i - (u_1)_m \\ (u_2)_{m+1}^i - (u_2)_m \end{pmatrix}
\end{aligned}
\]  

(3.32)
In the elastic state, the current stress level is obtained from the following expression

\[
\begin{bmatrix}
\sigma \\
\tau_1 \\
\tau_2
\end{bmatrix}_m + \begin{bmatrix}
\Delta \sigma^e \\
\Delta \tau_1^e \\
\Delta \tau_2^e
\end{bmatrix}_{m+1}
= \begin{bmatrix}
\sigma \\
\tau_1 \\
\tau_2
\end{bmatrix}_{m+1}
\]

(3.33)

Once the limiting value of the apparent cohesion \(c\) is exceeded, further increase of the loading causes plastic deformations, i.e. the relative displacement increment consists of an elastic and a plastic term

\[
\{\Delta u\}^{i}_{m+1} = \{\Delta u^e\}^{i}_{m+1} + \{\Delta u^p\}^{i}_{m+1}
\]

(3.34)

In this case, the constitutive relationship is written as

\[
\{\Delta \sigma\}^{i}_{m+1} = \mathbf{D}^{ep} \{\Delta u\}^{i}_{m+1}
\]

(3.35)

where the elasto–plastic rigidity matrix \([\mathbf{D}^{ep}]\) is derived as follows (Noruziaan 1995):

\[
[\mathbf{D}^{ep}] = \begin{pmatrix}
k_n - \frac{1}{H} \mu^2 k_n^2 & -\frac{1}{H} k_n k_s \beta_1 \mu & -\frac{1}{H} k_n k_s \beta_2 \mu \\
-\frac{1}{H} k_n k_s \beta_1 \mu & k_s (1 - \frac{1}{H} k_s \beta_1^2) & -\frac{k_s^2}{H} \beta_1 \beta_2 \\
-\frac{1}{H} k_n k_s \beta_2 \mu & -\frac{k_s^2}{H} \beta_1 \beta_2 & k_s (1 - \frac{1}{H} k_s \beta_2^2)
\end{pmatrix}
\]

(3.36)

where

\[
H = k_n \mu^2 + k_s \beta_1^2 + k_s \beta_2^2 = k_n \mu^2 + k_s
\]

(3.37)

\[
\beta_1 = \frac{\partial f}{\partial \tau_1} = \frac{\tau_1}{|\tau|}
\]

(3.38)

\[
\beta_2 = \frac{\partial f}{\partial \tau_2} = \frac{\tau_2}{|\tau|}
\]

(3.39)

\[
\mu = \frac{\partial f}{\partial \sigma}
\]

(3.40)

In the derivation of Eq.3.36, it is assumed that the yield surface and the flow rule are defined by the same function, which is the basic assumption for associated plasticity.
For a joint element that is in a plastic state, it is necessary to determine whether it is in a state of loading or unloading. The loading or unloading state of a joint is determined from the plastic work of the joint element

\[
\Delta w_p = \sigma \Delta u^p + \tau_1 \Delta u_1^p + \tau_2 \Delta u_2^p
\]  

(3.41)

The following loading criterion is derived from Eq.3.41 (Noruziaan 1995):

\[
L = k_m \mu (\Delta v)^i_{m+1} + k_1 (\beta_1)_m (\Delta u_1)^i_{m+1} + k_2 (\beta_2)_m (\Delta u_2)^i_{m+1} > 0
\]  

(3.42)

An integration point is in a loading state if \( L > 0 \) and, in such a case, the stress increments are obtained from Eq.3.35. If \( L \leq 0 \), the integration point is in an unloading state, and the elastic constitutive relationship is employed.

If, at the end of time step \( m \), it has been determined that the point is in an elastic state, the stresses for time step \( m + 1 \) are calculated by assuming an elastic constitutive relationship as a first iteration. At the end of each iteration \( i \) in time step \( (m+1) \) it is determined whether the loading function \( f \) is less than, equal to, or greater than zero. If \( f (\sigma^{i_{m+1}}) < 0 \), the integration point remains in an elastic state and the calculated stress state is correct. If \( f (\sigma^{i_{m+1}}) \geq 0 \), the integration point is in an elasto-plastic state. In the latter case, it is necessary to account for overshooting the loading surface as a result of the change from an elastic to a plastic state. To do so, a scale factor \( r \) is used in order to get the stress state onto the yield surface:

\[
f \left( \{(\sigma)^i\}_m + r \{(\Delta \sigma^e)^i\}_{m+1} \right) = 0
\]  

(3.43)

The scale factor \( r \) is calculated as follows (Noruziaan 1995):

\[
r = \frac{-\left[ (\sigma)^i_m + \sqrt{(\tau_1^i)^2_m + (\tau_2^i)^2_m} - c \right]}{\mu (\Delta \sigma^e)^i_{m+1} + (\beta_1)_m (\Delta \tau_1^e)^i_{m+1} + (\beta_2)_m (\Delta \tau_2^e)^i_{m+1}}
\]  

(3.44)

Hence, the adjusted stress state is computed from the following equation

\[
\{(\Delta \sigma)^i\}_{m+1} = r \{(\Delta \sigma^e)^i\}_{m+1} + \int_{\{(u)^i\}_m + r \{(\Delta u)^i\}_{m+1}}^{\{(u)^i\}_{m+1} + \{(\Delta u)^i\}_{m+1}} [D^p] \{du\}
\]  

(3.45)

The expression in Eq.3.45 is evaluated numerically by subdividing the integration interval into \( k \) subintervals. It is noted that the same procedure with \( r = 0 \) is applied.
in the case when it is determined that the integration point is in a plastic state in time step \( m \). For each subinterval, the relative displacement sub-increment is evaluated as follows:

\[
\begin{align*}
\begin{bmatrix} \Delta \vec{u} \\ \Delta \vec{u}_1 \\ \Delta \vec{u}_2 \end{bmatrix}_{m+1}^i &= \left(1 - \frac{\tau}{k}\right) \begin{bmatrix} \Delta u \\ \Delta u_1 \\ \Delta u_2 \end{bmatrix}_{m+1}^i \\
\end{align*}
\]

(3.46)

With the assumption of perfect plasticity, it is necessary to determine only the elastic stress sub-increments for each subinterval in order to determine the new stress state. The sum of the sub-increments is then added to the previous stress state

\[
\sigma_{m+1}^i = \sigma_m^i + \sum_{j=1}^{\ell} \left(\Delta \vec{\sigma}^e\right)_{(m+1),j}^i
\]

(3.47)

The elastic stress sub-increments are obtained as follows:

\[
\begin{align*}
\begin{bmatrix} \Delta \vec{\sigma}^e \\ \Delta \vec{\tau}^e_1 \\ \Delta \vec{\tau}^e_2 \end{bmatrix}_{(m+1),j}^i &= \begin{bmatrix} k_n (\Delta \vec{u} - \Delta \vec{u}^p) \\ k_s (\Delta \vec{u}_1 - \Delta \vec{u}_1^p) \\ k_s (\Delta \vec{u}_2 - \Delta \vec{u}_2^p) \end{bmatrix}_{(m+1),j}^i \\
\end{align*}
\]

(3.48)

In Eq.3.48, the plastic sub-increments of the relative displacements are obtained as follows:

\[
\left(\Delta \vec{u}^p\right)_{(m+1),j}^i = P_{(m+1),j}^i \left(\Delta \vec{u}\right)_{(m+1),j}^i
\]

(3.49)

where

\[
P_{(m+1),j}^i = \frac{1}{(k_2 + k_n \mu^2)} \begin{bmatrix} k_n \mu^2 & k_s \mu \beta_1 & k_s \mu \beta_2 \\ k_s \mu \beta_1 & k_s (\beta_1)^2 & k_s \beta_1 \beta_2 \\ k_s \mu \beta_2 & k_s \beta_1 \beta_2 & k_s (\beta_2)^2 \end{bmatrix}_{(m+1),(j-1)}^{i}
\]

(3.50)

Eq.3.50 shows that the determination of the plastic displacement sub-increment in the \( j \)-th subinterval uses the flow gradient of the previous \((j - 1)\)-th subinterval.

In order to account for overshooting the loading surface, the stress state is corrected by adding a corrective stress increment normal to the loading surface. The
final expression for the stress state is given by

$$\begin{align*}
\begin{pmatrix}
\sigma \\
\tau_1 \\
\tau_2
\end{pmatrix}^i_{\text{m+1(cor.)}} &= \begin{pmatrix}
\sigma \\
\tau_1 \\
\tau_2
\end{pmatrix}^i_{\text{m+1}} + a \begin{pmatrix}
\mu \\
\beta_1 \\
\beta_2
\end{pmatrix}^i_{\text{m+1}} \\
\end{align*}$$

(3.51)

where the scalar factor $a$ is determined by expanding the loading function $f$ in Taylor's series form:

$$a = \frac{-1}{\mu^2 + 1} \left( \mu \sigma + \sqrt{(\tau_1^2 + \tau_2^2) - c} \right)^i_{\text{m+1}}$$

(3.52)

The computational procedures employed for the open and closed states of a joint element integration point are summarised in the flow charts in Figure 3.7 and Figure 3.8, respectively.
Figure 3.1: Vertical contraction joints in an arch dam
Figure 3.2: Kinds of contraction joints in arch dams
a) Continuous shear keys

b) Discrete shear keys

Figure 3.3: Contraction joints with shear keys
Figure 3.4: Geometry of the joint element
Figure 3.5: Constitutive relationship for the joint element of ADAP88
(a) Open state

(b) Closed State

Path 1-2: Elastic loading
Path 2-3: Shear yielding of key
Path 3-5: Elastic unloading
Path 4-6: Release of stress due to $v > \delta$
Path 6-7: Unloading with no shear resistance
Path 7-8: Recovery of shear stiffness due to $v < \delta$

Figure 3.6: Constitutive relationships for the implemented joint element
Figure 3.7: Flow chart for computations at an iteration step in open state of a joint element stress point.
Figure 3.8: Flow chart for computations at an iteration step in closed state of a joint element stress point.
Chapter 4

Nonlinear concrete model

4.1 General

The nonlinear concrete model implemented by Noruziaan (1995) is adopted for further development in the present study. A new comprehensive nonlinear material model is developed in the present study by combining a bounding surface model with a smeared crack model to investigate nonlinear inelastic actions in concrete under both compression and tension. The bounding surface model is first discussed, followed by the smeared crack model and the combined nonlinear material model.

4.2 Modelling of concrete behaviour in compression

The bounding surface theory has been developed to describe the complex multiaxial behaviour of concrete under cyclic compressive loads. A basic assumption in the bounding surface concept is that the material moduli depend on the distance of the current stress point to its projection on the bounding surface. The bounding surface is defined as the innermost locus in stress space that encloses all possible stress points for a given level of damage. The bounding surface is expressed as a function of stress invariants and a damage parameter, in which the damage parameter represents the propagation of irreversible material damage at the microscopic level. The stiffness degradation of the material caused by such damage is taken into account by shrinking the bounding surface in stress space and thus decreasing the yield stress level, as shown in Figure 4.1. To obtain a scalar measure of the damage, a mapping rule is used to associate given stress point to its image on the current bounding surface. The
bounding surface model implemented in the present work is based on the bounding surface model proposed by Pagnoni et al. (1992).

4.2.1 Description of the implemented bounding surface model

In the following discussion, compressive stresses and strains are defined as positive. The stress quantities are normalised with respect to the concrete uniaxial compressive strength $f'_c$. The normalised quantities are denoted by the symbol “"$\cdot$"”.

**Damage parameter**

Separate damage parameters are required to describe the pre–failure and post–failure states of the material. For the case of the material under deviatoric loading and unloading before failure, the damage parameter is expressed as a function of the stress state. It is taken as the normalised distance $D$ from the stress point to the hydrostatic axis on the deviatoric plane calculated as follows:

$$D = \frac{r}{R}$$ (4.1)

where $r$ is the distance from the stress point to the hydroaxis, and $R$ is the distance from the projection of the stress point on the bounding surface to the hydroaxis, as shown in Figure 4.1. After failure has occurred, the stress point remains continuously on the bounding surface. Hence, in the post–failure phase, the normalised distance $D$ is a constant equal to unity and cannot be used for evaluation of the current level of damage. To evaluate the damage in this phase, a strain measure based on the plastic octahedral shear strain $\gamma^p_o$ is defined.

In the study by Pagnoni et al. (1992), the increment of the damage parameter is formulated as follows:

- For deviatoric loading and unloading in the pre–failure stage:

$$dK = \frac{RdD}{H^p F_1(\bar{I}, \theta)}$$ (4.2)

- In the post–failure stage:
\[
\frac{dK}{F_1(\hat{I}_1, \theta)} = \frac{d\hat{\sigma}_p}{F_1(\hat{I}_1, \theta)} \tag{4.3}
\]

where \(H^p\) is the generalised plastic shear modulus, \(F_1\) is a normalisation factor, \(\hat{I}_1\) is the first invariant of the normalised stress tensor, and \(\theta\) is the angle between the projections of the stress vector and of the first principal stress tensile semiaxis on the deviatoric plane. In the present model, deviatoric loading is defined as the process when \(dD \geq 0\) and unloading when \(dD < 0\). The total damage is obtained by integrating the rate of damage along the stress path:

\[
K = \int_{\text{stress path}} dK \tag{4.4}
\]

In Eqs.4.2 and 4.3, the function \(F_1(\hat{I}_1, \theta)\) is defined so as to account for the sensitivity of the deviatoric damage to the hydrostatic pressure level and the stress path history. The \(F_1\) function normalises the damage parameter \(K\) so that \(K\) is equal to unity at failure under monotonic loading.

Based on available test data from monotonic and cyclic loading, the following expressions for \(F_1\) are proposed by Pagnoni et al. (1992):

- For deviatoric loading:
  \[
  F_1(\hat{I}_1, \theta) = \frac{0.248\hat{I}_1^2 + 0.182\hat{I}_1}{G (\cos 3\theta)}, \quad \hat{I}_1 \leq 2 \tag{4.5}
  \]
  \[
  F_1(\hat{I}_1, \theta) = \frac{1.867\hat{I}_1 - 2.379}{G (\cos 3\theta)}, \quad \hat{I}_1 > 2 \tag{4.6}
  \]

- For deviatoric unloading:
  \[
  F_1(\hat{I}_1, \theta) = 1.4 \left[0.85 - \frac{\hat{I}_1 + 0.3}{\hat{I}_{1,\text{max}} + 0.3}\right] \frac{F_{1,\text{max}}}{G (\cos 3\theta)} \tag{4.7}
  \]

In Eqs. 4.5 to 4.7, \(\hat{I}_{1,\text{max}}\) and \(F_{1,\text{max}}\) are, respectively, the maximum normalised first stress invariant \(\hat{I}_1\) and the maximum normalisation factor \(F_1\) before the most recent unloading. Based also on experimental data, the term \(G (\cos 3\theta)\) is expressed as follows:

\[
G (\cos 3\theta) = 0.25 (\cos 3\theta + 5) \tag{4.8}
\]
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In the study by Pagnoni et al. (1992), the bounding surface $F$ is defined as a function of the stress state $\dot{\sigma}_{ij}$ and the maximum value of damage $K_{\text{max}}$ ever experienced by the material

$$F(\dot{\sigma}_{ij}, K_{\text{max}}) = 0 \quad (4.9)$$

By means of regression analysis of test data, the following expression is derived for the bounding surface of concrete:

$$F(\dot{\sigma}_{ij}, K_{\text{max}}) = \frac{0.25\dot{J}_2 + 3.10\sqrt{\dot{J}_2}}{4\dot{J}_1 + 3.48} (\cos 3\theta + 5) - \frac{40}{39 + K_{\text{max}}^2} \quad (4.10)$$

where $\dot{J}_2$ is the second deviatoric invariant of the normalised stress tensor.

Incremental constitutive law

The steps in the derivation of the incremental constitutive law for the bounding surface model, as presented by Chen and Buyukozturk (1985), are briefly discussed here.

The strain increment $d\varepsilon_{ij}$ is first decomposed into its deviatoric, $d\varepsilon_{ij}$, and volumetric, $d\varepsilon_{kk}$, components:

$$d\varepsilon_{ij} = d\varepsilon_{ij} + \delta_{ij} \frac{d\varepsilon_{kk}}{3}; \quad k=1,2,3 \quad (4.11)$$

where $\delta_{ij}$ is the Kronecker delta.

The deviatoric strain increment $d\varepsilon_{ij}$ is then decomposed into its elastic, $d\varepsilon_{ij}^e$, and plastic, $d\varepsilon_{ij}^p$, components:

$$d\varepsilon_{ij} = d\varepsilon_{ij}^e + d\varepsilon_{ij}^p \quad (4.12)$$

The elastic deviatoric strain increment $d\varepsilon_{ij}^e$ can be related to the deviatoric stress increment $dS_{ij}$ by the Hooke's law:

$$d\varepsilon_{ij}^e = \frac{1}{H^e} dS_{ij} \quad (4.13)$$

where $H^e$ is the generalised elastic shear modulus.
The plastic deviatoric strain increment $\delta e_{ij}^p$ is assumed proportional to the deviatoric stress $S_{ij}$ and is given by the following equation:

$$\delta e_{ij}^p = \frac{d\gamma_0^p}{\tau_0} S_{ij} \quad (4.14)$$

where $d\gamma_0^p$ is the increment of the plastic octahedral shear strain, and $\tau_0$ is the octahedral shear stress. Linearising the response within the load increment, the increment of the plastic octahedral shear strain can be expressed as:

$$d\gamma_0^p = \frac{d\tau_0}{H^p} \quad (4.15)$$

where the generalised plastic shear modulus $H^p$ is dependent on the history of the stress and the strain.

Assuming that the effects of the incremental volumetric stress $dI_1$ and the incremental octahedral shear stress $d\tau_0$ on the volumetric strain increment $de_{kk}$ are decoupled, the latter can be expressed as follows:

$$de_{kk} = \frac{dI_1}{3K_t} + \beta d\gamma_0^p \quad (4.16)$$

where $K_t$ is the bulk tangent modulus of concrete, and $\beta$ is a shear-compaction dilatancy factor. Combining Eqs.4.11 to 4.16, the following incremental constitutive law is obtained

$$d\delta_{ij} = C_{ijkl}d\delta_{kl} \quad (4.17)$$

where the compliance tensor $C_{ijkl}$ is expressed as follows:

$$C_{ijkl} = \frac{1}{H^e} \delta_{ij} \delta_{kl} + \frac{1}{3H^p \tau_0} \left( \frac{\delta_{ij} + \delta_{kl}}{3} \right) \delta_{kl} + \left( \frac{1}{9K_t} - \frac{1}{3H^e} \right) \delta_{ij} \delta_{kl} \quad (4.18)$$

Since the described bounding surface model is implemented in a displacement–based finite element analysis, the compliance matrix $C$ consisting the compliance tensor $C_{ijkl}$ needs to be inverted in order to obtain the material rigidity matrix.

**Determination of model parameters**

The material parameters required to implement the bounding surface model are listed as follows:
- $H^e$, generalised elastic shear modulus;
- $H^p$, generalised plastic shear modulus;
- $K_t$, bulk tangent modulus; and
- $\beta$, shear compaction–dilatancy factor.

The expressions for the model parameters proposed in the study by Pagnoni et al. (1992) are used in the present study. Based on regression analyses of published experimental test data, separate expressions are specified for pre–failure and post–failure concrete behaviour, as well as for loading and unloading conditions in the pre–failure phase. The expressions for the bounding surface model parameters are presented in Appendix A.

4.2.2 Numerical implementation

In the present implementation of the bounding surface model, it is assumed that in the post–failure phase the concrete material loses its rigidity and can no longer carry any stress. This assumption is justified by observations on the behaviour of the concrete material in the post–failure phase made in the study by Noruziaan (1995). The numerical algorithm employed for the analysis is described in the following.

First, the strain field corresponding to the nodal displacements at iteration $i$ of time step $m + 1$ is evaluated at the integration points of the finite elements

$$\varepsilon_{m+1}^i = BU_{m+1}^i$$  \hspace{1cm} (4.19)

where $B$ is the displacement–strain transformation matrix and $U_{m+1}^i$ is the current displacement vector. The strain increment is computed as follows:

$$\Delta \varepsilon_{m+1}^i = \varepsilon_{m+1}^i - \varepsilon_m$$  \hspace{1cm} (4.20)

In the present study, the current stress increment $\Delta \sigma_{m+1}^i$ corresponding to the current strain increment $\Delta \varepsilon_{m+1}^i$ is computed as follows:

$$\Delta \sigma_{m+1}^i = \frac{1}{2} \left( D_m + D_{m+1}^i \right) \Delta \varepsilon_{m+1}^i$$  \hspace{1cm} (4.21)
The current estimate of the rigidity matrix $D^i_{m+1}$ in Eq.4.21 depends on the current strain $\varepsilon^i_{m+1}$ and the corresponding stress $\sigma^i_{m+1}$. Since the latter is yet to be established, an estimate of it is obtained using the rigidity matrix from the previous iteration:

$$\sigma^i_{m+1} = \sigma_m + D^{i-1}_{m+1} \Delta \varepsilon^i_{m+1}$$

(4.22)

To evaluate the current rigidity matrix $D^i_{m+1}$, the stress invariants of the estimated stress state $\sigma^i_{m+1}$ are determined first. The normalised distance $D$ from the estimated stress state to the failure surface is then computed. If $D \geq 1$, the integration point is in post-failure state and the stress tensor and the rigidity matrix associated with it are set equal to zero. If $D < 1$, the current increment of the normalised distance is determined as follows:

$$\Delta D^i_{m+1} = D^i_{m+1} - D_m$$

(4.23)

If $\Delta D^i_{m+1} \geq 0$, then the integration point is in a state of deviatoric loading; otherwise, it is in a state of deviatoric unloading. According to the computed first stress invariant increment $\Delta I_1$, the integration point is in a state of hydrostatic loading when $\Delta I_1 \geq 0$, or hydrostatic unloading when $\Delta I_1 < 0$. The material parameters associated with the integration point are then computed in accordance to the expressions presented in Appendix A. The increment of the damage parameter $\Delta K$ is computed using Eq.4.2 and the total damage is then evaluated. The current rigidity matrix $D^i_{m+1}$ is computed by inverting the compliance matrix $C^i_{m+1}$, and the modified stress increment $\Delta \sigma^k_{m+1}$ is obtained using Eq. 4.21. Having computed the modified stress increment, the modified current stress state is obtained as follows:

$$\sigma^i_{m+1} = \sigma_m + \Delta \sigma^k_{m+1}$$

(4.24)

The steps in the numerical procedure are summarized as follows:

**Step 1.** Based on the solution of the nodal displacements at iteration $i$ of time step $m + 1$, evaluate the strain at all the integration point using Eq.4.19. Start the loop over the elements. For each finite element, the following steps are repeated for all the integration points.
Step 2. Check the flag for failure; if failure has occurred, go to step 16.

Step 3. Normalise the stress evaluated for the previous time step \( \sigma_m \) with respect to the value of concrete strength in uniaxial compression \( f'_c \):

\[
\hat{\sigma}_m = \frac{\sigma_m}{f'_c}
\]  
(4.25)

Step 4. Subtract the strain evaluated for the previous time step \( \varepsilon_m \) from the estimate of the current strain \( \varepsilon^{i}_{m+1} \) to obtain the current strain increment \( \Delta \varepsilon^{i}_{m+1} \), as given in Eq.4.20. Normalise the current strain increment with respect to the uniaxial strain \( \varepsilon_p \) corresponding to the concrete strength in uniaxial compression:

\[
\Delta \hat{\varepsilon}^{i}_{m+1} = \frac{\Delta \varepsilon^{i}_{m+1}}{\varepsilon_p}
\]  
(4.26)

Step 5. Normalise the rigidity matrix of the previous iteration \( D^{i-1}_{m+1} \) with respect to the uniaxial compressive strength \( f'_c \) and the corresponding uniaxial strain \( \varepsilon_p \):

\[
D^{i-1}_{m+1} = D^{i-1}_{m+1} \frac{\varepsilon_p}{f'_c}
\]  
(4.27)

Step 6. Compute an estimate of the normalised stress increment for the current iteration:

\[
\Delta \hat{\sigma}^{i}_{m+1} = \hat{D}^{i-1}_{m+1} \Delta \hat{\varepsilon}^{i}_{m+1}
\]  
(4.28)

Step 7. Compute the following stress invariants and invariant increments required to evaluate the normalised distance \( D \). The tensorial notation is used here:

- Current first invariant of the normalised stress tensor:

\[
(\hat{I}_1)^i_{m+1} = (\hat{\sigma}_{jj})^i_{m+1} + (\Delta \hat{\sigma}_{jj})^i_{m+1}
\]  
(4.29)

where \( j = 1, 2, 3 \)

- Normalised deviatoric stress tensor for the current iteration and at the end of the previous time step:

\[
(\hat{S}_{jk})^i_{m+1} = (\hat{\sigma}_{jk})^i_{m+1} - \delta_{jk} \frac{(\hat{I}_1)^i_{m+1}}{3}
\]  
(4.30)
where \( k = 1, 2, 3 \)

\[
\begin{align*}
(\hat{S}_{jk})_m &= (\hat{e}_{jk})_m - \delta_{jk}\left(\frac{I_1}{3}\right)_m \\
(\tilde{\hat{S}}_{jk})_{m+1} &= \frac{1}{2}(\hat{S}_{jk})^i_{m+1}(\hat{S}_{jk})^i_{m+1} \\
(\tilde{\hat{S}}_{jk})_m &= \frac{1}{2}(\hat{S}_{jk})^i_m(\hat{S}_{jk})^i_m
\end{align*}
\]  

(4.31)

- Normalised second invariant of the deviatoric stress tensor for the current iteration and at the end of the previous time step:

\[
\begin{align*}
(\hat{j}_2)_m &= \frac{1}{2}(\hat{S}_{jk})^i_m(\hat{S}_{jk})^i_m
\end{align*}
\]  

(4.32)

- Current normalised third invariant of the deviatoric stress tensor:

\[
\begin{align*}
(\hat{j}_3)_m &= \frac{1}{3}(\hat{S}_{jk})^i_m(\hat{S}_{kl})^i_m(\hat{S}_{kn})^i_m
\end{align*}
\]  

(4.34)

where \( l = 1, 2, 3 \) and \( n = 1, 2, 3 \)

- Current angle \( \theta \), as shown in Figure 4.1

\[
\begin{align*}
(\theta)_m &= \frac{1}{3} \arccos \left[ \frac{3\sqrt{3}}{2} \frac{(\hat{j}_3)^i_{m+1}}{(\tilde{\hat{j}}_2^{3/2})^i_{m+1}} \right]
\end{align*}
\]  

(4.35)

- Normalised octahedral shear stress for the current iteration and at the end of the previous time step:

\[
(\tilde{\tau}_0)_m = \sqrt{\frac{2}{3} (\hat{j}_2)_m^i}
\]  

(4.36)

\[
(\tilde{\tau}_0)_m = \sqrt{\frac{2}{3} (\hat{j}_2)_m}
\]  

(4.37)

- Current increment of the normalised octahedral shear strain:

\[
(\Delta \tilde{\tau}_0)^i_{m+1} = (\tilde{\tau}_0)^i_{m+1} - (\tilde{\tau}_0)_m
\]  

(4.38)
• Current increment of the normalised plastic octahedral shear stress:

\[
(\Delta \bar{\gamma})^{i}_{m+1} = \frac{(\Delta \bar{\tau}_0)^{i}_{m+1}}{H^p}
\]  

(4.39)

Step 8. Compute the distance of the projection of the stress point on the bounding surface from the hydrostatic axis on the deviatoric plane:

\[
R = \max \left[ -b \pm \frac{\sqrt{b^2 - 4ac}}{2a} \right]
\]  

(4.40)

where

\[
a = \frac{0.25 (\cos 3\theta + 5)}{4 \left( \bar{I} \right)^i_{m+1} + 3.48},
\]

\[
b = 3.10 \frac{\cos 3\theta + 5}{4 \left( \bar{I} \right)^i_{m+1} + 3.48}, \text{ and}
\]

\[
c = \frac{-40}{(39 + K^2_{max})}
\]

Step 9. Compute the distance of the stress point from the hydrostatic axis on the deviatoric plane:

\[
r = \sqrt{\left( J^i_2 \right)^i_{m+1}}
\]  

(4.41)

Step 10. Compute the normalised distance:

\[
D = \frac{r}{R}
\]  

(4.42)

Step 11. Check the failure criteria. If \( D \geq 1 \), failure has occurred; set flag FAILURE equal to unity. Go to step 16.

Step 12. Compute the increment of the normalised distance:

\[
(\Delta D)^i_{m+1} = D^i_{m+1} - D_m
\]  

(4.43)

Step 13. Compute the current normalisation factor \( [F_i(\bar{I}_1, \theta)]^i_{m+1} \) using the appropriate expression of Eqs.4.5 to 4.7 depending on the values of \((\Delta D)^i_{m+1}\) and \( (\bar{I}_1)^i_{m+1} \).
Step 14. Compute the material parameters of the bounding surface model, $H^e$, $H^p$, $K_t$, and $\beta$, in accordance to the procedure presented in Appendix A.

Step 15. Compute the increment of the damage parameter $(\Delta K)^i_{m+1}$ using Eq. 4.2, and evaluate the current damage parameter:

$$(K)^i_{m+1} = (K)^i_{m} + (\Delta K)^i_{m+1}$$  \hspace{1cm} (4.44)

Step 16. If failure has occurred, set the components of the rigidity matrix and the resisting force vector equal to zero. Go to step 19.

Step 17. Compute the normalised components of the current compliance tensor $(\hat{C}^{\text{kin}})^i_{m+1}$ using Eq. 4.17. Transform the compliance tensor into a compliance matrix $\hat{C}^i_{m+1}$ of order 6 by 6. Impose symmetry by eliminating the nonsymmetric components. Invert $\hat{C}^i_{m+1}$ to obtain the normalised rigidity matrix $\hat{D}^i_{m+1}$.

Step 18. Compute the current approximation to the stress state using Eq. 4.50.

Step 19. Repeat the procedures from step 2 for all the integration points in the current element.

Step 20. Evaluate the stress components and the rigidity matrix in the dimensional form. Compute the resisting load vector of the current element using Eq. 4.45:

$$F^i_{m+1} = \sum_{l=1}^{8} [B]^T (r, s, k)_{l} (\sigma)^i_{m+1} |J(r, s, k)_{l}| w(r, s, k)_{l}$$  \hspace{1cm} (4.45)

Step 21. Repeat the procedures from step 2 for all elements which the bounding surface model is associated with.

Step 22. Proceed with the computational procedure for solution of the non-linear equations of equilibrium.

A flow chart of the computational algorithm for the implementation of the bounding surface model is presented in Figure 4.2.

Figure 4.3 shows the simulated by the implemented bounding surface model stress–strain behaviour of concrete under cyclic compressive loading. The test is performed on a single eight–node three–dimensional solid element subjected to specified nodal displacements.
4.3 Modelling of concrete behaviour in tension

The smeared crack model implemented in the present study follows closely the model developed by Cervera and Hinton (1986) for behaviour of concrete under tension. The model presented here includes a more detailed and accurate determination of the fracture energy dissipated during cracking. The main features and the steps of the numerical formulation of the model are outlined in the following sections. In the discussion, tensile stresses and strains are defined as positive.

4.3.1 Description of the implemented crack model

The crack model considered in this study is a three-dimensional fracture mechanics based smeared crack model. The concrete material is assumed to behave linear-elastically under compressive stress, and stress-based criteria are employed to determine the initiation of cracks. Orthotropic material characteristics are associated with the cracked state of the material. The fixed unidirectional crack approach is utilised for monitoring the status of open cracks.

Pre-fracture material behaviour

Initially, the behaviour of concrete is assumed to be linear elastic under increasing tensile stress. The stress level at which tensile failure occurs is termed the critical stress which is an important material parameter. In accordance to the assumption of linear stress–strain relationship before the peak stress in concrete, the computed tensile stress is compared with the apparent strength of concrete, as shown in Figure 4.4. To establish the apparent strength of concrete under uniaxial tension, the procedure proposed by Raphael (1984) may be used. Based on some 12 000 published individual test results, Raphael introduces the following relationship between the tensile, $f_t$, and the compressive, $f'_c$, strengths of concrete under static loading:

$$f_t = 0.324 (f'_c)^{\frac{2}{3}}, \quad \text{MPa} \quad (4.46)$$

It has been observed that the tensile strength increases with increasing rate of the applied loading, whereas the corresponding strain remains approximately the same.
Therefore, Raphael proposes that the dynamic tensile strength of concrete is obtained by increasing the static strength by 50%:

$$f'_t = 0.486 \left( f'_c \right)^{2/3}, \quad \text{MPa}$$  \hspace{1cm} (4.47)

Finally, based on experimental evidence, it is suggested that the apparent tensile strength of concrete be taken as twice of the static tensile strength.

Furthermore, based on safety assessment of concrete dams, it is reported that the initial tangent modulus does not increase at the same rate as the tensile strength under dynamic loading. The following relationship between the dynamic, \( E'_t \), and the static, \( E_t \), initial tangent moduli is proposed by the Canadian Electrical Association (1990):

$$E'_t = 1.25 E_t$$  \hspace{1cm} (4.48)

Assuming that the strain corresponding to the critical stress remains the same for static and dynamic loads, the following expression for the apparent dynamic tensile strength can be derived from Eq.4.47:

$$\sigma'_a = 1.25 \left[ 1.3 \times 0.324 \left( f'_c \right)^{2/3} \right] = 0.526 \left( f'_c \right)^{2/3}, \quad \text{MPa}$$  \hspace{1cm} (4.49)

The apparent dynamic tensile strength of concrete evaluated by Eq. 4.49 is about 17\% lower than the corresponding one obtained by means of the procedure proposed by Raphael. The derivation of the expression in Eq. 4.49 recognises the experimental evidence that the nonlinearity in the tensile stress–strain relationship near the peak is less under dynamic conditions compared to monotonic static loading conditions.

**Cracking criterion**

As has been mentioned in the preceding discussion, a stress–based criterion is used in the present study to determine the initiation of a crack. For an uncracked stress point, the principal stresses are determined and arranged so that the first principal stress is the maximum stress, and the third principal stress is the minimum stress. When the first principal stress exceeds the current critical stress, a crack
is assumed to initiate in the plane orthogonal to the direction of the first principal stress. At the instance of initiation of the first crack, a second, or a second and a third, crack can form if the second, or the second and the third, principal stresses exceed the current critical stress. Records of the directions of the principal stresses at the instance of initiation of the first crack, the values of the stress and strain normal to the crack plane, and the crack opening status are maintained for each sampling point at which crack initiation has been detected.

For a sampling point with only one crack, the initiation of a second crack and a third crack is checked in all subsequent time steps and iterations. The possible second and third cracks are assumed to form in the planes orthogonal to, respectively, the directions of the second and the third principal stresses at the instance of initiation of the first crack. Only one set of three mutually perpendicular cracks is allowed to form at a sampling point.

The following assumptions are made for the stress state of a sampling point at which one or more cracks have formed:

- after crack initiation, the tensile strength of concrete decreases gradually with increased strain and eventually becomes zero;

- if a crack closes, concrete regains its strength in the direction orthogonal to the crack plane; if the crack re-opens, the elastic modulus determined for the previous cracked state is used until a new cracked state is determined;

- the Poisson’s ratio effect is not applicable in the plane of a crack; and

- shear stress can be transferred across an open crack until the crack can withstand tensile stress.

The limiting value of tensile stress which the concrete material can withstand without cracking is defined for the following three cases of stress state:

- three-dimensional tension, i.e. all the three principal stresses are tensile;

- tension-tension-compression, i.e. the first and the second principal stresses are tensile and the third is compressive; and
• tension-compression-compression, i.e. only the first principal stress is tensile.

For the triaxial tension case the tensile strength \(\sigma_{tu}\) is determined as follows:

\[
\sigma_{tu}(i) = f'_i, \quad i = 1, 2, 3
\]  

(4.50)

For the tension-tension-compression case it is assumed that:

\[
\sigma_{tu}(i) = f'_i \left( 1 + 0.75 \frac{\sigma_j}{f'_c} \right); \quad \sigma_j < 0
\]  

(4.51)

where \(\sigma_j\) is the principal compressive stress. Similarly, for the tension-compression-compression case, the tensile strength is given by

\[
\sigma_{tu}(i) = f'_i \left( 1 + 0.75 \frac{\sigma_j}{f'_c} \right) \left( 1 + 0.75 \frac{\sigma_k}{f'_c} \right); \quad \sigma_j < 0, \sigma_k < 0
\]  

(4.52)

where \(\sigma_j\) and \(\sigma_k\) are the principal compressive stresses. It is noted that in Eqs.4.51 and 4.52 the compressive stresses are negative, whereas the uniaxial compressive strength of concrete \(f'_c\) is positive. Hence, the tensile strength in the last two cases decreases with increased principal compressive stresses. Equations 4.51 and 4.52 corroborate with the observation that compression in one direction favours microcracking in the others and thus causes reduction of the tensile capacity (Cervera and Hinton 1986).

The resulting triaxial failure envelope is shown in Figure 4.5.

**Post-cracking material behaviour**

A typical stress–strain relationship for plain concrete obtained from uniaxial tension tests is presented in Figure 4.4. This figure shows that in the post-peak phase, the concrete material can still withstand tensile stress, but its tensile strength progressively decreases with increasing tensile strain. Such material behaviour is referred to as "strain softening" and is modelled numerically by dividing the constitutive relationship into three regions:

• From zero strain to \(\varepsilon_0\), the strain corresponding to the uniaxial tensile strength \(f'_t\). Linear–elastic stress–strain relationship is assumed for this region.
• From \( \varepsilon_0 \) to \( \varepsilon_{cr} \), the strain at which concrete loses its capacity to withstand tension. In this region, a strain-softening rule is adopted to determine the stress.

• From \( \varepsilon_{cr} \) and beyond. When the strain has exceeded the critical value \( \varepsilon_{cr} \), concrete is not capable to withstand any tensile stress.

Various models have been proposed to represent the stress–strain relationship in the interval \( \varepsilon_0 < \varepsilon < \varepsilon_{cr} \). An exponential strain–softening curve proposed by Lubliner et al. (1989), is adopted in the present study:

\[
\sigma(\varepsilon) = \sigma_{tu} \left[ 2e^{-a(\varepsilon-\varepsilon_0)} - e^{-2a(\varepsilon-\varepsilon_0)} \right] \tag{4.53}
\]

where \( a \geq 0 \) is a softening parameter. The total area under the stress–strain curve is adjusted so that the dissipated fracture energy \( G_f \) is independent of the characteristic dimension of a finite element \( l_c \):

\[
G_f = l_c \int_{0}^{\infty} \sigma(\varepsilon) d\varepsilon \tag{4.54}
\]

For the adopted strain–softening law, Eq.4.54 becomes

\[
G_f = l_c \left( \frac{1}{2} \frac{\sigma_{tu}^2}{E} + \frac{3}{2} \frac{\sigma_{tu}}{a} \right) \tag{4.55}
\]

From Eq.4.55, the softening parameter \( a \) is determined as follows:

\[
a = \frac{3}{\varepsilon_0 \left( \frac{2EG_f}{l_c \sigma_{tu}^2} - 1 \right)} \geq 0 \tag{4.56}
\]

The criterion for mesh objectivity is given by the condition that the term inside the brackets in Eq.4.56 should be positive. Therefore:

\[
l_c \leq \frac{2EG_f}{\sigma_{tu}^2} \tag{4.57}
\]

The value of \( \varepsilon_{cr} \) is determined by assuming a corresponding stress level and applying the adopted strain–softening law. In the present work, \( \varepsilon_{cr} \) is determined for \( \sigma = \lambda \sigma_{tu} \), where \( \lambda \) is adopted equal to 0.005. Substituting \( \sigma = \lambda \sigma_{tu} \) in Eq.4.53 and solving the resulting equation, the following expression is obtained for \( \varepsilon_{cr} \):

\[
\varepsilon_{cr} = \varepsilon_0 - \frac{\ln \left( \frac{2 - \sqrt{4 - 4\lambda}}{2} \right)}{a} \tag{4.58}
\]
For $\lambda = 0.005$, 

$$\varepsilon_{cr} = \varepsilon_0 + \frac{5.990}{a}$$  

(4.59)

Once a crack has been detected at a sampling point, an orthotropic material model is associated with this point. The material axes of the orthotropic model are fixed in the directions of the principal stresses as determined at the instant of crack initiation. At any subsequent solution step, the strain tensor is transformed from the global coordinate system into the coordinate system of the material axes at the cracked point

$$T'_e = A^T T_e A$$  

(4.60)

where $T_e$ is the strain tensor in the global coordinate system

$$T_e = \begin{pmatrix} \varepsilon_x & \frac{1}{2} \gamma_{yz} & \frac{1}{2} \gamma_{zx} \\ \frac{1}{2} \gamma_{zy} & \varepsilon_y & \frac{1}{2} \gamma_{zy} \\ \frac{1}{2} \gamma_{xz} & \frac{1}{2} \gamma_{yz} & \varepsilon_z \end{pmatrix}$$  

(4.61)

and $A$ is the transformation matrix consisting of the cosines of the angles between the axes of the two coordinate systems

$$A = \begin{bmatrix} \cos (x'x) & \cos (x'y) & \cos (x'z) \\ \cos (y'x) & \cos (y'y) & \cos (y'z) \\ \cos (z'x) & \cos (z'y) & \cos (z'z) \end{bmatrix}$$  

(4.62)

It is assumed that the Poisson's ratio effect is not applicable at a cracked sampling point. Thereby, the stress-strain transformation matrix becomes a diagonal matrix. A secant elastic modulus can be defined in the direction along which cracking has initiated, as shown in Figure 4.7:

$$E_s = \frac{\sigma'}{\varepsilon'}$$  

(4.63)

To account for the phenomena allowing the transfer of shear stress in cracked concrete, such as aggregate interlock, the retention of shear stress is numerically modelled by using a shear retention factor $0 \leq \beta \leq 1$. The shear modulus after cracking is
obtained by multiplying the initial shear modulus by the shear retention factor $\beta$. In some previous studies, a constant shear retention factor is used. Others have adopted a crack–strain dependent shear retention factor. A detailed discussion on the numerical effects of using a shear retention factor is presented by Rots (1989). A constant shear retention factor $\beta = 0.5$ is used in the present study.

To illustrate how the above assumptions for the Poisson’s ratio effect and the retention of shear stresses at a cracked point affect the rigidity matrix in the crack coordinates, the strain–stress relationship at a sampling point with two cracks is given below

$$
\begin{pmatrix}
\sigma_x' \\
\sigma_y' \\
\sigma_z' \\
\tau_{x'y}' \\
\tau_{y'z}' \\
\tau_{z'x}'
\end{pmatrix} =
\begin{pmatrix}
E_x & 0 & 0 & 0 & 0 \\
0 & E_y & 0 & 0 & 0 \\
0 & 0 & E & 0 & 0 \\
0 & 0 & 0 & \beta G & 0 \\
0 & 0 & 0 & 0 & \beta G \\
0 & 0 & 0 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
\varepsilon_x' \\
\varepsilon_y' \\
\varepsilon_z' \\
\gamma_{x'y}' \\
\gamma_{y'z}' \\
\gamma_{z'x}'
\end{pmatrix}
$$

(4.64)

Since seismic excitations at the base of the structure cause load reversals, a crack can repeatedly open, close and re-open. It is assumed that when a crack closes, concrete regains its elastic modulus in the direction orthogonal to the plane of the crack. If there is no open crack in all the three directions, the stresses are computed only in the global coordinate system using the stress–strain relationship for uncracked concrete

$$
\begin{pmatrix}
\sigma_x \\
\sigma_y \\
\sigma_z \\
\tau_{xy} \\
\tau_{yx} \\
\tau_{zx}
\end{pmatrix} = \frac{E}{(1+\nu)(1-2\nu)}
\begin{pmatrix}
1-\nu & \nu & \nu & 0 & 0 & 0 \\
\nu & 1-\nu & \nu & 0 & 0 & 0 \\
\nu & \nu & 1-\nu & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{1-2\nu}{2} & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{1-2\nu}{2} & 0 \\
0 & 0 & 0 & 0 & 0 & \frac{1-2\nu}{2}
\end{pmatrix}
\begin{pmatrix}
\varepsilon_x \\
\varepsilon_y \\
\varepsilon_z \\
\gamma_{xy} \\
\gamma_{yx} \\
\gamma_{zx}
\end{pmatrix}
$$

(4.65)

If a crack re-opens, the current secant modulus is used to establish the stress–strain relationship. If the strain in an open crack exceeds the maximum strain recorded
in the same direction, a new secant elastic modulus is computed and used for the subsequent time steps.

The stress tensor computed in the crack coordinate system is transformed back into the global coordinate system to obtain the resisting force vector

\[T_{\sigma} = AT'_\sigma A^T\]  \hspace{1cm} (4.66)

where \(T'_\sigma\) is the stress tensor in the crack coordinate system:

\[
T'_\sigma = \begin{pmatrix}
\sigma_{zz'} & \tau_{yz'} & \tau_{xz'} \\
\tau_{yz'} & \sigma_{yy'} & \tau_{xy'} \\
\tau_{xz'} & \tau_{xy'} & \sigma_{xx'}
\end{pmatrix}
\]  \hspace{1cm} (4.67)

Finally, the contribution to the resisting force vector is computed based on the stresses in the global coordinate system, using Eq.4.45.

4.3.2 Numerical implementation

The steps of the computational algorithm of the implemented crack model are presented in the following section. The procedures for the solution of the nonlinear equations of motion for iteration \(i\) of time step \(m + 1\) are outlined as follows.

Step 1. Compute the components of the strain tensor in the global coordinate system

\[\varepsilon^{i}_{m+1} = BU^{i}_{m+1}\]  \hspace{1cm} (4.68)

where \(\varepsilon^{T} = [\varepsilon_x, \varepsilon_y, \varepsilon_z, \varepsilon_{xy}, \varepsilon_{yz}, \varepsilon_{xz}]\) is the vector representation of the strain tensor, \(B\) is the displacement–strain transformation matrix, and \(U\) is the vector of nodal displacements.

Step 2. Compute the components of the elastic stress tensor in the global coordinate system using Eq.4.65.

Step 3. Check the variable governing the status of cracking of the material. If the point has already cracked, go to Step 7. If not, continue with Step 4.

Step 4. Compute the principal stresses.
Step 5. Check the crack initiation criteria in accordance to Eqs.4.50 to 4.52. If no crack has been detected, go to Step 14; otherwise compute and store the direction cosines of the current principal axes. Set the variable governing the status of cracking to denote cracking has occurred.

Step 6. Compute and store the transformation matrix A between the global coordinate system and the crack coordinate system, which is defined by the directions of the principal strains at the instant of crack initiation, using Eq.4.62.

Step 7. Transform the strain tensor into the crack coordinate system using Eq.4.60.

Step 8. Check whether the first crack is open, i.e. whether the strain normal to the plane of the crack is positive. If this crack is closed, concrete regains its strength in the direction orthogonal to the plane of the crack. If the crack is open, compute the stress components associated with the crack, namely \( \sigma_x', \tau_{x'y'}, \tau_{x'z'} \), using the constitutive relationship of Eq.4.64. If the current strain \( \varepsilon_x' \) exceeds the maximum strain recorded in this direction \( \varepsilon_{x'\text{max}} \), update the latter and use it in subsequent time steps.

Step 9. Check whether the second and the third cracks have formed. If both have formed, go to Step 11. If only the second has formed, go to Step 10. If neither has formed, check approximately whether a new crack forms in the second and/or the third direction using the respective stresses computed in the coordinate system associated with the first crack.

- If no new crack is detected:
  
  and if the first crack is closed, go to Step 13.

  and if the first crack is open, compute the stress components \( \sigma_{y'}, \sigma_{z'}, \tau_{y'z'} \) using the constitutive relationship of Eq.4.64.

- If a new crack is detected, compute the stress components \( \sigma_{y'}, \sigma_{z'}, \tau_{y'z'} \) using the constitutive relationship of Eq.4.64. If \( \sigma_x' > \sigma_{y'} \), update the directions of the principal strains.
Step 10. The first and the second crack have formed, but not the third. Check whether the second crack is open. Check whether a new crack forms in the third direction.

- If no crack is detected in the third direction:

  and if neither the first nor the second crack has formed, go to Step 13.
  and if either the first or the second crack is open, compute the stress components \( \sigma_y', \sigma_z', \tau_{yz}' \) using the constitutive relationship of Eq.4.64.

- If a crack is detected in the third direction, compute the stress components \( \sigma_y', \sigma_z', \tau_{yz}' \) using the constitutive relationship of Eq.4.64.

If the strain in the second direction exceeds the maximum strain recorded in this direction, update the latter and use it in subsequent time steps.

Step 11. For the case all three cracks have formed:

- If any of them is open, compute the stress components \( \sigma_y', \sigma_z', \tau_{yz}' \) using the constitutive relationship of Eq.4.64.

- If none of the cracks is open, go to Step 13.

- If the current strain in any direction exceeds the maximum strain recorded in the respective direction, update the latter and use it in subsequent time steps.

Step 12. Transform the stress tensor \( \mathbf{T}_z' \) back into the original coordinate system using Eq.4.66. Go to Step 14.

Step 13. No modification to the current elastic stress tensor as computed in the global coordinate system, Eq.4.65, is needed. Therefore, use the current elastic stress tensor to compute the contribution to the resisting force vector.

Step 14. Compute the resisting force vector for the current sampling point using Eq.4.45.

A flow chart of the computation algorithm of the implemented crack model is presented in Figure 4.8.
Figure 4.9 shows the simulated by the implemented smeared crack model stress–strain behaviour of concrete under cyclic loading. The test is performed on a single eight-node three-dimensional solid element subjected to specified nodal displacements.

4.4 Combined model of concrete behaviour in compression and tension

As has already been mentioned, the bounding surface model is developed to study the behaviour of concrete under cyclic compressive loading. Although the tensile modes of failure can be represented by the bounding surface, the bounding surface model cannot account for the post-cracking behaviour of concrete because it is based on the assumption of isotropic material. After cracking, the behaviour of concrete is orthotropic, if the crack is open. The behaviour of a cracked material with an open crack can be more accurately modelled by the smeared crack model.

To account for the nonlinear concrete behaviour in both compression and tension, the bounding surface and the smeared crack models are implemented in a single comprehensive algorithm. The pre-crack behaviour of concrete is simulated by the bounding surface model. The crack initiation is determined by the procedure implemented in the smeared crack model, using the initial modulus of elasticity and the apparent tensile strength of concrete. The behaviour of the concrete material in case of an open crack is described by the tension softening algorithm of the smeared crack model. For a closed crack, the bounding surface is used to evaluate the stress components in the direction orthogonal to the crack plane.

At a cracked point, if compressive unloading is followed by a tensile loading, the strain normal to the crack plane is measured from the strain where the stress is zero, as shown in Figure 4.10. When a crack re-opens, the most recent secant elastic modulus is used to compute the stress from the strain.

The steps of the computational algorithm of the combined model are outlined as follows:

Step 1. Check whether the point has failed in compression in a previous time step. If yes, set the components of the stress tensor associated with the sampling
point equal to zero and go to Step 7. Otherwise, compute the components of the elastic strain and stress tensors using Eqs.4.68 and 4.65.

**Step 2.** Check whether the point has cracked in a previous time step. If not, go to Step 3. If the point has cracked, transform the elastic strain and stress tensors into the crack coordinate system using Eq.4.60 and check whether there is an open crack. If there is one, re-evaluate the stresses by means of the strain softening model. Transform the stresses back into the global coordinate system using Eq.4.66.

**Step 3.** Apply the bounding surface model. If compressive failure is detected in the current solution step, set the components of the stress tensor equal to zero and go to Step 7. If compressive failure is not detected, re-evaluate the components of the stress tensor by means of the bounding surface model.

**Step 4.** If a crack has been detected in a previous time step, go to Step 5. Otherwise, compute the principal stress and check the cracking criteria. If a crack is detected in the current solution step, go to Step 6. Otherwise, no further modification of the stress is needed; go to Step 7.

**Step 5.** Obtain the components of the stress and strain tensors as transformed into the crack coordinate system using Eq.4.60. Check whether there is an open crack. If there is one, continue with Step 6. Otherwise, no further modification of the stress is needed; go to Step 7.

**Step 6.** Apply the strain softening model to re-evaluate the stress in a open crack. Transform the stress tensor back into the global coordinate system using Eq.4.66.

**Step 7.** Compute the resisting load vector associated with this point.

The computational algorithm of the combined bounding surface–smeared crack concrete model is presented in Figure 4.11.

Figure 4.12 shows the simulated stress–strain behaviour of concrete under cyclic load reversals. The test is performed on a single eight–node three–dimensional solid element subjected to specified nodal displacements. The figure shows that the compressive strength after tensile loading is not degraded, which means that the compressive damage is not affected by tensile cracking. On the other hand, the
tensile strength is not degraded after compressive loading.
Figure 4.1: The bounding surface model: (a) Bounding surface, (b) Measure of normalised distance $D$
Figure 4.2: Flowchart of the bounding surface model computational algorithm
Figure 4.3: Displacement-controlled test of the bounding surface model on a single element.
Figure 4.4: Apparent tensile strength
Figure 4.5: Triaxial tensile failure envelope for concrete
Figure 4.6: Typical stress–strain curve for mass concrete from simple tension test
Figure 4.7: Stress–strain relationship in tension
Figure 4.8: Flowchart of the smeared crack model computational algorithm
Figure 4.9: Displacement-controlled test of the smeared crack model on a single element
Figure 4.10: Modelled stress-strain relationship for one-cycle uniaxial loading
Figure 4.11: Flowchart of the combined material model computational algorithm
Figure 4.12: Displacement-controlled test of the combined model on a single element
Chapter 5

Numerical implementation

5.1 General

The nonlinear joint and material models described in Chapter 3 and Chapter 4 are implemented in a new finite element computer program developed for the purposes of the present work. The new program is named CADNAP (Concrete Arch Dam Nonlinear Analysis Program). The computer program ADAP88 provides the basic finite element modelling and analysis modules to form the backbone of the new computer code. Before the detailed discussion on the numerical implementation of the nonlinear joint and material models in CADNAP, a brief description of ADAP88 is presented.

ADAP88 is a finite element computer program for nonlinear static and seismic analysis of concrete arch dams developed by Fenves et al. (1989). The program has the capability to generate a detailed finite element mesh of an arch dam–foundation system with only the geometry of the dam structure provided as input parameters. A zero–thickness joint element is implemented in the program to model the nonlinear effects to the seismic response of the structure due to opening and closing of the contraction joints, as discussed in Chapter 2. The monolithic cantilevers are modelled by thick shell, three–dimensional shell, and three–dimensional solid elements. One shell element is used through the thickness of the dam. The three–dimensional solid elements are used to provide a transition between the thick shell elements and the joint elements, as shown in Figure 2.2. The foundation of the dam is modelled by three–dimensional solid elements. Linear–elastic material properties are assumed in
the formulation of the three element types. Loads due to hydrostatic forces, self-weight and temperature gradients between the two surfaces of the dam structure are considered in the static analysis module. For seismic analysis, the ground motion excitations of the structure are specified as the translational support motions at the far-field boundary of the foundation substructure. The interaction between the dam structure and the impounded water in the reservoir is simulated by the added mass technique. The substructuring technique for seismic analysis of structures with localised nonlinearities proposed by Row and Schricker (1984) is employed in ADAP88. The cantilevers of the dam and the foundation are modelled as linear-elastic substructures connected by the nonlinear contraction joints. The internal degrees of freedom of the dam cantilevers and foundation are expressed in terms of the degrees of freedom of the nonlinear substructure, i.e. the joints. After applying the static condensation procedure to eliminate the internal degrees of freedom of the linear-elastic substructures, only the degrees of freedom of the joints are included in the final assembled equations of motion. The Newmark method is employed for the direct integration in time domain of the equations of motion. The solution of the nonlinear equilibrium equations at each time step is obtained by means of the full Newton–Raphson iteration scheme.

In the new program CADNAP, the nonlinear concrete material model described in Chapter 4 is implemented in the three-dimensional solid element employed in ADAP88. A new mesh generator is formulated to model the entire dam body by the three-dimensional solid element. The number of elements through the thickness of the dam can vary from one to three. A new numerical procedure is implemented for the direct time integration of the assembled equations of motion which include all degrees of freedom of the dam–foundation structure system.
5.2 Nonlinear solution technique

The basic system of equations to be solved in nonlinear finite element analysis can be expressed as follows:

\[ \mathbf{F}_{m+1} - \mathbf{R}_{m+1} = 0 \]  \hspace{1cm} (5.1)

where \( \mathbf{F}_{m+1} \) is the vector of externally applied loads, \( \mathbf{R}_{m+1} \) is the vector of nodal point resisting forces obtained by integration of the element stresses, and the subscript \((m + 1)\) denotes the current load step. Since the nodal resisting forces \( \mathbf{R}_{m+1} \) depend nonlinearly on the nodal displacements, the solution of Eq.5.1 is usually obtained by means of an iterative procedure, such as the Newton-Raphson or the arc-length method. The present thesis employs the Newton-Raphson method, which is briefly discussed in the following section.

In the full Newton-Raphson iteration scheme, the increment of the solution for the nodal displacements at iteration \( i \) is obtained as follows

\[ \mathbf{K}_{m+1}^{i-1} \Delta \mathbf{U}^i = \mathbf{F}_{m+1} - \mathbf{R}_{m+1} = \Delta \mathbf{F}_{m+1}^{i-1} \]  \hspace{1cm} (5.2)

where the current tangent stiffness matrix \( \mathbf{K}_{m+1}^{i-1} \) is determined by

\[ \mathbf{K}_{m+1}^{i-1} = \frac{\partial \mathbf{R}}{\partial \mathbf{U}} \bigg|_{\mathbf{U}_{m+1}^{i-1}} \]  \hspace{1cm} (5.3)

The improved displacement solution is then calculated as follows:

\[ \mathbf{U}_{m+1}^i = \mathbf{U}_{m+1}^{i-1} + \Delta \mathbf{U}^i \hspace{1cm} i=1,2,3 \]  \hspace{1cm} (5.4)

The computed tangent stiffness matrix, the displacement vector, and the resisting force vector from the last iteration of load step \( m \) are used as the initial conditions in the next load step \((m + 1)\):

\[ \mathbf{K}_{m+1}^0 = \mathbf{K}_m; \hspace{0.5cm} \mathbf{U}_{m+1}^0 = \mathbf{U}_m; \hspace{0.5cm} \mathbf{R}_{m+1}^0 = \mathbf{R}_m \]

Equations 5.2 to 5.4 are obtained by linearising the response of the finite element system at the previous \((i - 1)\) iteration of the current load step \((m + 1)\). The iteration is terminated when a predefined convergence criterion is satisfied. The
computational cost is high for analysing a large and complex finite element model when the tangent stiffness matrix is evaluated at each iteration, as in the case of the full Newton–Raphson method. To reduce the computational effort, other iterative schemes may be employed, such as the initial stress method and the modified Newton–Raphson method.

In the initial stress method, the initial stiffness matrix $K_0$ is used throughout the analysis instead of the current tangent stiffness matrix:

$$K_0 \Delta U^i = \Delta F_{m+1}^{i-1}$$

(5.5)

Therefore, the computation of the structural response is linearised about the initial configuration and the system stiffness matrix need only be evaluated and factorised once at the beginning of the analysis. A drawback of this approach is that the convergence of the solution may be slow, or the solution may even diverge.

The modified Newton-Raphson method is a compromise between the full Newton-Raphson method and the initial stress method. In this approach, the stiffness matrix is evaluated at selected equilibrium configurations

$$K_r \Delta U^i = \Delta F_{m+1}^{i-1}$$

(5.6)

How often the stiffness matrix is updated depends on the degree of nonlinearity in the system. In one form of implementation, a new tangent stiffness matrix is evaluated at the end of each load step, after attaining convergence. In such case, the computation of the system response is linearised about the configuration at the end of the previous load step.

In the present study, the static equilibrium equations are solved by the full Newton–Raphson iterative scheme, whereas the dynamic equations of motion are solved by the initial stress Newton–Raphson procedure.

The iteration techniques of the Newton-Raphson family of methods are illustrated in Figures 5.1 to 5.3 where the iterations for the solution of a single–degree–of–freedom system are shown.

The preceding discussion on nonlinear problem solution techniques applies to both static and dynamic nonlinear analysis if implicit integration in time domain is
used for solving the equations of dynamic equilibrium. The only difference is that in
dynamic analysis, the system’s effective stiffness matrix and effective out-of-balance
load vector are used in Eq.5.2 instead of, respectively, the system’s stiffness matrix
and load vector.

5.3 Solution of the equations of static equilibrium

The computer program CADNAP can analyse the static response of an arch
dam due to the self-weight of the structure, the hydrostatic pressure of the impounded
water, and the temperature changes in the dam body. For the static analysis, the
dam cantilevers and the rock foundation are assumed to behave linear- elastically.
Combinations of any of the above three types of static loads can be considered in the
analysis.

Load due to the self-weight

The construction sequence of the cantilever monoliths has an important im-
 pact on the stress and strain state in the dam body caused by the self-weight of
the concrete material. This may have a significant impact on the performance of
the structure under the extreme loading conditions. In practice, the monoliths are
constructed independently and each cantilever transfers its weight to the foundation.
In modelling the static loads due to self-weight, the procedure originally developed
in ADAP (Clough et al. 1973) which takes into account the effect of the construction
sequence on the stress state of the dam is employed in CADNAP. The progress of
construction is simulated by considering two sets of independent cantilever monoliths,
as shown in Figure 5.4. The solution for gravity loads is therefore performed in two
steps. In the first step, the analysis is performed only for the finite elements of the
first set of cantilevers, by setting the elastic modulus of the second set of cantilevers
equal to zero. In the second step, the stresses in the second set of cantilevers are ob-
tained in a corresponding second analysis. Accordingly, the only interaction between
the cantilever monoliths before the grouting of the contraction joints is through the
foundation.
Load due to hydrostatic pressure

Since the impounding of the reservoir of an arch dam takes place after the grouting of contraction joints, the dam resists the hydrostatic pressure as a monolithic structure. Therefore, the analysis for hydrostatic load is performed by using the complete dam–foundation model. In the analysis, the dam system may be subjected to an arbitrary level of the impounded water in the reservoir. If the self-weight of the dam is considered, the displacements and the stresses due to the hydrostatic loads are added, respectively, to the corresponding displacements and stresses due to self-weight.

For the case of an adequately designed concrete arch dam, the hydrostatic pressure and the temperature gradients should not cause opening of the contraction joints of the dam. Therefore, a linear analysis procedure would be sufficient to analyse the static response of the dam. However, for the evaluation of the safety and performance of existing arch dams, the possibility of nonlinear effects due to opening and slippage at the contraction joints should be considered. Thus, a nonlinear solution procedure using the full Newton–Raphson iterative scheme is implemented in CADNAP for analysis of the static response of arch dams to hydrostatic pressure and temperature gradients.

Loads due to temperature changes

The program enables specifying temperature changes at the elevations used for generation of the finite element mesh of the dam (design elevations). Values at the mesh elevations are computed from those at the design elevations by cubic interpolation. The temperature changes are assumed constant in the arch direction. The solution for the loads due to temperature changes is carried out in the same manner as the solution for hydrostatic loads.
5.4 Solution of the equations of motion

The equations of motion of the nonlinear structure can be written as follows:

\[ M\ddot{U} + P(\dot{U}, U_{tot}) = -MR\ddot{U} + F^{st} \]  \hspace{1cm} (5.7)

where

\[ U_{tot} = U_{st} + U \]  \hspace{1cm} (5.8)

where \( U, \dot{U}, \) and \( \ddot{U} \) are respectively the displacement, velocity, and acceleration relative to the free-field ground support movement, \( U_g, U_{st} \) is the displacement due to static loads, \( M \) is the mass matrix which includes the added mass from the consideration of the dam-water interaction effect, \( P \) is the restoring force vector which is a nonlinear function of the velocity and and the total displacement, \( R \) is the influence matrix for \( \ddot{U} \), and \( F^{st} \) is the static load vector.

The Newmark method has been implemented in CADNAP for the direct integration of Eq.5.7 in the time domain. Accordingly, the response \( U, \dot{U}, \) and \( \ddot{U} \) of the investigated system at time step \( t_{n+1} \) are determined from the following equations:

\[ M\ddot{U}_{n+1} + P(\dot{U}_{n+1}, \{U_{tot}\}_{n+1}) = -MR\ddot{U}_g + F^{st} \]  \hspace{1cm} (5.9)

\[ U_{n+1} = \ddot{U}_{n+1} + \Delta t^2 \beta \dddot{U}_{n+1} \]  \hspace{1cm} (5.10)

\[ \dot{U}_{n+1} = \ddot{U}_{n+1} + \Delta t \gamma \dddot{U}_{n+1} \]  \hspace{1cm} (5.11)

where

\[ \ddot{U}_{n+1} = U_n + \Delta t \dot{U}_n + \Delta t^2 \left( \frac{1}{2} - \beta \right) \dddot{U}_n \]  \hspace{1cm} (5.12)

\[ \dddot{U}_{n+1} = \dddot{U}_n + \Delta t (1 - \gamma) \dddot{U}_n \]  \hspace{1cm} (5.13)

In Eqs. 5.9 to 5.13, \( \Delta t \) denotes the time step, \( U_n, \dot{U}_n, \) and \( \ddot{U}_n \) are the displacement, velocity and acceleration responses, respectively, at time step \( t_n, \dot{U}_{n+1} \) and \( \ddot{U}_{n+1} \) are
the current linearised estimates of the displacement and velocity responses in the iteration based on the solution at the end of the previous time step, $U_{n+1}$ and $\dot{U}_{n+1}$ are the calculated displacements and velocities at time step $t_{n+1}$; and $\beta$ and $\gamma$ are the Newmark iteration parameters controlling the accuracy and the stability of the solution (Hughes et al. 1979). Due to the nonlinear relationship between the restoring forces $P$ and the displacements and the velocities, Eqs.5.9 to 5.13 are solved iteratively by linearising the nonlinear equations of motion to an effective linear system. The solution of the linearised equations of motion at iteration $(i+1)$ is obtained in terms of the unknown displacement increment $\Delta U$ as follows:

$$K^{ef} \Delta U = \Delta F^{ef}$$  \hspace{1cm} (5.14)

In Eq.5.14, the effective stiffness matrix $K^{ef}$ and the effective out-of-balance force vector $\Delta F^{ef}$ can be obtained as follows:

$$K^{ef} = \frac{1}{\Delta t^2 \beta} M + \frac{\gamma}{\Delta t \beta} C(\dot{U}_{n+1}) + K_T([U_{tot}]^i_{n+1})$$  \hspace{1cm} (5.15)

$$\Delta F^{ef} = -MR \{ \ddot{U}_g \}_{n+1} + F^{st} - M\ddot{U}_{n+1} - C\dot{U}_{n+1} - N([U_{tot}]^i_{n+1})$$  \hspace{1cm} (5.16)

where $K_T([U_{tot}]^i_{n+1})$ and $N = N(U_{n+1})$ are, respectively, the tangent stiffness matrix and the vector of the restoring forces. They are both nonlinear functions of the total displacements.

Having solved Eq.5.14 for $\Delta U$, the improved approximations to the system responses at time step $t_{n+1}$ are given by

$$U_{n+1}^{i+1} = U_{n+1}^i + \Delta U$$  \hspace{1cm} (5.17)

$$[U_{tot}]^{i+1}_{n+1} = U_{st} + U_{n+1}^{i+1}$$  \hspace{1cm} (5.18)

$$\dot{U}_{n+1}^{i+1} = \dot{U}_{n+1}^i + \frac{\gamma}{\beta \Delta t} \Delta U$$  \hspace{1cm} (5.19)

$$\ddot{U}_{n+1}^{i+1} = \ddot{U}_{n+1}^i + \frac{1}{\beta \Delta t^2} \Delta U$$  \hspace{1cm} (5.20)

The numerical procedure is repeated until the specified convergence criteria are satisfied.
5.5 Numerical implementation of seismic analysis procedure

In this section, the assumptions made in CADNAP in the formulations of the numerical procedures for seismic response analysis are discussed. The modelling of damping and the derivations of the effective stiffness and the out-of-balance force are presented. The convergence criteria adopted are also discussed.

5.5.1 Damping

Slender structures, such as concrete arch dams, have low damping ratios, varying in the range from 3% to 5%. Therefore, it is assumed in the present work that the damping of the concrete arch dam can be approximated with a reasonable accuracy by means of Rayleigh damping

\[ C = b_0 M + b_1 K \]  \hspace{1cm} (5.21)

where \( b_0 \) and \( b_1 \) are constant parameters. To decrease the computational effort required in each time step, it is further assumed that in Eq.5.21 the changes to the structure stiffness properties \( K \) due to possible cracking and crushing of the concrete do not affect significantly the damping properties of the dam. Therefore, the damping matrix need only be computed once at the beginning of the time step integration procedure.

5.5.2 Effective stiffness matrix

The effective stiffness matrix \( K^{ef} \) is calculated using Eq.5.15. Using the assumption of Rayleigh damping, the expression for \( K^{ef} \) is written as follows:

\[ K^{ef} = \frac{1}{\Delta t^2 \beta} M + \frac{\gamma}{\Delta t \beta} (b_0 M + b_1 K) + K_T \]  \hspace{1cm} (5.22)

Eq.5.22 can also be written in the following form:

\[ K^{ef} = (a_1 + a_2 b_0) M + a_2 b_1 K + K_T \]  \hspace{1cm} (5.23)

where \( a_1 = \frac{1}{\Delta t^2 \beta} \) and \( a_2 = \frac{\gamma}{\Delta t \beta} \). As discussed in section 5.2, the initial stress Newton-Raphson iterative procedure is employed in CADNAP to solve the nonlinear equations.
of motion. The stiffness of the joint elements is updated at each iteration. Accordingly, the last term of Eq.5.22 is expressed as follows:

$$K_T = K_T^J + K^c + K^I$$  \hspace{1cm} (5.24)

where $K_T^J$ is the tangent stiffness matrix of the joint elements, and $K^c$, and $K^I$ are the initial stiffness matrices of the dam cantilevers and the foundation, respectively. The tangent stiffness of the joint elements $K_T^J$ is obtained from Eq.3.21. Substituting Eq.5.24 into Eq.5.23, the expression for the effective stiffness of the dam-foundation system becomes

$$K^e = (a_1 + a_2b_0)M + a_2b_1K + K_T^J + K^c + K^I$$  \hspace{1cm} (5.25)

5.5.3 Effective out-of-balance force vector

By substituting Eqs.5.21 into Eq.5.16, the effective out-of-balance force vector is written as follows:

$$\Delta F^e = -MR \{\ddot{U}_g\}_{n+1} + F^e - M\ddot{U}^i_{n+1} - (b_0M + b_1K)\dot{U}^i_{n+1} - N_{n+1}^i$$  \hspace{1cm} (5.26)

The last term of Eq.5.26, $N_{n+1}^i$, is obtained by assembling the nodal restoring forces of the joint elements $\{N^J\}^i_{n+1}$ and of the three-dimensional solid elements of the dam cantilevers $\{N^c\}^i_{n+1}$ and of the foundation $\{N^f\}^i_{n+1}$ into the global out-of-balance-force vector. It can therefore be expressed as follows:

$$N_{n+1}^i = \{N^J\}^i_{n+1} + \{N^c\}^i_{n+1} + \{N^f\}^i_{n+1}$$  \hspace{1cm} (5.27)

The nodal restoring forces of the joint elements are obtained from Eq.3.20. Since the foundation is assumed linear-elastic, the restoring forces in the foundation elements are given by

$$\{N^f\}^i_{n+1} = K^I \{U_{tot}\}^i_{n+1}$$  \hspace{1cm} (5.28)

The restoring forces in the elements of the dam cantilevers can be obtained from

$$N_{n+1}^i = \Sigma \int_{\Omega} B^T \{\sigma_{in}\}^i_{n+1} d\Omega$$  \hspace{1cm} (5.29)
where the integration is carried out for each dam element associated with the nonlinear material model, and the obtained nodal forces are assembled into the global out-of-balance force vector. The final expression of the out-of-balance force thus becomes

\[
\Delta F^{ef} = -MR \left\{ \dot{U}_g \right\}_{n+1} + F^{st} - M\ddot{U}^i_{n+1} - (b_0 M + b_1 K) \dot{U}^i_{n+1} - \\
- (N^i)^i_{n+1} - K^f \{U_{int}\}^i_{n+1} - \Sigma \int_{\Omega} B^T \{\sigma_{in}\}_{n+1} \, d\Omega
\]  \hspace{1cm} (5.30)

5.5.4 Algorithm for solving the nonlinear equations of motion

The following algorithm is implemented in CADNAP to solve the nonlinear equations of motion in seismic analysis:

**Step 1.** Compute and assemble the constant terms of the effective stiffness matrix:

\[
K_{const}^e = (a_1 + a_2 b_0) M + a_2 b_1 K + K^c + K^f
\]  \hspace{1cm} (5.31)

**Step 2.** Initialise the time integration procedure.

**Step 3.** If the current time step is greater or equal to the specified total number of time steps, go to Step 19.

**Step 4.** Compute the predictions for seismic displacements and velocities:

\[
\ddot{U}_{n+1} = U_n + \Delta t \dot{U}_n + \Delta t^2 \left( \frac{1}{2} - \beta \right) \ddot{U}_n
\]  \hspace{1cm} (5.32)

\[
\ddot{U}_{n+1} = \dot{U}_n + \Delta t (1 - \gamma) \ddot{U}_n
\]  \hspace{1cm} (5.33)

**Step 5.** Compute the external load and assemble it into the effective out-of-balance-force vector along with the static force:

\[
\Delta F^{ef} = -MR \left\{ \ddot{U}_g \right\}_{n+1} + F^{st}
\]  \hspace{1cm} (5.34)

**Step 6.** Initialise the iterative procedure.

**Step 7.** If the current number of iterations is greater than a specified maximum number, go to Step 17.
Step 8. Assemble the elastic terms in the out-of-balance-force vector:

\[ \Delta F^{e,f} = -MR \left\{ \ddot{U}_g \right\}_{n+1} + F^{st} - M\ddot{\bar{U}}_{n+1} - (b_0M + b_1K) \dot{U}_{n+1} - \\
- \{N^i\}_{n+1} - K'/\{U_{tot}\}_{n+1} \]

(5.35)

Step 9. Compute the tangent stiffness of the joint elements and assemble it into the global effective stiffness matrix:

\[ K^{e,f} = K_{const}^{e,f} + K^i_T \]

(5.36)

Step 10. Using the predicted nodal displacements, compute the elastic strains and stresses in the integration points of the three-dimensional solid elements of the arch dam:

\[ \{\epsilon\}_{n+1}^i = B\{U_{tot}\}_{n+1} \]

(5.37)

\[ \{\sigma_{tot,el}\}_{n+1}^i = DB\{U_{tot}\}_{n+1} \]

(5.38)

Step 11. Based on the current elastic strains and stresses, determine the inelastic stresses, \(\{\sigma_{tot}\}_{n+1}^i\), by means of the nonlinear model of concrete.

Step 12. Assemble the final effective out-of-balance-force vector:

\[ \Delta F^{e,f} = -MR \left\{ \ddot{U}_g \right\}_{n+1} + F^{st} - M\ddot{\bar{U}}_{n+1} - (b_0M + b_1K) \dot{U}_{n+1} - \\
- \{N^i\}_{n+1} - K'/\{U_{tot}\}_{n+1} - \Sigma \int_{\Omega} B^T \{\sigma_{tot}\}_{n+1}^i d\Omega \]

(5.39)

Step 13. Solve the incremental equation of motion for the displacement increment \(\Delta U\):

\[ K^{e,f} \Delta U = \Delta F^{e,f} \]

(5.40)

Step 14. Compute the incremental responses:

\[ U^{i+1}_{n+1} = U^i_{n+1} + \Delta U \]

(5.41)

\[ \{U_{tot}\}_{n+1}^{i+1} = U_{st} + \Delta U^{i+1}_{n+1} \]

(5.42)
\[ \dot{U}_{n+1}^{i+1} = \dot{U}_{n+1}^i + \frac{\gamma}{\beta \Delta t} \Delta U \]  

(5.43)

\[ \ddot{U}_{n+1}^{i+1} = \ddot{U}_n^i + \frac{1}{\beta \Delta t^2} \Delta U \]  

(5.44)

**Step 15.** If the norms of \( \Delta U \) and \( \Delta F^{ef} \) meet the specified convergence criteria, go to Step 17.

**Step 16.** Update the iteration counter. Go back to Step 7.

**Step 17.** Store the requested response quantities for output.

**Step 18.** Update the time step counter. Go back to Step 3.

**Step 19.** End the procedure.

### 5.5.5 Convergence criteria

To determine whether the displacements and the forces are near their equilibrium values in the iteration within a load step, the increment of internal energy at the current iteration is compared to the initial internal energy increment. Convergence is assumed when the ratio between the current and the initial increment in energy is less than a specified value:

\[
\frac{|\Delta U^{(i)}|^T \| (F_{n+1} - R_{n+1}^{i-1}) \|}{|\Delta U^{(1)}|^T \| (F_{n+1} - R_n) \|} \leq \varepsilon_E
\]  

(5.45)

In the course of the present study it is confirmed once again that proper selection of the energy convergence tolerance \( \varepsilon_E \) is a prerequisite to obtaining accurate solution for reasonable computational effort. If an energy convergence tolerance is set too large, the computational effort is reduced, but so is the accuracy of the solution. On the other hand, if a very small tolerance is specified, the computational effort increases significantly without meaningful benefit to the accuracy of the solution. The experience gained from the present work shows that the optimum value for the convergence tolerance is problem-dependent and should be selected after some trial runs of the algorithm.

The convergence criteria employed in CADNAP for static and seismic analysis are discussed in the following.
In static analysis, the iterations within a load step are terminated when the ratio of the left-hand side of Eq. 5.45 is less than or equal to $10^{-8}$.

In seismic analysis, the procedure for determining convergence as applied in ADAP-88 is used in CADNAP. Accordingly, if the seismic analysis is preceded by a static analysis for water and/or temperature loads, $\varepsilon_E$ is specified as follows:

$$
\varepsilon_E = 10^{-6} \times E
$$

(5.46)

where $E$ is the strain energy of the structure under static loading. If static analysis for water and/or temperature loads is not performed, the convergence tolerance is specified as follows:

$$
\varepsilon_E = 10^{-8}
$$

(5.47)

A flow chart of the numerical procedure implemented in CADNAP is shown in Figure 5.5.

5.5.6 Finite element types

The mesh generator presently used in CADNAP can generate two kinds of finite elements: a zero-thickness joint element and a three-dimensional eight-node or six-node solid element. The formulation of the joint element used in the program has been discussed in Chapter 3. The three-dimensional solid element used in the program is the eight-node hexahedron element first described by Zienkiewicz and Cheung (1967) and improved by Wilson (1970). The element is described in the rest of this section.

A typical eight-node hexahedron element defined in a global Cartesian coordinate system $(X,Y,Z)$ is shown in Figure 5.6. A natural co-ordinate system $(\xi, \eta, \zeta)$ is defined such that $\xi$, $\eta$ and $\zeta$ vary from -1 to +1 within the element, and the local co-ordinates of its centroid are $(0, 0, 0)$. The global co-ordinates of an arbitrary point within the element are expressed by means of the global co-ordinates of the
nodal points and a set of interpolation functions corresponding to each node:

\[ X = \sum_{i=1}^{8} N_i X_i \]
\[ Y = \sum_{i=1}^{8} N_i Y_i \]
\[ Z = \sum_{i=1}^{8} N_i Z_i \]  \hspace{1cm} (5.48)

where \( i = 1 \) to \( 8 \), \( X_i \), \( Y_i \), and \( Z_i \) are the global co-ordinates of the nodal points, and \( N_i \) are the interpolation functions as follows:

\[ N_1 = \frac{1}{8}(1 + \xi)(1 - \eta)(1 - \zeta) \]
\[ N_2 = \frac{1}{8}(1 + \xi)(1 + \eta)(1 - \zeta) \]
\[ N_3 = \frac{1}{8}(1 - \xi)(1 + \eta)(1 - \zeta) \]
\[ N_4 = \frac{1}{8}(1 - \xi)(1 - \eta)(1 - \zeta) \]
\[ N_5 = \frac{1}{8}(1 + \xi)(1 - \eta)(1 + \zeta) \]  \hspace{1cm} (5.49)
\[ N_6 = \frac{1}{8}(1 + \xi)(1 + \eta)(1 + \zeta) \]
\[ N_7 = \frac{1}{8}(1 - \xi)(1 + \eta)(1 + \zeta) \]
\[ N_8 = \frac{1}{8}(1 - \xi)(1 - \eta)(1 + \zeta) \]

The displacements at a point within the element, \( u \), \( v \), and \( w \), are interpolated from these at the nodal points, \( u_i \), \( v_i \), and \( w_i \), by the following expressions:

\[ u = \sum_{i=1}^{8} (N_i u_i + N_9 \alpha_{x_1} + N_{10} \alpha_{x_2} + N_{11} \alpha_{x_3}) \]
\[ v = \sum_{i=1}^{8} (N_i v_i + N_9 \alpha_{y_1} + N_{10} \alpha_{y_2} + N_{11} \alpha_{y_3}) \]  \hspace{1cm} (5.50)
\[ w = \sum_{i=1}^{8} (N_i w_i + N_9 \alpha_{z_1} + N_{10} \alpha_{z_2} + N_{11} \alpha_{z_3}) \]

where:

\[ N_9 = 1 - \xi^2 \]
\[ N_{10} = 1 - \eta^2 \]  \hspace{1cm} (5.51)
\[ N_{11} = 1 - \zeta^2 \]

Interpolation functions \( N_9 \), \( N_{10} \), and \( N_{11} \) can be interpreted as associated with an internal nodal point. The corresponding degrees of freedom are eliminated at the element level by static condensation. Thus the internal displacements are not included in the output. However, their values are computed and used in the evaluation of the elastic strains and stresses within the element. It is noted that the inelastic stresses
are obtained on the basis of the elastic strains and stresses by means of the combined nonlinear concrete model. A comparison of the bending behaviour of the element with and without the incompatible modes is presented by Clough et al. (1973). The conclusion of the study is that the bending performance of the incompatible element is significantly better than that of the compatible element.

5.5.7 Presentation of analysis results

The response time histories of the nodal point displacements, the joint displacements, and the arch, cantilever, and shear stresses in the three dimensional solid elements are calculated. Envelops of the arch, cantilever, and shear stresses can also be determined.

The nodal displacements expressed in the global co-ordinate system \((X, Y, Z)\) are the displacements relative to the rigid support movement. The displacements are presented relative to the static response.

The joint element displacements are the relative normal displacements between the two surfaces of the joint element evaluated at the integration points. They include components of responses due to static (hydrostatic and temperature) and seismic loads.

Stresses in the three-dimensional solid elements are calculated only for the dam elements on the upstream and the downstream layers. A local co-ordinate system \((x, y, z)\) is defined at the free surface (i.e. the exposed surface either to the atmosphere or the water in the reservoir) of the element. The \(x\)-axis of the system passes through the midpoints of the left and the right vertical sides of the element and is directed rightward. The \(z\)-axis is normal to the free surface and is directed outward from the element. The \(y\)-axis completes the orthogonal right handed co-ordinate system. The stresses in the local co-ordinate system are evaluated at the centre of the free surface. Only \(\sigma_x\), \(\sigma_y\), and \(\tau_{xy}\) stresses are output at the stress point, which correspond to the arch, the cantilever, and the shear stress, respectively. It is noted that the computations for the inelastic stresses are performed at the Gauss points. To obtain the inelastic components of the arch, the cantilever and the shear stresses at the
stress points, the global co-ordinate system stress components are first evaluated. If a $2 \times 2 \times 2$ Gauss integration is employed, the components of the inelastic stress in the global co-ordinate system can be evaluated as follows:

$$
\begin{align*}
\sigma_X &= \sum_{i=1}^{8} N_i \sigma_{Xi} \\
\sigma_Y &= \sum_{i=1}^{8} N_i \sigma_{Yi} \\
\sigma_Z &= \sum_{i=1}^{8} N_i \sigma_{Zi} \\
\tau_{XY} &= \sum_{i=1}^{8} N_i \tau_{XYi} \\
\tau_{YZ} &= \sum_{i=1}^{8} N_i \tau_{YZi} \\
\tau_{ZX} &= \sum_{i=1}^{8} N_i \tau_{ZXi}
\end{align*}
$$

where $i = 1$ to 8 and $N_i$ are the interpolation functions given in Eq.5.49 but this time associated with the Gauss points, and not with the nodal points of the element. The shape functions are evaluated at the stress output point. The global co-ordinate system stress tensor is transformed into the local co-ordinate system

$$
T_{\sigma'} = A^T T_{\sigma} A
$$

where $T_{\sigma'}$ is the stress tensor in the local co-ordinate system, $A$ is the transformation matrix between the global and the local systems, and $T_{\sigma}$ is the global co-ordinate system stress tensor:

$$
T_{\sigma'} = 
\begin{pmatrix}
\sigma_z & \tau_{yz} & \tau_{zx} \\
\tau_{zy} & \sigma_y & \tau_{zy} \\
\tau_{xz} & \tau_{yz} & \sigma_z
\end{pmatrix}
$$

$$
A = 
\begin{pmatrix}
\cos(xX) & \cos(xY) & \cos(xZ) \\
\cos(yX) & \cos(yY) & \cos(yZ) \\
\cos(zX) & \cos(zY) & \cos(zZ)
\end{pmatrix}
$$

$$
T_{\sigma} = 
\begin{pmatrix}
\sigma_X & \tau_{XY} & \tau_{ZX} \\
\tau_{XY} & \sigma_Y & \tau_{ZY} \\
\tau_{XZ} & \tau_{YZ} & \sigma_Z
\end{pmatrix}
$$

The envelopes of the maximum and the minimum arch, cantilever, and shear stresses are obtained from the respective stress time histories at the stress points.
Figure 5.1: Illustration of the full Newton–Raphson iterative procedure for solution of a generic SDOF
Figure 5.2: Illustration of the initial stress Newton–Raphson iterative procedure for solution of a generic SDOF
Figure 5.3: Illustration of the modified Newton–Raphson iterative procedure for solution of a generic SDOF
Figure 5.4: Simulation of the construction sequence of a concrete arch dam
Figure 5.5: Flowchart of the Newmark procedure applied in CADNAP for solving the nonlinear equations of motion
Figure 5.6: Three-dimensional solid element
Chapter 6

Seismic analysis of Morrow Point dam

6.1 Introduction

To demonstrate the validity of the proposed formulations for the combined models of contraction joints and nonlinear concrete material behaviour, the seismic response of a concrete arch dam is analysed. In order to facilitate comparison of the results with those from previous studies, Morrow Point dam is selected as the example of the present study. The seismic behaviour of Morrow Point dam has been studied by many researchers (Clough et al. 1973, Fok and Chopra 1985, Fenves et al. 1992, Tan and Chopra 1995, Noruziaan 1995), which provide a good basis for comparison and validation of the present results.

6.2 Description of Morrow Point dam

Morrow Point dam is a double-curvature, single-centre concrete arch dam built on the Gunnison River in Colorado, USA. The dam was designed by the U.S. Bureau of Reclamation and was constructed from 1963 to 1968. The dam has a crest length of 221 m and a maximum height of 142 m. The thickness of the crown section varies from 3.66 m at the crest to 15.8 m at the base. The dam consists of eighteen monolith cantilevers separated by contraction joints. In the arch direction, each cantilever monolith is 12.2 m long, except for the crown cantilever which is 9.14 m long. Figure 6.1 shows the plan view, an axis profile, and cross sections of the dam. Detailed descriptions of the geometry of Morrow Point dam can be found in the study by Hall and Chopra (1983).
6.3 Finite element models

As shown in Figure 6.1, the dam structure is almost symmetric about the central plane. To reduce the computational effort, only half of the dam–foundation–reservoir system is analysed by assuming perfect symmetry. For the excitations, the stream and the vertical components of the ground motions are considered in the present study.

6.3.1 Finite element model of dam

The mesh generator of CADNAP is utilised to generate the finite element model of the dam–foundation structure. The finite element mesh of one-half of the dam body, as shown in Figure 6.2, consists of 1503 three-dimensional eight-node and six-node solid elements and 213 joint elements. The dam body is discretized by three layers of solid and joint elements in the thickness direction, and by 28 horizontal layers in the vertical direction. Four contraction joints, uniformly spaced in the arch direction along the crest are modelled. The finite element mesh was designed in view to provide objectivity as to the conservation of the fracture energy of concrete in nonlinear analysis. The number of contraction joints modelled is chosen based on the conclusions of the study by Fenves et al. (1992), according to which including three contraction joints in the full model of an arch dam yields a reasonable accuracy of the computed response.

In the analysis, the contraction joints are modelled by the joint model described in Chapter 3. The nonlinear concrete models described in Chapter 4 are implemented with the three-dimensional solid elements to model the dam body.

Material properties of concrete

The material properties of concrete used in the present study are listed in Table 6.11.

Isotropic material properties are assumed for the uncracked concrete. The initial modulus of elasticity $E$, the Poisson ratio $\nu$, and the unit weight of concrete $\gamma$, are taken the same as these used in the study by Fenves et al. (1992). The uniaxial
compressive strength $f'_c$, the critical uniaxial strain $\varepsilon_p$ (the uniaxial strain corresponding to $f'_c$), the apparent uniaxial tensile strength $f'_t$, and the fracture energy $G_f$ are selected from published experimental data (Bruhwiler 1990, Pagnoni et al. 1992). To account for the effect of high strain rate, as typically encountered in seismic excitation, $E$, $f'_c$, $f'_t$ and $G_f$, are increased by 25% in the computations of the dynamic response of the structure (CEA 1990).

As has been discussed in section 4.3, the criterion for the objectivity of the finite element mesh is given by the following requirement of the characteristic length of the elements:

$$l_c \leq \frac{2EG_f}{\sigma_{tu}^2}$$  \hspace{1cm} (6.1)

Substituting the material properties considered in the seismic analysis, the characteristic length is determined as follows:

$$l_c \leq 2.6 \text{ m}$$ \hspace{1cm} (6.2)

For the finite element mesh used, the characteristic length associated with an integration point of the elements in regions of high tensile stresses is about 2.0 m, taken from the average linear dimension of the elements. The requirement of mesh objectivity given in Eq.6.2 is thus satisfied. The results from the present seismic analysis are then expected to be mesh independent.

6.3.2 Finite element model of foundation

An orthotropic linear–elastic material model is employed to model the material of the foundation substructure for both static and seismic response analyses. The canyon of the foundation is assumed prismatic. The foundation model consists of two layers of 270 three-dimensional solid elements extending to a depth approximately equal to the height of the dam. The mass of the foundation rock is neglected to suppress stresses caused by the inertia effect from the propagation of the seismic waves. The earthquake ground motions are specified uniformly at the far-field boundaries of the foundation rock model.
The material properties of the foundation rock used in the present analysis are listed in Table 6.2. The modulus of elasticity used in static analysis is increased by 25% for the computations in seismic analysis.

6.3.3 Reservoir model

In the present study, the hydrodynamic pressure on the upstream face of the dam is simulated by means of the added mass concept neglecting water compressibility.

The added mass matrix representing the hydrodynamic effect is determined by the computer program RESVOR (Kuo 1982). In the analysis, the cross section of the reservoir is assumed to be constant with the far-field boundary taken at three times the height of the dam in the upstream direction. The diagonal mass coefficients are then scaled to preserve the total hydrodynamic forces due to rigid body acceleration of the dam. Although the diagonalisation of the added mass matrix is not required in the formulation of CADNAP because the structure model is a full nonlinear model involving all the degrees of freedom of the dam–foundation system, the original formulation of RESVOR is employed for convenient reason.

The fluid finite element used in RESVOR is a three-dimensional sixteen-node element with eight nodes each on its upstream and downstream face. Since eight-node three-dimensional solid elements are used in the modelling of the dam body, some of the nodes on the upstream face of the dam are not required to associate with nodes of the fluid elements at the dam–water interface. The configuration of the mesh for the fluid elements on the dam–reservoir interface of the case of full reservoir is shown in Figure 6.3.

The reservoir model consists of 1780 three-dimensional fluid elements grouped into ten layers in the stream direction.

6.4 Loads and load combinations

The responses to loads due to self-weight of the structure, hydrostatic pressure of the impounded water, and seismic excitations applied at the base of the dam are
analysed in the present study of Morrow Point dam.

In the analysis of the case of self-weight loads, the construction sequence is accounted for by considering two sets of cantilever monoliths, as discussed in Section 5.3.

The cases of empty reservoir, half-full reservoir, and full reservoir are considered in seismic response analyses carried out with a linear-elastic concrete model in order to determine the critical load case for more detailed nonlinear investigations. The full reservoir load case assumes the water level is 1.52 m below the dam crest elevation. The hydrodynamic pressure on the upstream face of the dam has been considered in the seismic analysis in the half-full and the full reservoir load cases.

The seismic analyses are carried out using the ground motion recorded at the Taft Lincoln School Tunnel during the Kern County earthquake in California on 21 July 1952. The components of ground acceleration time history applied in the stream and vertical directions are shown in Figure 6.4. The pseudo-acceleration response spectra for the ground motion components considered with 5% damping ratio are presented in Figure 6.5. Table 6.3 lists the first ten natural vibration frequencies of Morrow Point dam for the cases of empty and full reservoir considering the hydrodynamic effect by the diagonal added mass matrix. The frequencies of the first symmetric vibration mode of the monolith dam of the cases of empty and full reservoir are shown in the response spectra of the earthquake ground motion in Figure 6.5.

The response of Morrow Point dam subjected to the first 15 seconds of the selected ground motions are analysed. A time step of 0.01 seconds is used in the Newmark method for direct integration of the equations of motion of the system. The Newmark constants used in the analysis are $\beta = 0.36$ and $\gamma = 0.7$. The Rayleigh's proportionality constants $b_0$ and $b_1$ are taken as 1.37 rad/sec and 0.001732 sec/rad, respectively, to give a modal damping ratio of 5% in the first and the fifth vibration modes of the monolithic dam model with empty reservoir.
6.5 Joint model

The modelling parameters of the joint model used in this study are the normal penalty parameter $k_n$, the tangential penalty parameter $k_s$, the strength of the joint in the normal direction $\sigma_n$, the slip margin $\delta$, the apparent cohesion $c$ and the friction angle of the grout material $\phi$. The normal and the tangential penalty parameters are set equal to $157 \times 10^9$ kN/m$^3$. According to the parametric studies carried out by Noruziaan (1995), the apparent cohesion $c$ and the friction angle $\phi$ have a negligible effect on the behaviour of the dam. The most important effect is attributed to the presence of shear keys and the slip margin model parameter $\delta$. It is found that the shear keys are efficient barriers against shear slippage. The present study is carried out only for the case of large and strong shear keys with $\delta = 0.50$ m, with the apparent cohesion parameter taken as the tensile strength of concrete $c = f_{t}^\prime$, and a friction angle $\phi = 45^\circ$ for the grout material.

6.6 Concrete models

To investigate the effects of possible cracking and crushing of concrete on the seismic response behaviour of Morrow Point dam, the combined bounding surface–smeared crack model as discussed in Chapter 4 is employed to model the concrete material of the dam. For comparison, the responses of the dam using linear–elastic concrete model, the bounding surface model and the smeared crack model are also analysed.

6.7 Static analysis

The contours of the static stresses for the cases of empty, half-full and full reservoir are presented in Figures 6.6 to 6.8. It can be seen that the arch stresses for the case of empty reservoir are very small, as expected, due to the independent construction sequence of the cantilever monoliths. The impounding of the reservoir to the middle level causes compressive arch stresses in most of the dam body and small tensile stresses at the crest around the central part of the dam. Further increase of
the water level leads to increase of the compressive arch stresses and reduction the tensile ones to zero.

6.8 Seismic analysis with linear–elastic concrete model

The envelopes for the maximum and minimum stresses for the case when the concrete behaviour in the dam is assumed to be linear–elastic are presented in Figures 6.9 to 6.14. By comparing the stress envelopes for the three investigated reservoir water levels it is concluded that the most critical case for both the maximum and the minimum stresses are obtained from the case of full reservoir. In the subsequent nonlinear analyses, the investigations are carried out for this loading case only. As can be seen from the stress envelopes of the case with full reservoir, the maximum tensile stresses occur in the crown cantilever in a region located at approximately 4/5 the height of the dam, whereas the maximum compressive stresses occur in a region close to the crest of the dam. Based on these observations of the stress envelopes, two zones in the crown cantilever are selected for investigating the stress time histories: at the crest and at a height of 4/5 the maximum height. The displacement time histories of the nodes at the middle of the crest are studied as well. Figure 6.15 shows the zones of the dam body for which response time histories are investigated.

For comparison, the case of full reservoir is analysed using a monolithic dam model without the vertical contraction joints. The envelopes of the maximum and the minimum stresses for this case are shown in Figures 6.16 and 6.17, respectively. It is observed that the maximum arch stresses near the dam crest on both the upstream and the downstream surfaces are much higher than the previous cases with the contraction joints. The maximum arch stress on the upstream face is about 6 MPa, and that on the downstream face is about 4 MPa. The results show that the opening of the joints causes significant decrease in the tensile arch stress on both the upstream and the downstream faces. The release of the tensile arch stress has an impact on the maximum cantilever stress and the minimum arch stress in the dam. The maximum cantilever stress on the downstream face increases from about 1.5 MPa for the monolithic dam model to 3.0 MPa for the dam model with joints. This increase
occurs when the dam displaces in the upstream direction with opened joints. The internal tensile forces in the dam are redistributed from the response mechanisms of arch action to cantilever bending. The minimum arch stress on the upstream face remains almost the same. The maximum cantilever tensile stress on the upstream face increases from 1.5 MPa to 2 MPa when the dam displaces in the downstream direction with opened joints. The smaller change in the maximum cantilever tensile stress, as compared to the increase in the corresponding stress on the downstream face, can be explained by the fact that the arch action remains important when the dam displaces in the downstream direction. It is confirmed by the observation of the decrease in the minimum arch stress on the downstream surface from -9 MPa to -10 MPa. In summary, the opening of the joints prevents the development of high tensile arch stresses and renders the downstream tensile cantilever stresses the most important tensile stress quantity.

6.9 Seismic analysis with smeared crack model for concrete

In this case, the smeared crack model for concrete described in section 4.3 is adopted in the formulation of the eight–node solid elements to model the dam. In this part of the study, the compressive behaviour of concrete is assumed to be linear–elastic. The uniaxial compressive strength of concrete is used in the computation of the tensile stress $\sigma_{tu}$ from Eqs.4.50–4.52, but brittle compressive failure of the concrete material of the dam is not modelled.

Figure 6.18 shows the evolution of the crack pattern in the crown cantilever of the dam. The results show that the cracking process begins at the heel area in a limited zone. Between 5 and the 7 seconds from the beginning of the earthquake excitation, the cracking in the heel area intensifies and cracking initiates on the downstream face in the upper part of the dam. The cracks spread to the lower part of the dam between 7 and 10 seconds. Thereafter, no significant change to the crack pattern is observed.

The envelopes of the maximum and the minimum stress obtained for this case are shown in Figures 6.19 and 6.20, respectively. Compared to the linear–elastic
model, the crack model yields lower maximum cantilever stresses in the upper part of the downstream face and in the heel area of the upstream face due to the cracking that occurs in these parts of the dam. The changes to the envelopes of the maximum arch and the minimum arch and cantilever stresses are related to stress redistribution caused by the cracking process.

The arch and cantilever stress time histories for zones B and C of the dam body are compared to the corresponding stress time histories obtained from the linear–elastic model in Figures 6.21 to 6.24. Figure 6.24 shows that in zone C cracking initiates at about 7 seconds and is followed by a sudden drop of the downstream cantilever tensile stresses. After the initiation of the cracking process, when the cracks re-open, the compressive stresses increase due to the reduced load bearing area. In the same time, the tensile loads in the downstream face are redistributed from the cantilever to the arch direction, as can be seen from Figures 6.23 and 6.24. It is noted that there is no change of the stress level about which the stresses oscillate throughout the seismic excitation. This is due to the fact that the initial stress is compressive and to the assumption that upon closing of a crack concrete regains its initial compressive strength.

Figure 6.25 shows the time history of the stream and the vertical dynamic displacements at the crest of the crown cantilever (Zone A), with positive displacement in the downstream direction. Figure 6.25 shows that prior to the initiation of the cracking process on the downstream face of the dam, the crest displacements are identical to those obtained in the analysis with the linear–elastic concrete model. In the period after the crack initiation, the amplitudes of both the stream and the vertical components of the crest displacement increase. This increase is due to the proximity of the cracked zones and the reduced capacity of the concrete material at these locations to withstand tensile stresses.
6.10 Seismic analysis with bounding surface model

This analysis is aimed at evaluating the effect of high compressive stresses on the seismic behaviour of the dam. The bounding surface model for concrete described in section 4.2 is associated with the eight-node solid elements of the monolith cantilevers. The concrete material is assumed to fail in tension when the first stress invariant is greater than three quarters the tensile strength of concrete.

The envelopes of the maximum and the minimum stress obtained for this case are shown in Figures 6.26 and 6.27, respectively. The maximum compressive arch stresses are lower than the corresponding stresses obtained in the analysis with the linear-elastic concrete model. This reduction is due to the decreased compressive load bearing capacity of the concrete material caused by the damage sustained during the earthquake excitation. The compressive stress reduction is more pronounced in the crest area of the zones adjacent to the contraction joints where the compressive arch stresses attain high levels due to the impact when an open contraction joint closes. The reduction of the compressive arch stresses leads to stress redistribution in both the arch and the cantilever directions. It is noted that tensile stresses higher than the tensile strength of concrete are observed in the upstream arch and the downstream cantilever stresses. This is due to the adopted criterion for tensile failure in the bounding surface model.

The arch and cantilever stress histories for zones B and C of the dam body are shown in Figures 6.28, 6.29, 6.30, and 6.31, respectively. It is observed that the stress levels about which the stresses oscillate displace gradually throughout the seismic excitation toward tension or compression depending on the direction of stress redistribution. For example, the oscillation of the upstream arch stresses in zone C shifts by 2 MPa toward tension at the end of the investigated response, whereas the oscillation of the downstream arch stresses at the same location shifts by 1 MPa towards compression (Figure 6.30). Note that the upstream arch stresses in zone C reach 10 MPa in compression, whereas the downstream arch stresses reach only 4 MPa in compression. The shifts in the stress responses occur because of the damage to the concrete material caused by the cyclic loading during the seismic excitation and the
subsequent stress redistribution in this zone of the dam body.

The time histories of the dynamic stream and the vertical displacements at the crest of the crown cantilever as shown in Figure 6.32, are compared with the corresponding results obtained from the analysis with the linear-elastic concrete model. The accumulation of damage and the subsequent reduced capacity of the concrete material to withstand compressive loads cause gradual shift in the baseline of the stream and vertical displacements. It is therefore expected the configuration of the dam after the earthquake will differ from the configuration prior to the earthquake.

6.11 Seismic analysis with combined smeared crack–bounding surface model

The purpose of this analysis is to evaluate the combined effect of high tensile and compressive stress in the concrete monolith cantilevers on the seismic behaviour of the investigated arch dam. The combined nonlinear concrete model proposed in section 4.4 is associated with the eight-node solid elements of the monolith cantilevers.

Figure 6.33 shows the evolution of the damage pattern in the crown cantilever of the dam. It is noted that no integration point fails under compressive stress. The cracking process develops in a manner similar to the analysis with the smeared crack model. However, the analysis with the combined model shows a larger extent of the cracking in the upper one third part of the dam and in the heel area, as can be seen by comparing Figure 6.33 to Figure 6.18. This more intensive cracking is due to the compressive damage to the concrete material which causes an increase of the stress amplitudes toward tension.

The envelopes of the maximum and the minimum stress obtained with the combined smeared crack and bounding surface models are shown in Figures 6.34 and 6.35, respectively. Due to the cracking in the concrete material caused by the high tensile stresses in the cantilever direction, the maximum cantilever stresses in the upper part of the downstream face and in the heel area of the upstream face are about 1 MPa lower than the corresponding stresses obtained from the analysis with the linear-elastic concrete model. On the other hand, the high compressive
arch stresses cause damage to the concrete material and stress redistribution toward tension. If the shift of the stress levels toward tension does not exceed the tensile strength limit, then both the minimum and the maximum arch stresses increase. This is the case in dam body near the crest of the crown cantilever and near the abutments on both the upstream and the downstream faces. However, the increase in the maximum arch stress can lead to cracking of the concrete, as in the zones near the joints. As already mentioned, this additional cracking is evidenced by comparing Figure 6.33 to Figure 6.18. In such case, the minimum arch stress decrease because of the reduced load bearing area in the cracked zones.

Figures 6.36 to 6.39 show the arch and cantilever stress time histories for zones B and C of the dam body compared to the corresponding stress time histories obtained in the analysis with the linear–elastic concrete model. Before the initiation of the cracking process in zone C, the stress time histories for the combined model show the same pattern of stress redistribution as the bounding surface model. After the occurrence of the first cracks at this location, which takes place at about 7 seconds from the beginning of the seismic excitation, the stress time histories are affected by both the compressive fracture and the tensile cracking of the concrete material. These observations are clearly evident in the time history of the upstream arch stress in zone C. For convenience, the time histories of these stresses obtained from the analyses by the linear–elastic, the smeared crack, the bounding surface, and the combined smeared crack–bounding surface models are presented in Figure 6.40. As can be seen from Figure 6.40, before the crack initiation, the combined model gives higher upstream arch stress than the linear model. The same trend is observed in the stress time histories obtained by the bounding surface model. The difference between the results obtained by the bounding surface model and the combined model is due to the different formulations for tensile failure employed in the two models. After the crack initiates, similarly to the crack model, the combined model shows lower minimum and higher maximum upstream arch stress, which can be explained by the stress redistribution caused by the cracking on the downstream face of the dam. On the other hand, similarly to the bounding surface model, the combined model shifts
the base level of the stress oscillation toward tension.

The time histories of the stream and the vertical displacements at the crest of the crown cantilever are shown in Figure 6.41. It is observed that the compressive damage and the tensile cracking of the concrete material have a significant effect on the time history of the investigated displacement. This effect is more pronounced after the initiation of the cracking process on the downstream face. Figure 6.41 also demonstrates the significance of the assumption adopted in the evaluation of the tangent stiffness of the dam. Since the tangent stiffness is updated only for the changes of the stiffness of the contraction joints, the time history response of the dam shows lengthening of the apparent vibration period of the dam at the time intervals when large openings occur at the contraction joints, e.g. at 11, 12.5, and 14.5 seconds. The lengthening of the apparent vibration period will remain in effect throughout the seismic excitation, if the stiffness of the dam has been updated to account for the degradation of the concrete material caused by compressive fracture and tensile cracking. Figure 6.41 shows that at all times the dam remains stable.
Table 6.1: Material properties for the concrete of dam

<table>
<thead>
<tr>
<th>Property</th>
<th>Static</th>
<th>Seismic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Modulus of elasticity, $E$, (MPa)</td>
<td>26000</td>
<td>32500</td>
</tr>
<tr>
<td>Poisson's ratio, $\nu$</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>Unit weight, $\gamma$, (kN/m$^3$)</td>
<td>24.0</td>
<td>24.0</td>
</tr>
<tr>
<td>Uniaxial compressive strength, $f'_c$, (MPa)</td>
<td>25.0</td>
<td>31.25</td>
</tr>
<tr>
<td>Associated to $f'_c$ axial strain, $\varepsilon_p$</td>
<td>0.002</td>
<td>0.002</td>
</tr>
<tr>
<td>Apparent uniaxial tensile strength, $\sigma'_a$, (MPa)</td>
<td>2.0</td>
<td>2.5</td>
</tr>
<tr>
<td>Fracture energy of concrete, $G_f$, (N/m)</td>
<td>200</td>
<td>250</td>
</tr>
<tr>
<td>Property</td>
<td>Static</td>
<td>Seismic</td>
</tr>
<tr>
<td>--------------------------------</td>
<td>--------</td>
<td>---------</td>
</tr>
<tr>
<td>Modulus of elasticity, $E$, (MPa)</td>
<td>17240</td>
<td>21550</td>
</tr>
<tr>
<td>Poisson's ratio, $\nu$</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>Unit weight, $\gamma$, (kN/m$^3$)</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>
Table 6.3: Vibration frequencies of Morrow Point dam in (rad/sec) (After Fenves et al. 1992)

<table>
<thead>
<tr>
<th>Mode</th>
<th>Symmetry</th>
<th>Empty Reservoir</th>
<th>Full Reservoir</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Anti-symmetric</td>
<td>20.31</td>
<td>15.73</td>
</tr>
<tr>
<td>2</td>
<td>Symmetric</td>
<td>22.34</td>
<td>16.43</td>
</tr>
<tr>
<td>3</td>
<td>Symmetric</td>
<td>35.40</td>
<td>22.85</td>
</tr>
<tr>
<td>4</td>
<td>Symmetric</td>
<td>37.47</td>
<td>25.00</td>
</tr>
<tr>
<td>5</td>
<td>Anti-symmetric</td>
<td>40.40</td>
<td>27.50</td>
</tr>
<tr>
<td>6</td>
<td>Anti-symmetric</td>
<td>43.60</td>
<td>31.77</td>
</tr>
<tr>
<td>7</td>
<td>Symmetric</td>
<td>48.22</td>
<td>33.50</td>
</tr>
<tr>
<td>8</td>
<td>Symmetric</td>
<td>54.12</td>
<td>37.84</td>
</tr>
<tr>
<td>9</td>
<td>Anti-symmetric</td>
<td>60.58</td>
<td>42.13</td>
</tr>
<tr>
<td>10</td>
<td>Symmetric</td>
<td>60.80</td>
<td>44.13</td>
</tr>
</tbody>
</table>
Figure 6.1: Morrow Point dam, U.S.B.R., 1983
Figure 6.2: Finite element mesh of the half-model of Morrow Point dam
Figure 6.3: Nodes of fluid elements on the upstream face of the dam
Figure 6.4: Acceleration time histories for the input ground motion
Figure 6.5: Pseudo-acceleration response spectra for earthquake ground motion
Figure 6.6: Contours of static stresses (in MPa) in case of empty reservoir
Figure 6.7: Contours of static stress (in MPa) in case of half-full reservoir
Figure 6.8: Contours of static stress (in MPa) in case of full reservoir
Figure 6.9: Linear–elastic concrete model envelopes of maximum stress (in MPa) in case of empty reservoir
Figure 6.10: Linear-elastic concrete model envelopes of minimum stress (in MPa) in case of empty reservoir
Figure 6.11: Linear-elastic concrete model envelopes of maximum stress (in MPa) in case of half-full reservoir
Figure 6.12: Linear-elastic concrete model envelopes of minimum stress (in MPa) in case of half-full reservoir
Figure 6.13: Linear–elastic concrete model envelopes of maximum stress (in MPa) in case of full reservoir
Figure 6.14: Linear–elastic concrete model envelopes of minimum stress (in MPa) in case of full reservoir
Figure 6.15: Zones with investigated response histories
Figure 6.16: Linear-elastic concrete model envelopes of maximum stress (in MPa) for monolithic dam in case of full reservoir
Figure 6.17: Linear-elastic concrete model envelopes of minimum stress (in MPa) for monolithic dam in case of full reservoir
Figure 6.18: Crack pattern evolution in the crown cantilever
Figure 6.19: Smeared crack model envelopes of maximum stress (in MPa)
Figure 6.20: Smeared crack model envelopes of minimum stress (in MPa)
Figure 6.21: Smeared crack model arch stress histories in zone B
Figure 6.22: Smeared crack model cantilever stress histories in zone B
Figure 6.23: Smeared crack model arch stress histories in zone C
Figure 6.24: Smeared crack model cantilever stress histories in zone C
Figure 6.25: Smeared crack model displacement time history at the crest of the crown cantilever
Figure 6.26: Bounding surface model envelopes of maximum stress (in MPa)
Figure 6.27: Bounding surface model envelopes of minimum stress (in MPa)
Figure 6.28: Bounding surface model arch stress histories in Zone B
Figure 6.29: Bounding surface model cantilever stress histories in Zone B
Figure 6.30: Bounding surface model arch stress histories in Zone C
Figure 6.31: Bounding surface model cantilever stress histories in Zone C
Figure 6.32: Bounding surface model displacement time history at the crest of the crown cantilever
Figure 6.33: Damage evolution in the crown cantilever
Figure 6.34: Combined nonlinear model envelopes of maximum stress (in MPa)
Figure 6.35: Combined nonlinear model envelopes of minimum stress (in MPa)
Figure 6.36: Combined nonlinear model arch stress histories in zone B
Figure 6.37: Combined nonlinear model cantilever stress histories in zone B
Figure 6.38: Combined nonlinear model arch stress histories in zone C
Figure 6.39: Combined nonlinear model cantilever stress histories in zone C
Figure 6.40: Comparison of the downstream arch stress time histories in zone C
Figure 6.41: Combined concrete model displacement time history at the crest of the crown cantilever
Chapter 7

Summary and conclusions

7.1 Summary of the research

This study presents a new numerical procedure and finite element models for the nonlinear seismic analysis of concrete arch dams. The proposed formulation combines a nonlinear joint model and a nonlinear concrete material model to consider the interaction and the coupling effects between the relative movements at the vertical contraction joints and the inelastic actions in the concrete cantilevers of the arch dam. The numerical procedures are implemented in a new computer program CADNAP.

The proposed numerical procedure is applied to the seismic analysis of Morrow Point dam, a typical concrete arch dam analysed in several previous studies. In the present study, the seismic analyses are carried out using the ground motion recorded at the Taft Lincoln School Tunnel during the Kern County earthquake in California on 21 July 1952. It is assumed that the vertical contraction joints of the dam are provided with large and strong shear keys.

7.2 Summary of the results from the case study

The main results from the seismic analysis of Morrow Point dam carried out in the present study are summarised as follows:

- The response time histories of the structure show that the relative movements of the monolith cantilevers of the dam cause opening, closing, and sliding at the vertical contraction joints.
• The opening at the contraction joints prevents the formation of high tensile stress in the arch direction and leads to stress redistribution resulting in increase of the tensile stress in the cantilever direction.

• The closing of the opened joints during dynamic response results in high compressive stress in the arch direction.

• Due to the stress redistribution caused by the relative movements at the vertical contraction joints of the dam, the most important tensile stress quantity becomes the cantilever tensile stress on the downstream face of the dam.

• High tensile cantilever stresses cause cracking in the upper part of the downstream face of the dam. High arch compressive stresses lead to stiffness degradation and stress redistribution in the affected zones of the dam body. The combined effects of compressive damage and tensile cracking result in more severe cracking in the upper parts of the downstream face and propagation of the cracks toward the lower parts of the dam body.

• The stiffness degradation due to high compressive stress leads to change of the configuration of the structure in the post-earthquake period, as compared to the configuration existing before the earthquake.

• The dam remains stable at all times.

7.3 Conclusions

Based on the case study carried out, it is concluded that relative movements at the contraction joints and tensile cracking and compressive stiffness degradation in the cantilever monoliths can significantly affect the behaviour of concrete arch dams subject to strong ground motions. Therefore, the aforementioned nonlinear phenomena should be taken into account in the design of new concrete arch dams and the safety evaluation of existing ones.

The new numerical procedure proposed in the present study enables detailed analysis of the nonlinear seismic response of concrete arch dams. The nonlinear joint
model combined with the nonlinear concrete material model allow for taking into account the relative movements at the vertical contraction joints and the inelastic effects in the concrete of the cantilever monoliths of the dam. The initiation and evolution of tensile cracking of the concrete material is accurately modelled by including a characteristic length parameter in the constitutive model for concrete subjected to tensile loading. The stiffness degradation in the zones of the arch dam with high compressive stresses is traced by the bounding surface model.

7.4 Recommendations for future work

Future work includes the implementation of a more refined concrete model, in which the strain rate effects are taken into account in a consistent manner. The material nonlinearity of the rock foundation should also be considered in the analysis of the arch dam. More research is required for improving the modelling of the interaction between the structure and the impounded water during strong ground motions. The numerical simulation of the effects of water penetration into the open cracks on the behaviour of the dam is another major field for further research.
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Appendix A

Material parameters of the bounding surface model

The expressions presented here for the material parameters of the bounding surface model are obtained in the studies by Chen and Buyukozturk (1985) and Pagnoni et al. (1992) through regression analysis of published experimental data.

A.1 Pre–failure parameters

A.1.1 Generalised elastic shear modulus $H^e$

The generalised elastic shear modulus relates the elastic component of the deviatoric strain to the deviatoric stress, as in Eq.4.13. The generalised elastic shear modulus is taken as twice as the initial shear modulus $G$ at the beginning of the loading process, i.e. $H^e = 2G$. The initial shear modulus is evaluated as follows:

$$G = \frac{E}{2(1 + \nu)}$$  \hfill (A.1)

where $E$ is the initial Young’s modulus and $\nu$ is the Poisson’s ratio. For application with the normalised stress and strain quantities, the initial modulus is normalised by the ratio $\frac{\varepsilon_p}{f'_c}$:

$$\hat{E} = E \frac{\varepsilon_p}{f'_c}$$  \hfill (A.2)

Similarly, the normalised shear modulus is obtained as follows:

$$\hat{G} = \frac{E}{2(1 + \epsilon)} \frac{\varepsilon_p}{f'_c}$$  \hfill (A.3)

The expression for $\hat{G}$ in Eq.A.3 is valid for both deviatoric loading and unloading.
A.1.2 Generalised plastic shear modulus $H^p$

The generalised plastic shear modulus relates the plastic octahedral shear strain to the octahedral shear stress, as in Eq.4.15. The generalised plastic shear modulus $H_p$ reflects the accumulated damage and the distance between the current stress point and its projection on the bounding surface. The following expressions for $H_p$ are adopted in the study by Pagnoni et al. (1992):

- For deviatoric loading:

$$H^p = \frac{R}{F_i(I_1, \theta)} \frac{2.4}{(1 + 0.7K_{\max}^2) A_L} (1 - D)^{0.65D^2}$$  \hspace{1cm} (A.4)

$$A_L = 1.02 - 0.81 \frac{K_R}{K_{\max}}, \quad K < K_{\max}$$  \hspace{1cm} (A.5)

$$A_L = 1, \quad K = K_{\max}$$  \hspace{1cm} (A.6)

where $K_R$ is the value of the damage parameter $K$ at the beginning of the most recent loading process.

- For deviatoric unloading:

$$H^p = \frac{R}{F_i(I_1, \theta)} \frac{2.4}{(1 + 0.7K_{\max}^2) A_u}$$  \hspace{1cm} (A.7)

$$A_u = 0, \quad K < 0.2K_{\max}$$  \hspace{1cm} (A.8)

$$A_u = \frac{K_u - 0.2K_{\max}}{0.8K_{\max}}, \quad K \geq K_{\max}$$  \hspace{1cm} (A.9)

where $K_u$ is the value of the damage parameter $K$ at the beginning of the most recent unloading process.
A.1.3 Bulk tangent modulus $K_t$

The bulk modulus $K$ is a modulus of elasticity introduced by a triaxial compression test in which the same compressive loading $\sigma_{11} = \sigma_{22} = \sigma_{33} = p = \frac{2\sigma}{3}$ is applied on all surfaces of a cubic sample. The bulk modulus $K$ is defined as the ratio between the hydrostatic pressure $p$ and the corresponding volume change $\varepsilon_{kk}$.

The volumetric stress-strain relationship of concrete is non-linear. Therefore, it is necessary to introduce a tangent modulus $K_t$. Under compressive hydrostatic loading, the material exhibits softening behaviour characterised by a decrease of $K_t$ with increasing $I_1$. With further increase of $I_1$, however, the material stiffens indicated by an increase of $K_t$ with increasing $I_1$. Hence, the following expressions are derived for the normalised $K_t$:

- For hydrostatic loading:

$$\dot{K}_t = \frac{E}{3(1-2\nu) \left(1 + 0.358\tilde{I}_1^{1.5}\right)} \varepsilon_p \frac{f'_c}{f_c'}$$  \hspace{1cm} (A.10)

- For hydrostatic unloading:

$$\dot{K}_t = \frac{E}{3(1-2\nu)} \frac{\varepsilon_p}{f_c'}$$  \hspace{1cm} (A.11)

A.1.4 Shear compaction–dilatancy factor $\beta$

Compaction

Compaction is the result of shear crushing and void reduction. It occurs when $K = K_{\text{max}}$. The shear compaction factor is denoted by $\beta_1$ and is given by the following expressions:

$$\beta_1 = 1.1e^{-\frac{30(K_{\text{max}}-0.6)^2}{K_{\text{max}}}}, \quad K = K_{\text{max}}$$  \hspace{1cm} (A.12)

$$\beta_1 = 0, \quad K < K_{\text{max}}$$  \hspace{1cm} (A.13)
Dilatancy

The increase of the volume of material subjected to compressive loads is termed dilatancy. Experimental results show that under compressive loading, inelastic volume contraction occurs at the beginning of yielding and volume dilatation occurs at about 75% to 90% of the ultimate stress. Shear dilatancy can occur during loading, unloading, and reloading process. The shear dilatancy factor is denoted by $\beta_2$ and is given by:

$$\beta_2 = -1.97\lambda e^{-2\lambda^2}$$  \hspace{1cm} (A.14)

where:

$$\lambda = D - 0.2K_{\text{max}}^2$$  \hspace{1cm} (A.15)

The combined shear compaction–dilatancy factor $\beta$ is obtained by summing $\beta_1$ and $\beta_2$:

$$\beta = \beta_1 + \beta_2$$  \hspace{1cm} (A.16)

A.2 Post–failure parameters

A.2.1 Shear modulus $G$

To avoid numerical problems, a negligibly small value, instead of zero, is assumed for the normalised shear modulus after failure has occurred.

A.2.2 Generalised plastic shear modulus $H^p$

$$H^p = -0.15e^{-0.025(K_{\text{max}}-1)^2}F_2\left(\hat{I}_{1,\text{max}}\right)$$  \hspace{1cm} (A.17)

where:

$$F_2\left(\hat{I}_{1,\text{max}}\right) = \frac{0.14}{\left(\hat{I}_{1,\text{max}}\right)^2 - 0.86}, \quad \hat{I}_{1,\text{max}} \leq 2.54$$  \hspace{1cm} (A.18)

$$F_2\left(\hat{I}_{1,\text{max}}\right) = 0.025, \quad \hat{I}_{1,\text{max}} > 2.54$$  \hspace{1cm} (A.19)
A.2.3 Bulk tangent modulus $K_t$

$$K_t = \frac{E}{3(1-2\nu)} \frac{\epsilon_p}{f_c'}$$  \hspace{1cm} (A.20)

A.2.4 Dilatancy factor $\beta$

$$\beta = -1.97\lambda e^{-2\lambda^2}$$  \hspace{1cm} (A.21)

where

$$\lambda = 1 - 0.2K_{max}^2$$  \hspace{1cm} (A.22)